Single-Pass Clustering for Peer-to-Peer Information
Retrieval: The Effect of Document Ordering

Iraklis A. Klampanos Joemon M. Jose C. J. “Keith” van Rijsbergen
Department of Computing Science, Department of Computing Science, Department of Computing Science,
University of Glasgow, Scotland. University of Glasgow, Scotland. University of Glasgow, Scotland.

Email:i rakl i s@cs. gl a. ac. uk Email: j j @lcs. gl a. ac. uk Email: kei t h@ics. gl a. ac. uk

Abstract— Document clustering has been a particularly active documents are placed, it would be beneficial to know how to
research field within the Information Retrieval (IR) community.  reach the best possible initial classification.
Among the numerous clustering algorithms proposed, singlpass We make the assumption that single-pass clustering makes

clustering stands out in terms of both time and space efficiesy. inf d decisi th re d ments it h h d
However, it is generally acknowledged that single-pass cétering more informed decisions the more documents as processe

has a major defect, namely its output depends on the order (please referto Section Il for the exact algorithm studieugn
in which documents are presented. Building on our previous more so if the initial clusters that have been identified aoeem
work, and having identified single-pass clustering as potdially  accurately formed. Therefore, if there is little cost irwead
useful for P2P IR, we study the extent to which this is true in i re_grdering the bootstrapping sets of documents of the
practical terms. We do so by experimenting with two large web S . . . .
based testbeds, which are suitable for Peer-to-Peer IR evation. participating peers and if there is a document ordering whic
The results of our study show that document ordering does not results in more effective document classifications, overal
practically matter for single-pass clustering. retrieval effectiveness can be potentially increaseds T$the
main motivation behind this study, which looks into diffete
orderings that could aid a simple single-pass algorithm to
Document clustering has been a particularly active rebeareate more retrieval-effective clusters.
field within the Information Retrieval (IR) community [1]2], An additional aspect we are interested in investigating is
[3], [4]. Organising documents according to their contemil the usefulness of single-pass clustering in terms of kettrie
consequently, achieving more accurate and effectiveexetii effectiveness, within the context of P2P IR. The motivation
is, arguably, one of the principal goals of IR research. Theehind this is the general belief that single-pass algmstdo
reason behind this, apart from a natural human tendency [bbt perform well. We believe it is informative to study the
is that by clustering, documents relevant to the same topmetent at which single-pass clustering algorithms do or @io n
tend to be grouped together (the Cluster Hypothesis — [1]).stand up to expectation, and argue about their usefulnehs wi
Single-pass clustering is one of the incremental clusierimespect to possible retrieval effectiveness rather thated
algorithms, and requires only one pass over the documafgorithmic, time and space, properties.
descriptions to be clustered [1]. Single-pass clusterigg-a  The layout of this paper is as follows: In the next section,
rithms do not possess the desirable theoretical propestieswe briefly review a number of P2P IR architectures that have
other clustering techniques, such as hierarchical alyost used clustering procedures. We will also describe a P2P IR
In particular they are known to be affected by the order iarchitecture which uses single-pass clustering. In Sedtio
which the documents are presented to the algorithm. Howewse introduce the single-pass algorithm as well as the @iffer
their space and time complexity (please refer to Section dbcument orderings we have experimented with. In Section IV
for more details) as well as their incremental operation avge describe the experimental methodology we followed and
particularly attractive for a range of different applicats we also present the findings of our experiments. Following
involving clustering streams of documents. that, in Section V we provide a discussion on our findings
Clustering has been used in many P2P IR solutions sushd, finally, in Section VI we present our conclusions and
as [6], [7], [8], [9] and variants of single-pass clusteringliscuss future work.
are expected to be employed in future systems due to their
simplicity and efficiency. We have identified and effectyel
used the single-pass clustering scheme as part of a P2P IRlustering, based on networking properties or content, has
architecture [6]. However, in P2P IR systems, most pedoseen employed or assumed to exist in a number of studies or
have initial sets of documents which are used to bootstrapstems dealing with P2P IR and related areas.
the network. It is important to see in which way document In [8], Krishnamurthy et. al. employ network-aware cluster
ordering affects the effectiveness of single-pass climjer ing, dealing primarily with file-sharing problems by debanig
Since the clusters that get generated during the initigissteeach file as a set of filename keywords. In this solution,

of the algorithm are then used as bins in which consecutigeers get clustered through a central clustering servite. |
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I. INTRODUCTION AND MOTIVATION

Il. BACKGROUND: CLUSTERING INP2P IR



[9], Khambatti et. al. refer to communities of peers seen as Ill. THE SINGLE-PASSCLUSTERING ALGORITHM

intergst groups based on sets of attributes. These atatsib_ut Single-pass clustering, as the name suggests, requires a

are either set manually by the users of the system, or derivgfyje, sequential pass over the set of documents it atempt

automatically from past queries. Additionally, in [10], M@d ¢, cjyster. The algorithm classifies the next document in the

Sia base their multimedia retrieval around a phone-dirgeto gequence according to a condition on the similarity fumctio

like networking structure. employed. At every stage, the algorithm decides on whether a

_ newly seen document should become a member of an already

A. A Hybrid P2P IR Network defined cluster or the centre of a new one. In its most simple
Concerning content-based P2P IR, in [7], Lu and Calldarm, the similarity function gets defined on the basis of

assume a clustering of leaf nodes of similar topic arefist some similarity (or alternatively, dissimilarity) msure

arounddirectory nodes (super-peers that are responsible for theetween document-feature vectors.

routing of queries and results), working within the contekt  In our experiments the similarity function is the cosinefeoe

digital libraries. In their study, directory nodes were egfed ficient applied to term-frequency vectors, while the degn

to be covering specific types of content. In order to tramesla®f a cluster is the average vectors of the documents included

this into an evaluation testbed, they had to cluster a lagge pin the cluster in question. The exact algorithm we studied is

of TREC's WT10G collection and then to assign each clust#te following:

(content region) to each directory node. Even though dliigge 1) for each documentd in the sequencéop

was not an integral part of this solution, it proved cruciad f a) find a cluster that maximisesos(c, d);

its evaluation; it was an assumption taken on the informatio b) if cos(c,d) > t then included in ¢;

environment of their system. c) elsecreate a new cluster whose only document is
d;

B. A Cluster-Based P2P IR Architecture 2) end loop.

In a previous study [6], we identified clustering as a |n this algorithm,t is the similarity threshold value, which
potentially beneficial technique for the automatic orgati® s ysually derived experimentally.
of a content-based P2P IR network. This architecture haswnile this algorithm, especially in this simple form, is

been proposed by considering many practical applicatiorgraightforward to implement and apply, it has some serious
Clustering takes centre stage in this solution. It formsi&sis theoretical drawbacks [1]. First, the very fact that thepotit

of resource description and, therefore, also affects resouis known to be crucially dependent on the order in which doc-
selection. uments are input makes it difficult to model mathematically.

In this architecture, each peer that shared documents figgcond, as van Rijsbergen points out, “the effects of eirors
has to cluster its local collection. Then, it has to inform ghe object descriptions are unpredictable” [1].
nearbyhub (super-peers similar to Lu and Callan’s directory However, the time complexity of this algorithm is very
nodes in terms of responsibilities) of its content by pagsimttractive,O(nlogn), and its space complexity 8(n), where
it the descriptions of its collection’s clusters. Hubs, rthe , is the number of documents to be clustered. Additionally,
organise the peers into content-aware peer groups, bag@ste are many cases, P2P IR being one of them, where
on these clustering descriptions. Each of these peer grogpguments are expected to be continuously arriving into or
gets described by a single vector, usually the average of dgfstting removed from a collection. In these cases, cluster-
constituent vectors. ing has to take place on-the-fly, without any prior, global

Query dissemination takes place in two steps. First, th@owledge of the collection’s properties. The objectivetos
query gets compared to the peer-group descriptions and geisearch is to study the effect of document ordering in singl
sent to the closest ones. During the second step, once a qygys clustering within a P2P context. We study a number of
has reached a peer group it is compared against the pedstument orderings, which are presented in Section 1I-B.
descriptors and gets sent to the closest ones (according to a _
similarity function). It is obvious that in such a P2P sejtthe A Experimental Testbeds
effectiveness of the clustering methods used has a greatimp For experimenting, we used two testbeds which have been
on the overall retrieval effectiveness. However, the dyisamshown to be suitable for evaluating P2P IR systems [11].
nature of the information-sharing peers also pinpointsw®d They are based on TREC's WT10G collection, a web-based
for an incremental clustering solution, hence the imparancollection containing 1.69 million documents, spannings8D
of single-pass clustering in P2P IR. web domains [12].

We presented only a fraction of P2P IR research thatThe first testbed comprises of the web domains present in
attempts to organise the network in order to improve reatieWNT10G, kept unchanged and representing one peer-coltectio
effectiveness and performance. Therefore, we believe it@aach (ASISWOR). In the other testbed the documents are
beneficial to study how an efficient online clustering alfori  uniformly distributed across as many sub-collections aseth
works, and that the findings of our study might find applicatioare domains, based on some criteria (UWOR). Please refer to
in new cluster-based systems or the evaluation of existieg.0 [11] for more information about these WT10G partitions as



well as the reasoning behind their potential usefulnesid Pclassifications than both the random and the inverse ormglerin
IR evaluation. based on unique indexing terms.

By choosing these testbeds we, first, wanted to see how d) Unique-Terms-Ordering (UTO).: This is the reverse
single-pass clustering behaves with documents that areooflering to thelUTO ordering mentioned above. In this
lesser quality than proper articles, for instance, documemrdering, the document with the largest number of unique
present in other TREC collections like AP, WSJ etc. Secontéégrms is positioned at the head of the queue. This ordering
we wanted to study the effect of document ordering on singlghares the assumption that justified the use of length-ioigler
pass clustering in document environments that could bedfouHowever, the difference is that length alone does not make a
in P2P IR settings. document more suitable to be the centre of a cluster if this
is caused by great repetition of a few terms. This ordering
was expected to give better classifications than the length-

From the algorithm presented in the previous section, based ordering, since the decision of assigning a document t
appears that the later runs of the algorithm are betterrimédr cluster should become better informed, early in the algor
than the initial ones. By claiming that they are better imffed running time.
we mean that there is a larger pool of clusters to choose from &) Complementary-Documents-Ordering (CDO).. This
when looking for the best candidate for a documéniThe ordering is based on the assumption that the earlier the al-
final classification obtained can be altered by changing tgerithm will deal with all terms in the collection’s vocalauy,
order in which documents are fed into the algorithm. Sinae more likely it is for its decision to be accurate, and the
the similarity method used is applied on the term frequenggetter the classification it will produce. So, in this oraeyi
vectors of the documents, in order a new ordering to hie fewest documents that span the collection’s vocabaley
effective, it has to be based on the term-related propeofiesplaced at the head of the queue. The rest of the documents are

B. Document Orderings

the documents as well. placed according to their length, with the bigger documents
In this section we present the different orderings we testedming first. This ordering was expected to lead to better
and we justify their usefulness in our study. classifications than all the previously mentioned ordesing

a) Random (RAND).: This is just a random ordering of
the documents in the collection, regardless of their sizés.
classification obtained by using this ordering was thoudght &. Methodology

as a baseline in this study. This is a diﬁgrent ordering from |, these experiments, we clustered each sub-collection by
the “natural” order that documents appear in TREC's WT10Gging the single-pass clustering algorithm presented atice
We chose this intentionally, in order to differentiate beén || For the evaluation of the clusters we used the relevance

a truly random ordering and some ordering which, althougfysessments provided with the WT10G collections, which are
independent of term-frequency or document-length pré®rt j)35eq on 100 topics. Following the Cluster Hypothesis [1],
is possibly based on date information and/or the posit®nifye \ould expect documents that are relevant to the same
of a document within its domain’s directory tree. topic to end up in the same cluster. Looking into each sub-
b) Inverse-Unique-Terms-Ordering (IUTO).: This is the qjiection individually, we computed precision and redah

ordering of the documents according to the number of theif - clyster that contained at least one relevant docuriment.
unique indexing terms. In this setup, documents with thgner words, we treated these, “relevant”, clusters astiegu
fewest unique indexing terms are positioned at the headeof s of documents having to do with particular topics. For
queue, while documents with the most unique indexing terfjss sake of clarity, we will be referring to these values as
are positioned at the tail of the queue. This arrangement WaSqer precision, C'P, and cluster recall, CR. Finally, the
expected to result in a very poor classification — in fact they monic meank, was computed between these values giving

worst case among the orderings we present in this sectigiya| weight toC’P and C'R. The exact calculations are the
This is due to the fact that the initial clusters get Createfgllowing:

based on very little information, that is just based on the
few terms contained in the smallest documents. This orderin

IV. EXPERIMENTATION

_ # of relevant documents in cluster

was also introduced as a baseline and was expected to result P = # of documents in cluster

in interesting classifications especially when comparethéo _

random document ordering presented above. op - of relevant documents in cluster
c) Length-Ordering (LO).: This is the ordering of the # of relevant documents in domain

documents according to their length, regardless of whether 1

they have fewer or more unique indexing terms. The largest E=1

document comes at the head of the queue while the smallest 0.5/CP+0.5/CR

comes at the tail. This ordering was considered under theThe measures of’ P, CR and their harmonic mean are a
assumption that larger documents are more important, andeful tool in assessing the quality of a given cluster. Bing
therefore, might be more appropriate as centres of newdgss clustering is known to generate very diverse clustets a
created clusters. Hence, it was expected to lead to betfee £ measure seems to be handling the extremes, of too



large and too small clusters, very well. For instance, withi
a specific domain, a cluster of siZie whose document is
relevant to a given topic, is only very good if there are no
other clusters with relevant documents to that topic. I6thi
is the only relevant document within the given domain,
would become equal t0, which is the best obtainable. This 06
means that the relevant documents present in the domain are
concentrated in one, single cluster. If, on the other hand, a
topic has a number of relevant documents scattered across
many clusters within a domairfy; becomes larger, indicating
a classification of lesser quality.

An additional aspect we explored was the distributions of
documents that are relevant to any of the topics. We observed

05 r
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Fraction of Clusters

how these distributions change in clusters of various fevel 01

of E. This is an important indication of whether single- \

pass clustering is a feasible solution for P2P IR from the % o2 oa 06 o8 1
perspective of routing queries to appropriate resources. | Harmonic Mean (E)

essentially answers the question of whether we would reach (@) 0.3

a satisfactory level of recall by choosing to route a query to

the top-ranked set of peers by applying a measure such as the

cosine similarity coefficient. 04 ; ; ; Uro ——
o3%y O %

B. Results
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Figures 1(a), 1(b) and 1(c) depict the distributions of rele

vant clusters (i.e. the clusters that contain at least ciegast
document to one of the TREC topics) of the ASISWOR sub-
collections (the Web-domains). Figures 2(a), 2(b) and 2(c)
present the distributions of relevant clusters of the UWOR 01t
sub-collections. In both figures it is shown how the choice
of a different threshold valuet (in the algorithm of Section
) affects these distributions of clusters, but not thestérs’ 0 0.2 0a

0.25 |

0.2 -

0.15 |

Fraction of Clusters

0.05 |

. .
0.6 0.8 1

effectiveness depending on document ordéting Harmonic Mean (E)

The results that are relevant to the other part of our study, (b) 0.6
i.e. how relevant documents are covered in clusters ofréiffie
levels of £/, can be seen in Figures 3 and 4 for the ASISWOR
and the UWOR testbeds respectively. Again, we present the IUTo ——
cases of three different thresholding valués3(0.6 and0.9) RAG
which we used when we clustered the sub-collections. These 380 -

graphs were compiled by calculating the percentages of the
relevant documents contained within the clusters of given
levels of E (i.e. the number of relevant documents within a
cluster over the total number of relevant documents for each
topic). Again it appears that document ordering does noteamak
any difference.

In Figures 1 and 2, the-axis represents a number of bins
starting with this of E = 0, containing only clusters that

Fraction of Clusters

. . .
0.2 0.4 0.6 0.8 1

achieve E = 0, on the left. Every consecutive bin contains Harmonic Mean (E)
the fraction of clusters achieving dn value that ranges from () 0.9

the E value signified by the bin on its left up to the current
bin’s signified value (e.g. at point = 0.4 we see the fraction
of clusters that achieve aR' value from0.3, exclusive, up
to 0.4). On the other hand, in Figures 3 and 4, thaxis

represents again a number of bins, however, in these graphs

Fig. 1. The distribution of the relevant clusters (createdhie Web domain
sub-collections) according to thelt value.

lwhen analysing our results, we did not perform any signifieatesting,
because of the complexity of the procedures we followed.
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Fig. 2. The distribution of the relevant clusters (creatdthiw the uniform  Fig. 3. The percentages of relevant documents in all topicdifferent levels

collections) according to theif’ value.
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Fig. 4. The percentages of relevant documents in all topicdifferent levels

of E for the UWOR testbed.

/\/?‘*

every point represents a bin éf values that starts at the value
signified by its immediate point on the left and ranges up to
its signified value, i.e. these graphs do not tréat 0 as a
special case. This discrepancy was left intentionally ideor
to observe and emphasise the fraction of “perfect” clusters
the first part of the experiments.

The experimental results clearly indicate that document
ordering does not actually matter. Of course, this claimdgol
experimentally, and not theoretically, and for colleciahat
share similar characteristics to those of web domains, i.e.
for collections of documents of various lengths and of ques-
tionable quality. At this point we also ought to clarify that
even these results show a remarkable consistency at various
thresholds (conditioning on the cosine similarity coeéfit),
they only hold for certain for the distribution of the releta
documents of the standard 100 topics provided by TREC.

On the other hand, and in defence of using these Web-
based collections, it should be mentioned that single-pass
clustering would be expected to behave in this way in more
consistent collections like these consisting of properiitten
and managed articles. We base this claim on the fact that
documents in such collections are more homogeneous with
respect to their length and their written qualities (vodaby
typographical errors etc.). Therefore, irrespectiveltheforder
in which they are presented to an online clustering algorjth
such as the one studied herein, they should lead to better
classifications, since almost each document could make a
suitable candidate for the algorithm to start with. Funthere,
we managed to replicate our results in two different sets of
collections, in which documents are distributed diffelerin
both cases, even though the distribution of relevant dootsne
is important to the final quality of the classification, it da®ot
seem to be making any difference to the behaviour o different
document orderings for single-pass clustering.

V. DISCUSSION

In this section, we discuss the results presented in the
previous Section while we also attempt to reason about some
of their evident properties. We do so by, first, stating tiat t
results we obtained show emphatically that document arderi
does not have any practical impact on classifications resulting
from single-pass clustering.

A. The Distributions of Relevant Clusters

For the case of Web domains (ASISWOR - Figure 1)
and for a threshold value of = 0.3, about10% of the
clusters appear to be containing solely relevant documents
to the topics. The corresponding figure for the collections
containing uniformly distributed documents (UWOR - Figure
2) is slightly higher thand0%. These graphs also show a
peak for at the percentages of clusters that are of the worst-
quality 0.9 < E < 1). These figures are abodb% for
the clusters of ASISWOR and arour®% for the clusters
of UWOR. The rest of the clusters appear to be distributed,
almost uniformly, at rates a little lower than%. An exception
can be observed at bins 0fl < F < 0.3 from which relevant



clusters are virtually absent. This last observation iheaat
disappointing considering that these clusters would also b 100 T T T T s
potentially important for discovery in a distributed segtisuch 10 1)
as a P2P network. 0
As the threshold increases we observe a transfer of the
spike from the far-worstEl bins to the best. Again, with
the exception of the bins representiig < FE < 0.3, the
rest of the clusters appear to be, more or less, uniformly
distributed at percentages around and lower thag, for
both cases of collections (ASISWOR and UWOR). We believe 0.001 ¢
this could have happened due to the larger number of clusters
we obtained for higher threshold values, and therefore due e T0 20 30 40 50 60 70 8 90 100
to the greater partitioning that occurred in biggest groofps Clustering Ratio (%)
documents. 2) ASISWOR
An additional artifact that these graphs show, as the clus- @
tering threshold grows, is the seemingly less differena th
ordering seems to be making to the final classifications. &hil
for the case oft = 0.3 we can observe some difference in
the histograms, for the case of = 0.9 the graphs seem
to touch perfectly. This is again due to the fact that, for
higher threshold values, the partitioning of bigger groops
documents becomes more violent, resulting in numerous tiny
clusters, and therefore, making their numbers for the sAme
values to be more likely to coincide. 0.001 | [

0.01

Percentage of Clusters
o
=

Percentage of Clusters

B. The Distributions of Relevant Documents teotr R

This reasoning, having to do with large numbers of small le0s T e 0 0 & w0 100
clusters, gets reinforced by the second part of our expetisne Clustering Ratio (%)
In Figures 3 and 4 we can see the distribution of relevant (b) UWOR
documents within clusters of various values.

The first observation we can make is that document ordering S _ o _
does not appear to matter as far as the percentages of r‘ele&&rﬁo SLE (‘)jf'sctgltl’gé't‘i’:nss(’f clusters according to theirstiing ratios, for
documents are concerned either; at least not for the beSt- '
quality clusters (ofE values closer td), which would be
more preferable for query routing at a distributed IR seftin ¢ j15 clysters. The distributions of clusters accordingtteir
Furthermore, these figures resemble the previous graphs &jtering ratios, for the two sets of collections and fdr al
great extent, which can only mean that the number of veg,c,yment orderings and threshold values can be seen ineFigur

small clusters, even singletons (clusters containing alsing pjease note that theaxis has been plotted in logarithmic
document) is very high. Indeed, it must mean that the numhgr.

. . ’ ale.
of extremely small clusters is so high that any theoreycall |, s figure it can be seen that, even for a threshold value

potential significance that document ordering might implgf 0.3, almost100% of the clusters obtained by any document

gets diminished. quever, this dO?S not only appear to B?dering and in the collections of both testbeds have dlingte
happening for the higher thresholding valuesodf and 0.9, ratios that range betweed% and 5%. This, meaning that

but also for the more modest=0.3. _ the overwhelming majority of clusters are of very small size
An additional contributing factor to this might be the qali o, hjains the lack of difference between any two document
and properties of the documents we examined. It might be gyq i s in terms of effectiveness. It also implies thagk-
case that the similarity between web docum_ents is difficult bass clustering failed to discover clusters of documentheén
exceed very low values because of the restricted vocabslarl.|jactions used from the two testbeds, always assumirg tha

possible typographical errors and other adverse artifacts , ¢jasgification of documents was there to be discoveredsin th
In order to make sure that this assertion holds, we look@g; place

into the clustering ratios of the clusters we created fohbot
testbeds. By the term clustering ratio, we are referringhto t
number of documents residing in each cluster divided by the
total number of documents of its collection. This can also beIn this paper we studied the effect that different document
thought as a kind of compression ratio, in the sense of whatderings have on single-pass clustering. We explored five
percentage of a single collection can be represented by eddferent document orderings while clustering two testbed

VI. CONCLUSION AND FUTURE WORK
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