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ABSTRACT 

“McSig” is a multimodal teaching and learning environ-

ment for visually-impaired students to learn character 

shapes, handwriting and signatures collaboratively with 

their teachers. It combines haptic and audio output to real-

ize the teacher‟s pen input in parallel non-visual modalities. 

McSig is intended for teaching visually-impaired children 

how to handwrite characters (and from that signatures), 

something that is very difficult without visual feedback. We 

conducted an evaluation with eight visually-impaired chil-

dren with a pre-test to assess their current skills with a set 

of character shapes, a training phase using McSig and then 

a post-test of the same character shapes to see if there were 

any improvements. The children could all use McSig and 

we saw significant improvements in the character shapes 

drawn, particularly by the completely blind children (many 

of whom could draw almost none of the characters before 

the test). In particular, the blind participants all expressed 

enjoyment and excitement about the system and using a 

computer to learn to handwrite.    

Author Keywords 

Multimodal interface design, visually-impaired users, hap-

tic trajectory playback, signature training.  

ACM Classification Keywords 

H.5.2 [User Interfaces]: Haptic I/O. 

INTRODUCTION 

There are many situations throughout life where a signature 

is required; on legal documents, cheques or important let-

ters, for example. In many cases, a signature is the final step 

needed to seal an agreement and without one no deal can be 

made. Most people learn to write as a child and take this 

ability for granted, so much so that signing a name takes 

little concentration. Proficiency in generating a consistent, 

visually appealing, verifiable signature is something we 

rarely think about. However, for children with a visual im-

pairment learning this skill is very difficult. Yet, blind peo-

ple also need to generate consistent signatures in the same 

way as their sighted counterparts.   

After identifying the need for signature training, we en-

gaged in some informal discussions with a number of vi-

sually-impaired adults. They told us their „war stories‟ of 

learning to sign and the frustration of knowing that their 

signatures looked strange. One described her own signature 

as „resembling the meanderings of an inebriated fly‟ (Figure 

1). At the same time, we were sometimes surprised by the 

reactions of sighted people when explaining the project. 

The most common reaction was „what do you mean blind 

people can‟t write?‟. Many sighted people had not consi-

dered that it was very difficult for blind people to learn to 

write because of the complete lack of any feedback and 

with very little need to write in many everyday situations.  

      

Figure 1: Example signatures from three visually-

impaired people. 

Until 20 years ago visually-impaired children in many de-

veloped countries went to specialist schools for the blind. 

However, integration is now common and children regu-

larly attend their local school alongside sighted school-

mates. In specialist schools learning to sign their name was 

a part of the curriculum, but this has not followed into the 

integrated model of education.  

Sighted children generally learn first to control a pen 

through drawing, scribbling and colouring. Eventually they 

are taught the letter shapes and learn to print each of the 

letters. As they grow older and more practiced, they de-
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velop a handwriting style that will eventually lead to the 

creation of their signature. Blind children do not get the rich 

visual feedback that a sighted child gets while learning and 

the process is therefore far more difficult. A variety of 

techniques are used to teach blind children letter shapes. 

Raised letters (fridge magnets are popular) and stencils are 

used for exploring a static shape. Guided hand movement, 

with the teacher‟s hand over the student‟s, is used to form 

the letters. Hand-writing is often onto special plastic sheets 

over rubber drawing boards  – this results in a raised line on 

the plastic along the pen path which the child can then feel 

to explore what has been drawn (called a Dutch drawing 

board). These techniques are clumsy and provide limited 

guidance and feedback to the learner. With the development 

of new technologies, we can start to address these problems 

in different ways and develop tools that provide better sup-

port for learning skills such as handwriting and signatures. 

Some years ago the Optacon (Optical Tactile Converter) 

was a popular device for visually impaired people. It con-

verted printed letters into an equivalent spatially distributed 

vibrotactile representation on the fingertip using a miniature 

handheld camera and tactile array to allow people to inter-

actively explore and read documents. Learning to interpret 

these shapes by touch was difficult; nevertheless some users 

became fluent readers. Reading speeds with the Optacon 

are around 10 to 12 words per minute after an initial 9 day 

training period, reaching 30 to 50 after further training and 

experience [3]. In recent years this technology has been 

replaced by scanning, OCR (optical character recognition) 

and speech output. This further reduces the need for visu-

ally-impaired people to understand letter shapes and there-

fore teaching general writing skills is seen as less important. 

However, there are still situations when a signature is nec-

essary so the knowledge of character shapes is still re-

quired. 

In this paper we describe the development and evaluation of 

a computer-based collaborative teacher-student environ-

ment for training blind children to handwrite characters, 

eventually leading to complete signatures. It traces the de-

sign of the system, “McSig” (Multimodal collaborative 

Signature training system) from our initial ideas to the 

completion of the training environment, through iterative 

testing and refinement with blind adults that led to signifi-

cant changes in the design of McSig. Finally, we describe a 

study carried out with blind children to test their acceptance 

of the technology and its usefulness as a handwriting train-

ing tool. Our goal with this project was to enrich guidance 

and feedback during writing thus making learning easier 

and more pleasurable. McSig combines pen-input models 

with haptic trajectory playback through force-feedback 

supported with auditory cues to provide a multimodal 

teaching and learning environment. 

RELATED WORK 

Braille and raised paper diagrams are the traditional tactile 

tools for allowing visually-impaired people to access 

graphical information. These are cheap and effective, how-

ever, they are static representations that take a lot of effort 

to create and alter. For these reasons, more and more infor-

mation is now being presented through computers, with 

screen readers widely used to read documents or surf the 

Web. However, learning handwriting requires knowledge of 

the character shape as well as learning the motor skills re-

quired to generate the characters, which is best done 

through physical movements, practice and feedback. This is 

difficult to do using traditional tools or synthetic speech.  

Creating a Drawing Non-Visually 

There are examples of research systems designed to allow 

visually-impaired people to create diagrams and drawings 

themselves interactively. Work by Kurze [10] examined the 

development of an accessible interface for drawing. He 

describes an environment that combines swell paper – to 

create a physical line-based representation of the drawing – 

with a stylus and digitiser to provide positional information 

within an image to a computer. Verbal cues are used to la-

bel different lines on the image which can subsequently be 

read back by the computer as the user explores the drawing. 

This system allows a visually-impaired person to both cre-

ate and explore a diagram, by exploiting the advantages of 

paper-based and computer-based technologies. The problem 

with this solution for handwriting is that it does not guide a 

user and help the drawing of a character; the user draws 

freehand and then can explore what was drawn. To create 

the right shapes a user needs some guidance and this re-

quires a more dynamic interaction.  

Rassmus-Gröhn et al. [12] similarly describe a drawing 

environment for visually-impaired people. Users interact 

with a PHANTOM force-feedback device (Sensable Tech-

nologies, www.sensable.com) to create shapes in positive or 

negative relief on a virtual surface. With this system, they 

were able to demonstrate how simple shapes could be rec-

ognised and also created by visually-impaired children. 

Again, the aim of this tool was to allow unconstrained 

drawing so it does not support the creation and re-tracing of 

correct character shapes, which have to be done very pre-

cisely to learn handwriting. This tool is more dynamic as 

the shapes are created virtually with the haptic device, but it 

does not support some key aspects of learning to handwrite. 

Browsing Spatial Data Non-Visually 

There are many systems that provide access to spatial in-

formation for visually-impaired people. TEDUB [9] allows  

people to browse technical diagrams using a range of input 

devices. A technical drawing from a source document (e.g. 

a bitmap) can be read in and parsed into a structured form 

and made accessible through haptic and audio feedback. 

Landau and Wells [11] similarly described the Talking Tac-

tile Tablet, a hybrid system which combines a physical 

raised paper representation with a touch sensitive tablet for 

making diagrams accessible. Users can explore the raised 

paper representation as normal, but can also press down on 

an area of interest and hear information through speech 



 

about that particular area of the image. By using different 

pre-created raised paper diagrams that the tablet can distin-

guish, context-sensitive speech can be given to the user for 

multiple diagrams. Both of these examples can help in 

learning handwriting as children could be given tactile ver-

sions of the letter shapes to put on the tablet, but they do not 

provide tools to guide a user around a character to learn the 

motor skills needed to create accurate letter shapes.  

Wall and Brewster [14] present a computer-based system 

for accessing bar charts that shares many features with a 

raised paper diagram. The user navigates around the image 

by moving a stylus over a standard graphics tablet repre-

senting the physical piece of raised paper. The user‟s non-

dominant hand rests on a pin-array tactile display that pro-

vides a tactile representation of what is around the stylus 

tip. One immediate advantage of this system over a tradi-

tional raised paper representation is that it is computer-

based; charts can be easily and quickly reloaded and could 

be dynamic. The system can take advantage of the com-

puter-based representation to track the user‟s movements 

and provide further feedback to aid the user navigation 

through the environment. Yu and Brewster [16] describe a 

similar system to display bar graphs non-visually through a 

combination of force-feedback, non-speech and speech au-

dio. They were able to demonstrate significant advantages 

of their multimodal graph system over traditional tactile 

diagram approaches. While these systems successfully al-

low people to browse data, they do not easily support the 

constrained exploration of a shape and guidance around it 

that would be needed to build a mental model of character 

shapes and develop the motor skills for controlling a pen.  

Trajectory Playback for Teaching Shapes 

The work in this paper takes inspiration from the literature 

on haptic training systems for sighted users. Force trajec-

tory playback (where a user is guided along a path using 

forces generated by a haptic device) has been used to train 

users in simple manual tasks [15] and doctors to perform 

medical procedures [6]. There have been several examples 

of systems that use haptic guidance to train sighted users in 

Chinese or Japanese calligraphy [8, 13]. Other researchers 

have demonstrated experimentally that haptic guidance can 

be used to train users to move along a trajectory more accu-

rately [7]. None of these studies, however, have been con-

ducted with visually-impaired people, where the lack of 

visual feedback available to the learner will make the task 

more difficult. With this work our intention is for the 

teacher to use a tablet to create ink strokes and for these to 

be reflected on the haptic device for the visually-impaired 

student to feel in real-time. 

The study described in this paper builds on results from 

previous work by Crossan and Brewster [4] that presented 

three studies examining trajectory playback as a method of 

transferring shape information to visually-impaired people. 

The first of those studies compared the performance of 

blind and sighted users in the task of recreating a trajectory 

felt through trajectory playback. As in the study described 

here, a PHANTOM force-feedback device was used to drag 

the participant‟s hand through the trajectory. Results 

showed that the task was significantly harder for the visu-

ally-impaired group than the sighted group, and within this 

group the task was most difficult for those who had been 

blind since birth. A second study aimed to compensate for 

this difference in performance by presenting multimodal 

playback of the trajectory. The pan and pitch of a tone were 

varied to display the user‟s current x, y position during the 

trajectory playback. The results demonstrated that users 

were significantly more successful in recreating the trajec-

tory when they experienced haptic-audio playback rather 

than haptic playback alone. Finally, a small observational 

study was described where three sighted „teachers‟ de-

scribed a series of abstract drawings to three blind students, 

who had to recreate the drawings. Here the trajectory play-

back was employed to useful effect when verbal description 

of a shape was difficult. However, its usefulness was lim-

ited by the type of playback allowed by the interface. The 

playback trajectory had to be completely generated by the 

sighted user before it was played to the student at a constant 

speed. This removed the real-time aspect from the playback 

and hence made simultaneous verbal communication of the 

teachers‟ actions more difficult. The constant rate of the 

playback further restricted the teachers‟ expressiveness. For 

example, they could not slow down the playback for com-

plex parts of the trajectory. From the results of this research 

we saw possibilities of an improved playback system that 

could potentially help students in learning to handwrite. We 

removed the limitations from our earlier system to allow 

real-time playback of the teachers‟ movements; teachers 

could then slow down their drawing for complex parts and 

also talk the student through a shape as they drew it. 

THE McSig SYSTEM 

We developed a multimodal, collaborative handwriting and 

signature training tool which we call McSig. The scenario 

envisaged for McSig is that a teacher and student will be 

working together in a shared environment, with the teacher 

guiding the student towards learning the letter shapes using 

words and actions. This is illustrated in Figure 3 and Figure 

5 where the teacher (left) and student (right) can be seen 

sitting next to each other using McSig. Students interact 

with the PHANTOM Omni force-feedback device (from 

Sensable Technologies) by holding the end effector as they 

would a pen. To draw, they rest the tip of the PHANTOM 

pen on a surface, then hold down the button on the pen bar-

rel and move the pen over the surface. After some initial 

testing, it quickly became clear that, as with sighted chil-

dren, feedback is a key aspect of learning the shapes. To 

allow students to get feedback about the shapes that they 

draw, a Dutch drawing board was used as the surface (a 

standard drawing tool for visually-impaired people). When 

the pen is pressed down and moved over this type of mate-

rial, the area of the board under the pen stroke is raised up 

from the surface creating a tangible line that can be felt by 



 

 

the user (with an outline scored on to the surface that can 

also be seen if the user has any sight). Further to this, voice 

output of both the teacher‟s and student‟s writing is gener-

ated by recognizing the characters using the Microsoft 

Windows handwriting recognition engine. 

 

 

Figure 2: Screenshot of the teacher's display. 

A screenshot of the teacher‟s display is shown in Figure 2. 

The white rectangular area represents the drawing space 

where the teachers can draw and also see the shapes drawn 

by students. They can choose between a collaborative train-

ing mode where the teacher works with the student to teach 

the letter shapes, and a free drawing mode, where the stu-

dent can practice unaided. The teacher also has the option 

to turn the speech and sounds on or off if required. 

 

Figure 3: The McSig system in use. The teacher (on the left) 

draws on a Tablet PC to create a shape and the student (on the 

right) can feel, explore and be moved around the shape. 

The teacher can interact with the student in three ways.  

Firstly, verbal communication is important to allow the 

teacher to guide and explain concepts to the student. Sec-

ondly, the teacher has access to a Tablet PC and can interact 

with the student by drawing on the screen. As the teacher 

draws, his or her movements are echoed to the PHANTOM 

in real time and the student is dragged through the shape as 

it is drawn (we called this Playback mode). Finally, it is 

also possible for the teacher to create a stencil (Stencil 

mode) for the student to follow. The teacher draws a letter 

shape on the tablet which forms a virtual stencil in the stu-

dent‟s drawing area. In this case, the student is first moved 

by the PHANTOM to the start of the letter shape. The pen 

is then constrained to the line drawn by the teacher, without 

the student being dragged through the shape as previously. 

This allows students to move through the letter shapes 

themselves with constraining forces to guide the move-

ments. Initially, the constraining forces can be made strong 

such that the student is forced to follow the letter shape 

closely. As the student becomes more proficient at creating 

the letter shape, the constraining forces can be made weaker 

to provide less guidance eventually allowing students form 

the shapes by themselves. 

Different characters are formed with either one stroke (like 

„c‟, „o‟, or „e‟) or multiple strokes (like „t‟, „f‟, or „i‟). To 

disambiguate between the situation where a character is 

formed by multiple strokes and the teacher is drawing mul-

tiple repetitions of the same character, we use a time-out. If 

the teacher forms a new stroke within one second, this is 

counted as a stroke from the same character. The time-out 

value was set through an iterative trial-and-error process.  

Work from Crossan and Brewster [4] indicated that multi-

modal playback of a shape could help visually-impaired 

people to recreate the shape. Using the audio feedback from 

that previous study, we mapped the pitch of a sinusoidal 

tone to vertical movements, and audio pan to horizontal 

movements. The audio feedback was present when the 

teacher drew for the student. A high pitch indicated that the 

user‟s cursor was near the top of the drawing area, and a 

low pitch indicated it was near the bottom. Similarly with 

pan, as the teacher moved further left or right in the draw-

ing area, the audio panned to the appropriate side. Distinct 

sounds were played at the start and at the end of the 

teacher‟s trajectory to clearly indicate to the student the 

beginning and end of the gesture. 

Haptic Trajectory Playback 

Haptic trajectory playback is not a trivial problem. The two 

main issues in creating an effective playback system are the 

stability of the algorithm and the safety of the user, particu-

larly when some haptic devices can apply enough force to 

cause injury. Loss of control of the end effector is a particu-

lar problem when the user may not be able to see the de-

vice. In the our study, an implementation of a playback 

system based on the bead pathway developed by Amirab-

dollahian et al. [1] is combined with a PID Controller [2]. 

A proportional-integral-derivative (PID) controller is a 

standard algorithm from the control engineering literature  

[2]. The purpose of using the controller is to minimise the 

error between the current value of a system and a target 

value. In this case, we control forces sent to the force-

feedback device in order to minimise the distance between 

the user‟s current cursor position and the target position on 

the trajectory. As the user‟s cursor approaches the target 

position and gets within a threshold distance, the target po-



 

sition is moved along the trajectory by a preset amount. 

This is repeated until the target position is the end point of 

the trajectory. By carefully tuning the parameters of the PID 

controller and the playback system, the user will be dragged 

through a close approximation of the trajectory in a smooth 

and stable manner. 

The trajectory playback system used for McSig was based 

on an open source library that we had previously developed 

[5]. The preset PHANTOM Omni settings available in the 

library were used for the playback controller. Forces from 

the playback controller were capped at a maximum 3 New-

tons for safety reasons. 

Usability testing  

A first informal usability test was conducted with one visu-

ally impaired adult early in McSig‟s development. When 

drawing with the PHANTOM she tried to feel the pen 

stroke on the surface with her other hand to explore the 

shape she had just drawn. This was not possible on the pa-

per pad we were using, so we switched to a Dutch drawing 

board so that the strokes were raised above the surface and 

could be felt. 

In a second formative study, four visually-impaired adults 

were recruited to test a further version of McSig: three were 

totally blind and one partially sighted. The usability test 

was modelled on the planned scenario of use that a visually-

impaired child and his/her teacher would work together. 

They would start in Playback mode with the teacher draw-

ing a letter on the tablet and use this mode until the student 

was confident with the basic shape. They would then move 

on to the Stencil mode and get the student to trace around 

the virtual stencil. Finally, the student would draw the letter 

unsupported and the teacher would perform a visual check 

to see how well it was drawn. Through this testing a num-

ber of refinements to the initial design were made: 

 Participants preferred the Playback to Stencil mode, as 

it proved difficult to follow the shape of the letter in 

Stencil mode. The forces forming the groove of the 

stencil were strengthened and retested in order to pro-

vide a clearer path for the user. However, the letter 

shapes were still felt to be unclear;   

 The audio playback cues were used more by some par-

ticipants than others. Verbal feedback from the teacher 

during the playback was appreciated by the partici-

pants. The teacher would describe the movements as 

they were made and at the same time as a participant 

was feeling the shape of the character drawn; 

 The character recognition was unreliable, frequently 

mis-recognising the characters. This severely affected 

the visually-impaired users‟ confidence so a button was 

provided for the teacher to turn it on or off (and the 

feature was not used for the final evaluation study); 

 The PHANTOM Omni pen was not ideal for the task. 

The pen is larger than a normal pen and awkward to 

hold near the tip. Users were required to hold a button 

on the pen barrel as they drew, which meant that they 

held the pen further from the tip than was usual. Train-

ing in holding the pen was essential before the trials 

started. 

The final design for the training tool can be seen in Figure 3 

and Figure 5. Both show a teacher interacting with a visu-

ally-impaired student by drawing on the Tablet PC and hav-

ing feedback echoed on the PHANTOM. The teacher and 

student sit next to each other to allow for easy verbal com-

munication and to provide a similar frame of reference such 

that the teacher‟s left is the same as the student‟s.  

EVALUATION  

The aim of the evaluation was to assess the efficacy of 

McSig for improving visually-impaired children‟s hand-

writing performance. The physical setup is shown in Figure 

3. The sessions were recorded using Morae™ 

(www.techsmith.com) and the time-stamped x, y and z co-

ordinates of the PHANTOM when in Playback mode were 

recorded.  

The task devised was based on introductory handwriting 

skill learning as our discussions with teachers suggested 

that visually-impaired children‟s handwriting skills vary 

from almost none to being able to produce an adequate sig-

nature. The evaluation test plan was evolved from our ex-

periences with visually-impaired adults in the usability test-

ing phase and discussion with teachers.  

Participants were recruited through the local education cen-

tre for visually-impaired children in Auckland. In discus-

sion with the teachers we set the following criteria for par-

ticipant selection: over 10 years old and still at school; 

Braille reader; no other major disabilities. Drawing from 

the local population of 1.4 million, this gave us a potential 

participant pool of about 15 (visual impairment is a low-

incident disability). Eight of these students participated in 

the study. As there was no consistency in their existing 

skills and with such small numbers we rely on qualitative 

analysis of the results. 

Study 

The first stage of the study allowed participants to familiar-

ize themselves with the experimental set up. The key aims 

of this stage were to: 

 Familiarize the children with the physical environment, 

allowing them to feel the Dutch drawing board, the 

PHANTOM and the computer; 

 Get the children to establish their spatial orientation on 

the drawing board by outlining the limits of the space; 

 Get the children to draw a circle, horizontal line and 

vertical line to familiarize them with the interface. 

A letter set of „o, c, a, d, e‟ was selected in discussion with 

the teachers as they were all variants of a circle and formed 

with a single stroke. We opted for simple, single stroke 



 

 

shapes as we wanted ones that were not too difficult for our 

young participants to draw. For each letter there was a pre-

test, a training phase and a post-test (we did not pre-test „o‟ 

as it was the same as the familiarization circle). All of a 

child‟s writing was with the PHANTOM Omni and drawing 

board. For each letter the child was asked if he/she new 

how to write the letter and if so, were invited to write it 

(pre-test phase). He/she was then shown how to write it by 

the teacher (in this case, one of the experimenters) writing 

the letter on the Tablet PC with the movement echoed by 

the PHANTOM. The number of repeats of training strokes 

depended on the child‟s confidence (training phase). When 

the child was ready we re-tested (post-test phase). If the 

child could not form the letter correctly he/she was re-

trained and re-tested. A session ran for a maximum of 20 

minutes, stopping earlier if all the letters were completed 

(which only happened with the partially-sighted group). 

Results 

Of the eight participants three had a small amount of useful 

vision. These partially-sighted students used both Braille 

and super-enlarged print. They all had deteriorating eye 

conditions and had learned to write when their eyesight was 

better, but did not write now as they could not see what 

they had written. Of the five totally blind students one had 

lost her sight at three years old, the others had been blind 

since birth. The results were quite different for the two 

groups so they are presented separately. 

Partially sighted participants 

The participants with partial sight quickly familiarised 

themselves with the devices and drawing space. They could 

all form the circle, horizontal and vertical lines without 

difficultly. One participant formed all the pre-test letters 

correctly. Both of the others formed the „d‟ by starting at 

the top and created a letter than looked more like a mirror 

image „6‟ (Figure 4). One of them also formed a visually 

correct „e‟ but formed it in the opposite direction to normal. 

                       

Figure 4: Pre- and post-training „d‟ by a partially sighted stu-

dent (red dot is the start point of the pre-training stroke).  

These participants interacted with the drawing space in a 

very similar manner to a sighted user except that they often 

had their eyes very close to the surface so that they could 

see the lines drawn on the drawing board (Figure 5); they 

did not feel the tactile letters. It was very quick to retrain 

the partially sighted users to form letters correctly. We 

completed the study with all of these students within 20 

minutes. These participants made very few comments about 

the system. Their general attitude was that they already 

knew how to write and they simply followed our instruc-

tions 

 

Figure 5: A partially sighted participant using the PHANTOM 

– note only one hand in use.  

Blind Participants 

The familiarization and spatial orientation processes took 

considerably longer with the blind participants as they 

needed to explore by touch the different devices and trace 

around the drawing space at least twice to gain orientation. 

They also interacted with the drawing space quite differ-

ently. Typically they used both hands, one to hold the pen 

and the other to retain their orientation within the space and 

feel the tactile marks made by the pen (Figure 6). One of 

these participants used so much pressure that the pen could 

not move over the surface and another did not use enough 

pressure to get a tactile line. We taught them to use the ap-

propriate amount of pressure before continuing with the 

study. All but one participant completed the basic circle and 

vertical and horizontal lines without difficultly. Table 1 

shows the pre- and post-test letters for each of the blind 

participants along with their age and roughly in order of 

worst to best performance. All of the participants had no 

concept of  the shape of some letters: when we asked to 

draw the letter in the pre-test they often said something like 

„I don‟t know how to do that one‟; we have marked these 

cells in the table „unable to do‟. 

 

Figure 6: A totally blind participant using the PHANTOM – 

note the non-writing hand used to feel the tactile line that has 

been drawn on the drawing board. 

 



 

Table 1: Pre- and post-test letters drawn by the totally blind participants. 

“Mae” 

Age 14 o c a d e 

Pre-test 

 

Unable to do  Unable to do Out of time Out of time 

Post-

test 

  
 

Out of time Out of time 

“Sue” 

Age 19 o c a d e 

Pre-test No data 

 

Unable to do Skipped Unable to do 

Post-

test 
No data 

  

Skipped 

 

“Tam” 

Age 13 o c a d e 

Pre-test 

 

Unable to do 

 
In his name 

Unable to do Out of time 

Post-

test 

   
 

Out of time 



 

 

 

“Nik” 

Age 11 o c a d e 

Pre-test 

 

 

Formed backwards 
 

Unable to do Out of time 

Post-

test 

 
   

Out of time 

“Ann” 

Age 17 o c a d e 

Pre-test 

 

Unable to do  

In name 
 

Unable to do 

Post-

test 

     

 

There was a considerable difference in the existing skills of 

the blind participants. The worst, “Mae”, could not create a 

reasonable pre-test circle/„o‟ and had no knowledge of any 

of the letters. Her fine spatial orientation and skills were 

very poor. We did two rounds of training with the „c‟ before 

she felt that she could remember the shape and three rounds 

with the „a‟, the third round was at the 20 minute time limit 

and at the limit of her concentration. In contrast, “Ann”, the 

best of the blind participants could form an accurate „o‟ and 

„a‟ and quickly learnt the other letters. She also scaled the 

letters accurately; while the training letters created on the 

PHANTOM were large, about 6cm high, she drew her let-

ters at about 1cm in the tests. All of the blind participants 

had a very limited knowledge of letters and had only been 

taught letters in their names – hence the better knowledge 

of „a‟ by “Tam” and “Ann”.   

The results in Table 1 show some significant improvements 

in writing performance. “Mae” was unable to draw any of 

the letters successfully in the pre-test but was able to draw a 

recognisable „o‟, „c‟ and „a‟ at the end. “Sue” also improved 

significantly, able to do a recognisable „c‟, „a‟ and „e‟ after 

the test. “Ann” was able to do a good version of all of our 

letters after the test. These results suggest that McSig was 

able to help the participants learn to draw the letters suc-

cessfully. 

The blind participants all expressed enjoyment and excite-

ment about the experience. Within the first few minutes, 

unprompted, they would make comments like “cool”, “fan-

tastic”, “this is neat”. “Tam” said “I like how I learnt it 

from the computer, after the computer did it lots of times I 

could do it!”. This suggests that McSig may be a motivating 

way for them to learn to handwrite, giving them active 

guidance for learning and dynamic, direct feedback on how 

they are doing. The blind participants response was very 

different to the partially sighted participants who were po-

litely interested but not captivated.. 

DISCUSSION AND CONCLUSIONS 

The results of our study are promising, showing that McSig 

could help visually impaired and particularly blind children 

to learn to make better character shapes. This is important 

as handwriting is a very difficult skill for a blind child to 

learn, but being able to handwrite your own name or signa-

ture is an important skill for life. 



 

It took us some time to understand why the virtual stencil 

did not work. We believe it was because visually-impaired 

people use two hands to write, one holding the pen and the 

other for spatial orientation on the paper. The stencil was 

virtual, only discernible from the hand holding the 

PHANTOM. To solve this we could use a second 

PHANTOM for the other hand, but two such devices in a 

small area is problematic due to clashes between the arma-

tures. An alternative would be to use a large tactile pin ar-

ray instead of the drawing board. The pins could be raised 

in the areas where the user drew. At this time such devices 

are still only research prototypes and are not commercially 

available at any reasonable cost. We are currently investi-

gating other options as we still believe there are many bene-

fits to having a stencil that can be explored. 

The partially-sighted students had a reasonable knowledge 

of letter shapes before our study. However, they did pro-

duce some letters in mirror image and form other letters 

incorrectly. We were intrigued by the incorrect formation 

hypothesising that it could be because they had been taught 

incorrectly or that their poor vision meant they did not pick 

up the subtleties of letter shapes. We discussed the cause of 

miss-formed letters with their teachers but they had no bet-

ter ideas. With the software we could quickly re-train these 

students to form letters correctly.  

The blind students all made significant progress in their 

writing skills during their short training session. Existing 

writing competence did not appear to have any association 

with age or general academic performance. The evaluation 

study reinforced the difficulty, for visually-impaired chil-

dren, of learning to write. Even the most basic skills, such 

as how much pressure to exert, must be specifically learnt. 

Our discussions with the participants and teachers sug-

gested that it was dependent on the interest of students, 

their parents or individual teaching assistants as some saw 

learning a signature as a higher priority than others (stu-

dents in integrated schools have a teaching assistant with 

them for many hours a week). McSig could perhaps make it 

easier for the teachers (or even parents) to teach handwrit-

ing as it appeared to be motivating for the students. 

None of the blind participants knew all of the letters in the 

training set, with knowledge focused on letters in their own 

names. The least competent writer, “Mae”, improved her 

spatial orientation, adjusted her pen pressure and mastered a 

basic circle. She required significant training to be able to 

create the „o, c, a‟ and these were very large and jerky, but 

she was unable to write them at all before the training. Of 

the three middle performing students, in the pre-test we 

noted two miss-formed letters, one reversed „c‟ (“Sue”) and 

the other miss-formed „c‟ and had an inaccurate idea of „a‟ 

(“Nik”). These students corrected misunderstandings and 

learned the basic shape and formation of one or two letters 

they did not know before the study. Student “Ann” with the 

best existing skills could form an appropriate „o‟ and „a‟ 

and a reasonable „d‟. The training did not significantly 

change her performance of the „o‟ and „a‟, but she did learn 

„c‟ and „e‟ and improved her „d‟. The most interesting as-

pect of this student‟s performance was that she could scale 

the examples to an appropriate size for handwriting. While 

scaling is trivial for sighted people, it is not obvious for 

visually-impaired people due to the lack of feedback.  

The evaluation study considered only a small set of single 

stroke letters, due to the skills of our participants. McSig 

supports multi-stroke letters and multiple letters. Even finer 

spatial orientation is required to create some multi-stroke 

letters, for example „K‟ requires careful positioning to con-

nect the two strokes. Likewise the spacing between letters 

and words is critical to the visual appearance of words and 

sentences. These could all be taught with McSig, although 

in the current implementation the workspace is much 

smaller than the A4 drawing pad due to the working draw-

ing area of the PHANTOM Omni. A larger PHANTOM 

Premium could be used if needed. Cursive handwriting is 

also possible. The teacher can write „joined up‟ and the 

student can then feel the lines in the same way as single 

characters. This would then allow children to move from 

printing single characters to cursive writing as their skills 

developed. This would then be the stepping stone to the 

creation of a signature. The teacher or student could create 

a signature that the student could then practice until confi-

dent that it was consistent and visually appealing. If the 

stencil mode could be improved the student could then re-

turn to the system to practice the signature over time to 

keep it consistent. Our future work will include a longitudi-

nal study to gauge the retention of leaning over time and to 

teach a specific individual signature to participants.    

We have considered setting up a self-training mode so that 

students could practice by themselves. It may be possible to 

do this by providing a library of example characters and 

voice input commands to navigate the library and start each 

example. Using the keyboard for these commands would 

not work as the student would need to remove at least one 

hand from the drawing pad, locate the appropriate key and 

then reposition the hand on the drawing pad. Voice input 

commands could replace the keyboard so that this reposi-

tioning was not required: however, reliable voice recogni-

tion would be required. Providing appropriately supportive 

feedback could be more difficult. Character recognition 

techniques could be used to compare the student‟s stroke 

shapes with the training shapes and score the closeness of 

match: however, character recognition provided unreliable 

in our usability tests because it relies on size and the con-

text of a character within a word. We would need to de-

velop more general recognisers along the lines of those dis-

cussed  in [4].  

These techniques and the software could be applied to other 

two-dimensional drawing tasks. The teachers of visually-

impaired students were particularly keen to try it for ge-

ometry. These teachers currently spend much time making 

two-dimensional drawings of simple geometric figures such 

as triangles to help their students. While general mathemat-

ics teachers often use three-dimensional blocks to demon-



 

 

strate geometry, the teachers of visually-impaired students 

involved in this study told us that when 3D blocks are used 

to represent a 2D figure it confuses the students. They sug-

gested that McSig may be useful to help students construct 

a better understanding of 2D geometric principles. 

There are also possibilities for multimodal guidance outside 

of applications for visually impaired people. Being able to 

guide in real time would be useful for training medical pro-

cedures involving touch or where other, subtle touch-based 

skills need to be learned. In the medical domain an expert 

doctor could teach a medical student to perform an exami-

nation such as palpation by making the movements required 

and having them echoed to students in real time so that they 

can feel how to move and what pressures to apply. 

In conclusion, it is possible for visually-impaired people to 

handwrite a consistent signature, but it is extremely difficult 

for them to learn to make a visually „normal‟ signature. The 

learning task is both difficult and not very fulfilling because 

of the lack of feedback. McSig takes an innovative ap-

proach combining force-feedback guidance and audio cues 

with a physical tactile rendering of the pen strokes to enrich 

the interaction experience. By allowing a student and 

teacher to work together in real time with haptic guidance 

we have shown that it is possible to improve children‟s 

handwriting performance after a short 20 minute session 

with our system. All the blind participants in our study 

learned at least two new letters and the blind students in 

particular enjoyed the experience. This suggests that multi-

modal support for learning handwriting is feasible and that 

this could lead to the easier learning of signatures, which 

are important for everyday life. 
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