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ABSTRACT
This paper presents an approach for the segmentation of
broadcast news into stories. The main novelty of this work
is that the segmentation process does not take into account
the content of the news, i.e. what is said, but rather the
structure of the social relationships between the persons that
in the news are involved. The main rationale behind such an
approach is that people interacting with each other are likely
to talk about the same topics, thus social relationships are
likely to be correlated to stories. The approach is based on
Social Network Analysis (for the representation of social re-
lationships) and Hidden Markov Models (for the mapping of
social relationships into stories). The experiments are per-
formed over 26 hours of radio news and the results show that
a fully automatic process achieves a purity higher than 0.75.

Categories and Subject Descriptors: H.3.1 [Content

Analysis and Indexing]:

General Terms: Experimentation.

Keywords: Social Network Analysis, Hidden Markov Mod-
els, Story Segmentation, Broadcast News.

1. INTRODUCTION
One of the main ways to make the content of a long record-

ing more accessible is to perform a semantic segmentation,
i.e. to split the recording into segments which are meaning-
ful from a user point of view [4]. In the case of broadcast
news, the segmentation is typically performed in terms of
stories, i.e. of the single and specific issues that are pre-
sented one after each other along a news bulletin. The sto-
ries play in broadcast news the same role that the articles
play in newspapers. The stories can be thought of as the
main building block of broadcast news: any news bulletin
can be split into stories and, vice-versa, a sequence of stories
can form a news bulletin.

This paper presents a new approach for segmenting news
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into stories. The main novelty is that the segmentation pro-
cess does not take into account the content, i.e. what is
said, but rather the pattern of the social relationships be-
tween the persons participating in the news. The main ra-
tionale behind such an approach is that people involved in
the same story interact with each other more than people
involved in different stories. This means that the stories can
be identified by grouping the people that have a high degree
of mutual interaction or, in sociological terms, by detecting
social groups.

The approach proposed in this work is depicted in Fig-
ure 1. The process can be split into three major stages: the
first performs an unsupervised speaker clustering and splits
the audio into segments corresponding to a single voice [1].
The goal of this stage is to detect the persons involved in a
news bulletin and the sequence of their interventions. The
second stage is the representation of social relationships by
means of an Affiliation Network, i.e. one of the most com-
mon techniques applied in Social Network Analysis [6] to
identify individuals with high mutual interaction. The third
is the application of Hidden Markov Models (HMM) [3] and
Statistical Language Models (SLM) [3] to map social rela-
tionships into stories.

The experiments are performed over a corpus of 26 hours
of news bulletins provided by Radio Suisse Romande, the
French speaking Swiss national broadcasting service. The
results show that the average purity (see Section 3) is around
0.75 and that the performance is satisfactory for applications
such as browsing (the user can quickly find the story of in-
terest out of one hour long recordings), role recognition (the
distinction between anchormen and other participants), and
semiautomatic multimedia editing (the user can quickly ob-
tain a perfect story segmentation by simply correcting the
automatic one).

To our knowledge, no previous approaches to the story
segmentation problem have tried to use social relationships.
Most common approaches are based on speech transcriptions
or close captions [2], as well as video clues like shot transi-
tions or graphical elements of the images [5]. The approach
proposed in this work explores thus an additional source of
information that has not been used so far and that could be
used in combination with the others.

The rest of this paper is organized as follows: Section 2
presents the segmentation approach, Section 3 presents ex-
periments and results, and Section 4 draws some conclu-
sions.
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Figure 1: Segmentation approach. This figure shows the three stages of the segmentation approach: the first
splits the audio into single speaker segments, the second converts the speakers into vectors using SNA, the
third maps the vectors into stories using HMMs.

2. STORY SEGMENTATION APPROACH
This section presents in detail the story segmentation ap-

proach depicted in Figure 1. The next sections present each
stage of the process.

2.1 Speaker Clustering
For space reasons, this section does not describe the speaker

clustering approach (a full presentation is available in [1]),
but rather its results on the data.

The speaker clustering works directly over the raw audio
data and splits the recordings into single speaker segments.
Since the process is unsupervised, speakers are assigned la-
bels that do not correspond to their identity, but simply
distinguish one voice, thus one speaker, with respect to the
others. In principle, the same voice is given always the same
label, but the process is affected by errors and it happens
that the same speaker is given different labels in different
moments (this is due in particular to background noises), or
that different voices are given the same label (this happens
in particular when several persons talk through the phone
and their voices become similar). The effects of the errors
over the segmentation results are shown in Section 3.

The result of the clustering is a sequence of pairs (sj , ∆tj):

L = {(s1, ∆t1), . . . , (sM , ∆tM )} (1)

where sj is the label assigned to the speaker voice detected
in the jth segment of the audio, and ∆tj is the duration of
the same segment. The same label can be assigned to several
segments meaning that the same speaker talks several times
(see lower part of Figure 2).

2.2 Social Relationships Representation
Social Network Analysis (SNA) is a corpus of mathemati-

cal techniques that sociologists use to study the relationships
between individuals sharing a common environment [6]. This
work uses the so-called Affiliation Networks, i.e. graphs
where there are two kinds of nodes (actors and events) and
only nodes of different kind can be connected (see upper
part of Figure 2). The actors correspond to the persons in
the social environment under investigation. The events can
be defined as actual gatherings (e.g. conferences, meetings,
concerts, etc.) or through the proximity in time and space
(e.g. living in the same part of the town, taking the bus at
the same time, etc.). The rationale behind Affilitation Net-
works (AN) is that people participating in the same events
are more likely to interact with each other, thus ANs provide
an effective representation of relationship patterns.

In the case of this work, the events are defined using the
proximity in time (see lower part of Figure 2): the news
bulletins are split into N uniform non-overlapping windows
wj and each one of these is an event. An actor ai is said
to participate in event ej when he/she talks during window
wj . In this way, each actor is represented with a vector
~yi = (yi1, . . . , yiN ) where the component yik accounts for
the presence (or absence) of actor ai in event ek. In the
case of this work, yik = 1 if actor ai talks during window
wk, and yik = 0 otherwise. Since the number of events can
be rather high (up to 20 in this work) the dimensionality
of the vectors ~y is reduced using the Principal Component
Analysis (PCA). The resulting vectors ~xi are used as input
for the next step of the process.

2.3 Story Segmentation
After the representation stage, each recording is converted

into a sequence X = (~x1, . . . , ~xM) of D-dimensional vectors,
where M is the number of single speaker segments detected
at the speaker clustering step, and D is the number of Prin-
cipal Components retained after the application of the PCA
to the ~yi vectors (see previous section). The goal of the story
segmentation is to assign each vector ~xi a label hi which can
be either the number of a story (e.g. story 2, or story 7 ) or
the anchorman role, i.e. the activity of the journalists that
manage the bulletins and participate in most of the stories.

This corresponds to finding the sequence H∗ = (h1, . . . , hM )
which maximizes the a-posteriori probability:

H
∗ = arg max

H∈H
p(H |X)p(H) (2)

where H is the set of all possible H sequences. The term
p(H |X) can be estimated using a fully connected Hidden
Markov Model (HMM) with S + 1 states, where S is the
maximum number of stories that can be observed. In fact,
S states account for stories and one state accounts for the
anchorman role. The emission probability function for each
state is a mixture of Gaussians.

The term p(H) can be estimated using a tri-gram statis-
tical language model:

p(H) =
M
Y

k=3

p(hk|hk−1, hk−2). (3)

Once the sequence H∗ is found, each vector ~xi is assigned
to a story or to the anchorman role. Since each vector cor-
responds to a segment of the recording, finding H∗ results
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Figure 2: Interaction representation. The figure shows how the speakers are converted into vectors by
representing their proximity in time.

into segmenting the recording into stories and anchorman
interventions.

3. EXPERIMENTS AND RESULTS
The experiments of this work have been performd over a

corpus of 26 news bulletins provided by Radio Suisse Ro-
mande, the Swiss national broadcasting service. Each bul-
letin is one hour long and it is composed of a sequence of
stories presented by different persons. Moreover, each bul-
letin is managed by two anchormen that start and stop the
stories by giving the floor to different people. The next sec-
tions present the performance metric used in this work and
the results obtained at different stages.

3.1 Purity
The results of this work are presented in terms of purity

π, a performance metric commonly applied in segmentation
problems. Given a recording, consider a groundtruth seg-
mentation S = {(s1, ∆t1), . . . , (sNg

, ∆tNg
)} and an auto-

matic segmentation S∗ = {(s∗1, ∆t∗1), . . . , (s
∗
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)}. The

purity π is:

π =

0

@

Ng
X

i=1

τ (si)

T

Na
X

j=1

τ 2(si, s
∗
j )

τ 2(si)

1

A·

0

@

Na
X

j=1

τ (s∗j )

T

Ng
X

i=1

τ 2(si, s
∗
j )

τ 2(s∗j )

1

A

where τ (si, s
∗
j ) is the length of the intersection between the

time interval corresponding to segment si and the time in-
terval corresponding to segment s∗j , τ (si) is the length of
the time interval corresponding to segment si, T is the total
length of the segmented recording. In each parenthesis, the
first term is the fraction of recording a segment accounts for,
and the secon term is a measure of how much a given seg-
ment is split into smaller fragments. The terms τ (si) at the
numerator and τ 2(si) at the denominator are left explicit
for the sake of clarity.

The purity value is bounded between 0 and 1, the closer
it is to 1, the better it is the segmentation. When the seg-
mentation is perfect, i.e. S = S∗, the value of π is 1.

3.2 Story Segmentation Performance
The first step of the process is the speaker clustering. The

goal of this stage is to identify the different voices involved
in each bulletin in order to reconstruct the pattern of the
social relationships. The average purity of the clustering
process is 0.77. The average number of speakers involved
in the bulletins is 30, but the average number of speakers
detected through the clustering is 36.9. This means that the
speaker clustering process tends to overestimate the number
of speakers and this is due mainly to different background
noises that tend to be interpreted as different voices. The
impact of the clustering errors on the story segmentation
performance is shown below.

The story segmentation process involves two hyperparam-
eters, the first is the number N of windows used to split the
recordings (see Section 2) and the second is the amount of
variance retained after the application of the PCA. The ex-
periments have been performed using N values between 10
and 20, and keeping at least 70% of the variance. Table 1
shows the performance for different values of the hyperpa-
rameters: the purity is always around 0.75 and no major
changes are observed when increasing the number of win-
dows or the amount of retained variance (at least in the
observed ranges). This seems to suggest that the system
is stable with respect to the choice of the above parame-
ters. The results of Table 1 have been obtained using a
leave-one-out approach: the HMMs have been trained over
25 recordings using the 26th as test set and each recording
has been used alternatively as test set.

On average, the number of stories in the bulletins is 25.2,
but the average number of stories detected by the system
is 16.5. This means that the nost common error consists in



Table 1: Story segmentation performance. The ta-
ble reports the purity as a function of the number of
windows (win) and the amount of variance retained.

variance fraction
win 70% 80% 90% 100%

10 0.74 0.76 0.76 0.78
12 0.74 0.76 0.76 0.78
14 0.74 0.76 0.76 0.77
16 0.76 0.74 0.78 0.78
18 0.74 0.78 0.78 0.79
20 0.75 0.77 0.78 0.79

Table 2: Effect of the speaker clustering errors. The
results have been obtained using 14 windows over
both manual and automatic speaker segmentations.

variance fraction
speak. segm. 70% 80% 90% 100%

manual 0.80 0.80 0.80 0.82
automatic 0.74 0.76 0.76 0.77

grouping different stories rather than in splitting singles sto-
ries into smaller segments. The main reason is that speakers
involved in different stories, but talking in the same window
tend to be represented with similar vectors, thus tend to
be attributed to the same story. This apply in particular to
shorter stories (less than two minutes) that often follow each
other in some specific moments of the bulletins. Another
cause of error is that the anchormen tend to talk about dif-
ferent stories in the same intervention and the corresponding
story changes cannot be detected by the system presented
in this work.

Table 2 shows the effect of the speaker clustering errors
on the segmentation performance. The results correspond
to N = 14, but they are similar to those obtained for all
other values of N . The first line of Table 2 shows the pu-
rity achieved using the groundtruth speaker segmentation,
the second line shows the performance achieved using the
speaker clustering. The differences are rather low and the
impact of the clustering errors on the segmentation perfor-
mance seem to be negligible.

Since one of the HMM states corresponds to the anchor-
men, the segmentation has as a side effect the discrimination
between the two journalists managing the bulletin and the
rest of the speakers. Although this is not the goal of the
work, still it represents a useful information. The anchor-
men are detected with an accuracy of 74.7%. In other words,
74.7% of the time labeled as anchormen by the system, ac-
tually corresponds to such role.

4. CONCLUSIONS
This paper has presented a new approach for the segmen-

tation of broadcast news into stories. The main novelty of
this work is that the segmentation is based on the social re-
lationships between the different participants rather than on
the actual content, i.e. on what is being said. To our knowl-
edge, no other approaches have been based on the same idea.

The experiments are performed over a corpus of 26 one
hour long bulletins and show that a purity of around 0.75
can be achieved. Such a performance can be considered

satisfactory for tasks like fast browsing (where the goal is to
quickly reach a point of interest in a long recording), semi-
automatic data editing (where the goal is to manually adjust
the automatic segmentation in order to achieve fully correct
results) or role recognition (where the goal is to distinguish
the anchormen from the rest of the speakers).

The main limit of the approach is that it works only when
the stories are actually reported by different persons and
this is not always the case in broadcast news. On the other
hand, speaker clustering is a technology simpler and easier
to use than other techniques to extract the content of the
data (e.g. speech recognition), thus the overall approach is
rather robust.

The nexts major step will be the use of alternative HMM
topologies (e.g. left-right models with different numbers of
stories). The experiments will be extended to other news
corpora, in particular TrecVid.
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