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Abstract

This work shows Information Retrieval experiments performed over handwritten documents produced by a single

writer. The same retrieval task has been performed over both manual (no errors) and automatic (Word Error Rate

around 45%) transcriptions of 200 handwritten texts. The results show that the performance loss due to recognition

errors is acceptable and that Information Retrieval technologies can be effectively applied to handwritten data.
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1. Introduction

It is not possible to take advantage of a collec-
tion of documents without effective indexing and

retrieval techniques. Handwritten documents con-

tain textual information, but few efforts have been

made, to our knowledge, to extend to them the

technologies developed in the Information Retrie-

val (IR) domain (see below for a quick survey). This

is due, in our opinion, to the fact that the errors in
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the automatic transcriptions of handwritten docu-

ments are expected to heavily affect the retrieval

results. This work shows that IR approaches com-
monly applied to digital texts can be extended to

handwritten documents written by a single person

with an acceptable performance loss.

In our experiments, 200 documents belonging

to the Reuters-21578 database (see Section 4 for

more details) have been manually written by a sin-

gle person and transcribed with an offline hand-

writing recognizer (Vinciarelli et al., 2004). This
resulted into two versions of the same database:

the first is composed of the original digital docu-

ments and it is referred to as clean, the second
ed.
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contains the transcriptions of the handwritten data

(affected by a Word Error Rate of around 45%)

and it is referred to as noisy. The same IR system

has then been used over both clean and noisy data

and the results show that the retrieval performance
loss is acceptable.

The use of 200 documents written by a single

person can correspond to several application

domains: personal handwritten notes, letter col-

lections (Rath and Manmatha (2003) describe

applications working on the letters written by

G. Washington), medical reports, etc.. On the

other hand, the identity of the writer is not used
in the retrieval process and the only parameter

actually affecting the retrieval performance is the

Word Error Rate (WER). Our results show that

good retrieval results can be obtained at a WER

of around 45%. If a handwriting recognition sys-

tem is able to achieve such a performance on mul-

tiple writer data, equivalent retrieval results can be

obtained also over them.
The only approach to handwritten document

retrieval applied so far is, to our knowledge, Word

Spotting (WS), i.e. the detection of words belong-

ing to a query in the documents. In some cases,

the words are searched after the documents have

been recognized and several techniques have been

proposed to make WS more robust with respect

to recognition errors: Kwok et al. (2000) convert
each handwritten word into a stack of scores re-

lated to the dictionary entries. Russell et al.

(2002) use the N best recognizer outputs to expand

the transcriptions and associate a probabilistic

score to each term. In other cases, the recognition

is avoided and WS is performed by matching

query word images with the word images extracted

from the documents (Jain and Namboodiri, 2003;
Kolcz et al., 2000; Rath and Manmatha, 2003;

Tomai et al., 2002; Uchiashi and Wilcox, 1999).

Word Spotting has two main disadvantages: the

first is that morphological variants of the same

word (e.g. start and starting) are considered differ-

ent even if they have the same meaning. The sec-

ond is that all of the words are given the same

weight even if certain terms are more representa-
tive of the document content than others.

Current IR approaches solve such problems

(see Section 2) and have been shown to be more
effective than simple Word Spotting (Baeza-Yates

and Ribeiro-Neto, 1999). For this reason, we pro-

pose in this work to apply IR technologies to the

automatic transcriptions of handwritten data.

Moreover, we evaluate the effect of the recognition
errors on the retrieval performance by comparing

the results obtained, using the same system, over

both clean and noisy data.

The rest of this paper is organized as follows:

Section 2 presents the IR system used in our work,

Section 3 illustrates the handwriting recognition

approach applied, Section 4 describes experiments

and results, and Section 5 draws some conclusions.
2. Information retrieval

The literature presents essentially three IR mod-

els: the first is called boolean, the second is known

as Vector Space Model (VSM) and the third is re-

ferred to as probabilistic (Baeza-Yates and Ribe-
iro-Neto, 1999). The boolean model is based on

binary algebra: the queries are expressed as logical

conditions (e.g. keyword1 and keyword2 and not

keyword3) and the systems retrieve all documents

satisfying them (in the case of the previous query,

the system will retrieve the documents containing

keywords 1 and 2, but not containing keyword

3). The limit of this approach is that it can be dif-
ficult to express a complex information need

through a logic expression. Moreover, the system

answer is binary (this does not allow partial

matching with the query). The boolean model

has been the first retrieval approach proposed in

the literature, but it is now considered obsolete,

better results can be otained with the other ap-

proaches (Baeza-Yates and Ribeiro-Neto, 1999;
Van Rijsbergen, 1979).

The probabilistic approaches try to estimate

the probability of a document being relevant to a

certain query. The problem is that this requires a

large amount of training queries and this is diffi-

cult to obtain (Baeza-Yates and Ribeiro-Neto,

1999; Van Rijsbergen, 1979). For this reason, we

selected the VSM which is the most widely applied
approach and it allows one to achieve state-of-the-

art performances over the main benchmarks

presented in the literature (Baeza-Yates and
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Ribeiro-Neto, 1999). In the VSM, the documents

are represented as vectors and their relevance to

the queries submitted by the users is measured

through appropriate matching functions. The IR

process has two major components: the first is
the extraction of the term by document matrix

and it is performed once for a given database.

The second is the identification of the documents

relevant to a query and it is performed each time

a query is submitted to the system. In the next sub-

sections, retrieval process and related performance

measures are described in detail.

2.1. Term by document matrix extraction

The term by document matrix A is obtained

through several steps: preprocessing, normalization

and indexing.

Preprocessing removes all elements supposed to

be unuseful in a retrieval process. In our system,

all non-alphabetic characters (digits, punctuation
marks, etc.) are eliminated. This solution has sev-

eral disadvantages (e.g. an expression like state-

of-the-art is transformed into state of the art and

it is no longer considered as a single term), but

it is simple and it allows one to achieve, on aver-

age, good performances over all databases (Fox,

1992).

The normalization removes the variability that
is not useful to the retrieval process and it is per-

formed through two steps: stopping and stemming.

During stopping, all the words expected to be poor

index terms (called stopwords) are removed. Stop-

words are typically functional words (articles,

preprositions, pronouns, etc.) and words of com-

mon use (to be, good, to do, etc.). Stopping results,

on average, in the removal of around 50% of the
original document words (Fox, 1992).

Stemming is the replacement of different in-

flected forms of a certain word (e.g. connection,

connected, connecting) with their stem (connect).

In our system, we use the stemming algorithm pro-

posed by Porter (1980). This technique is widely

applied and represents a good trade-off between

complexity and effectiveness. After the stemming,
the dictionary (list of all unique terms appearing

in a document collection) size is reduced, on aver-

age, by �30%.
After preprocessing and normalization, the ori-

ginal documents have been converted into streams

of terms, but this is not a suitable form for the re-

trieval process. An indexing procedure is necessary

in order to convert the documents into vectors.
The result is the term by document matrix A where

each column j corresponds to a document and

each row i corresponds to a term of the dictionary.

The generic element Aij can be written as follows:

Aij ¼ Lði; jÞ � GðiÞ; ð1Þ
where G(i) is a global weight taking into account

information extracted from the whole database

and L(i, j) is a local weight based on information
coming from the only document j. An extensive

survey about weighting schemes has been provided

by Salton and Buckley (1988). In this work we

apply the tf Æ idf scheme:

Aij ¼ tf ði; jÞ � log N
Ni

� �
; ð2Þ

where the local weight tf(i,j) is the term frequency

of term i in document j (i.e. the number of times

term i appears in document j), N is the total num-
ber of documents in the database, and Ni is the

number of documents containing term i. The loga-

rithm is called inverse document frequency (idf) and

it has higher value for terms appearing in fewer

texts. The tf Æ idf is the most applied weighting

scheme (Baeza-Yates and Ribeiro-Neto, 1999;

Aizawa, 2003) and it embodies the intuition that

the more a term appears in a document, the more
it is representative of its content and that terms

appearing in few documents allow better discrimi-

nation between different texts.
2.2. Document retrieval

The retrieval step identifies the documents rele-

vant to a given query q, i.e. the documents answer-
ing the information need the query q expresses. In

the VSM, documents and queries are matched

through appropriate measures associating a Re-

trieval Status Value (RSV) to each query–docu-

ment couple (q,d). For a given query q, the

documents can be ranked according to their RSV

values and the texts at the top positions of the

ranking are identified as relevant.
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Several matching measures have been proposed

in the literature and state-of-the-art systems use

typically the cosine or the Okapi (Robertson

et al., 2000) measure that are the most effective

and commonly applied ones (Baeza-Yates and
Ribeiro-Neto, 1999). Both above measures have

been used in this work in order to make our experi-

ments more complete. The cosine of the angle be-

tween query and document vectors is calculated

through their inner product:

RSVðq; dÞ ¼ q � d
jjqjj � jjdjj ¼

1

jjqjj � jjdjj
XT
i¼1

qidi; ð3Þ

where T is the size of the dictionary (i.e. the num-

ber of unique terms appearing in the document

database) and qi and di are the ith components

of the query and document vectors respectively.

The cosine is null when the vectors are orthogonal,

i.e. they do not have any term in common. The

Okapi measure (Robertson et al., 2000) calculates

the RSV as follows:

RSVðq; dÞ

¼
X

fl: tl2Qg

ðK þ 1Þ � tf ðl; dÞ � idf ðlÞ
K � ½ð1� bÞ þ b � NDLðdÞ� þ tf ðl; dÞ ;

ð4Þ

where K and b are hyperparameters,1 Q is the set

of the terms belonging to the query, idf(l) is the in-

verse document frequency of term l (see previous

section) and NDL(d) is the length of d divided by

the average document length in the database.

2.3. Performance evaluation

Given a query q, the set of its relevant docu-

ments is R(q) and the set of the documents identi-

fied as relevant by the system is R*(q). The retrieval

performance measures are based on Precision (the

probability of a document identified as relevant by

the system being actually relevant):
1 K and b must be set using queries and document corpora

different from those used in the experiments. In this work, the

values of K and b are those that give the highest performance

over the queries proposed in the TREC conferences for the Wall

Street Journal corpus (Baeza-Yates and Ribeiro-Neto, 1999).
pðqÞ ¼ jRðqÞ \ R�ðqÞj
jR�ðqÞj ð5Þ

and Recall (the probability of an actually rele-
vant document being identified as such by the

system):

qðqÞ ¼ jRðqÞ \ R�ðqÞj
jRðqÞj . ð6Þ

Based on p and q, it is possible to obtain several

measures accounting for different aspects of the

system performance. In this work, we will use Pre-
cision vs Recall curves, Break Even Point (BEP),

average Precision (avgP) and Precision at position

n (Pn).

Precision vs Recall curves are commonly ap-

plied and provide a general evaluation of the

system: p is measured at predefined q values

(10%,20%,. . .,100%) for each query, then the aver-

age of the resulting curves is used to measure the
overall performance. In order to make easier the

comparison between different systems, the Preci-

sion vs Recall curves are often resumed with single

figures: average Precision and Break Even Point.

The first is the average p along the curves, the sec-

ond is the point of the curves where p = q. When

using Pn, the set R*(q) corresponds to the first n

positions of the ranking and p is calculated with
Eq. (5). A curve of Pn as a function of n can be ob-

tained for each query and then an average of all

curves can be used to measure the system perfor-

mance over a set of queries.
3. Handwriting recognition

The Handwriting Recognition system used in

this work has been presented by Vinciarelli et al.

(2004) and it is briefly described in this section.

Our recognition approach is based on Hidden

Markov Models (HMM) and Statistical Language

Models (SLM). The lines must be transcribed sep-

arately because of computational constraints (see

Vinciarelli et al. (2004)): each line image is first
preprocessed and normalized with the technique

proposed by Vinciarelli and Lüttin (2001), then

it is converted into a sequence of vectors O =

(o1,o2, . . . ,oM) through a sliding window approach:
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a fixed width window shifts column by column

from left to right and, at each position, a feature

vector is extracted (the feature extraction process

is described by Vinciarelli and Lüttin (2000)).

Given O, the system finds the sequence bW of
words belonging to the dictionary that maximizes

the probability p(WjO):

bW ¼ argmax
W

pðOjW Þ � pðW Þ
pðOÞ ð7Þ

and since p(O) is constant during the recognition,

the last equation can be rewritten as follows:

bW ¼ argmax
W

pðOjW Þ � pðW Þ. ð8Þ

The right side of Eq. (8) shows the role of the

two sources of information available during the

recognition process. Term p(OjW) is the probabil-

ity of sequence O being generated given word
sequence W and it is estimated with continuous

density HMMs. Term p(W) is the probability of

word sequence W being written and it is estimated

with N-grams, the most successful and widely

applied Statistical Language Model (Rosenfeld,

2000).

The main advantage of this approach is that no

segmentation of the line into words is required.
The segmentation of the line is in fact obtained

as a side product of the recognition (Vinciarelli

et al., 2004). On the other hand the line by line rec-

ognition limits the performance of the language

models (see Vinciarelli et al. (2004) for more

details).
Fig. 1. Example of handwritten document in the dataset.
4. Experiments and results

This section presents the retrieval experiments

performed in this work. A set of 200 handwritten
documents has been collected and the same retrie-

val task (20 queries) has been performed over both

their manual and automatic transcriptions. The re-

sults have been compared in order to evaluate the

effect of the recognition errors on the retrieval

performance.

In the next subsections the data and the retrie-

val experiments are described in detail.
4.1. The data

The data used in our experiments is based on

the Reuters-21578 database (Lewis, 1992), a well

known and widely applied benchmark publicly
available on the web. The text collection has been

split into training and test set following the Mod-

Apté split (Apté et al., 1994). The training set has

been used to train the Statistical Language Models

(bigrams) and to extract a 20,000 words lexicon for

the handwriting recognition system. A set of 250

documents (belonging to the 10 most represented

categories) has been randomly selected from the
test set. The use of documents belonging only to

10 categories does not affect the retrieval perfor-

mance because the category of the document is

not taken into account in the retrieval process.

The queries used in our experiments (see below)

have been created appositely for this work and

have no relationship with the categories provided

with the Reuters-21578 database.
The documents have been manually written by

a single person (see Fig. 1 for a sample) and ran-

domly split into two subsets containing 50 and

200 documents respectively. The smaller subset

has been used to train the handwriting recognition

system (the details are provided by Vinciarelli et al.

(2004)) used to automatically transcribe the 200

remaining documents. This experimental setup al-
lows a rigorous separation between the data used

for training and the data used for test: the 50 doc-

uments used to train the handwriting recognition

system are completely independent of the 200 doc-

uments of the test set. The same applies to the lin-

guistic knowledge: lexica and SLMs have been

obtained from the training set of the Reuters-
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21578 database and the documents belonging to it

are separated and independent from the 200 docu-

ments of the test set, thus no information extracted

from the test set is used for the SLM training.

The retrieval experiments are performed over
both manual (clean) and automatic (noisy) tran-

scriptions of the above 200 documents. The

WER of the noisy documents is 44.2%. This repre-

sents an overestimation of the noise because the

WER takes into account the order of the words

(that is not considered in the VSM) and some

errors that have no effect on the retrieval process

(e.g. the transcriptions of stopwords into other
stopwords). For this reason we propose to use

the Term Error Rate (TER), i.e. the error rate

measured after stopping and stemming (see Sec-

tion 2) without considering the word order:

TER ¼ 1�
P

i minðtf ðiÞ; tf �ðiÞÞP
ktf ðkÞ

; ð9Þ

where tf(i) (tf *(i)) is the number of times term i

appears in the clean (noisy) document. The aver-

age TER is 40.7% and Fig. 2 shows its variabi-

lity across different documents. In some cases,

TER = 100% and all the information of the origi-

nal document is lost. In order to verify that,

although the high TER, the documents still con-

tain enough information to effectively apply IR
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Fig. 2. This plot shows the Term Error Rate per each document

of the data set. When the TER is 100% the information

contained in the handwritten document is completely lost.
technologies, we performed some preliminary

experiments based on artificial queries obtained

with the Rocchio formula (Rocchio, 1971). The re-

sults are presented by Vinciarelli (2004) and they

show that it is possible to expect a reasonable per-
formance loss (with respect to the clean texts)

when using real queries. The confirmation of such

hypothesis is given by the experiments performed

in the next section.

4.2. Retrieval experiments

The experiments described in this section are
based on a set of 20 queries and related relevance

judgements. The number of relevant documents

changes significantly depending on the case (see

Fig. 3): most of the queries have no more than four

relevant documents (accounting for 2% of the

database) and can thus be considered difficult.

The queries are expressed in natural language (this

is one of the main advantages of the VSM) and are
reported in Table 1. The queries are typically very

short texts and they are processed in the same way

as the documents of the database (i.e. they are

stopped, stemmed and indexed as described in Sec-

tion 2) before the matching. The performance of a

retrieval system can significantly change depending
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Fig. 3. Number of relevant documents per query. Most of the

queries have less than 4 relevant documents (accounting for 2%

of the document dataset) and can thus be considered difficult.



Table 1

Queries submitted to the system

ID Query

1 Company merger and acquisition operations

2 Trade problems for Japan protectionism

3 Swiss franc and swiss national bank related issues

4 Agriculture and grain production in Argentina

5 Gulf tensions between United States and Iran

6 Corn business between Soviet Union and United

States

7 Monetary policy of the federal reserve

8 Allegis plans for partnerships in Canada

9 Privatization performed by French government

10 Surpluses in the world farm market

11 Crude barrel prices

12 Oil production in Venezuela

13 Companies dealing with the security exchange

commission

14 Yugoslavia economic performance

15 Decisions made at the economic summit in Venice

16 Manhattan federal court investigations

17 Seton board of directors meeting

18 Role of interest rates on financial market

19 Distruction of Iranian oil platform by US air force

20 Natural gas and oil company purchases
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on the queries used (Salton et al., 1975), but the

creation of a query set and related relevance judge-

ments (i.e. the list of documents relevant to the

queries) is difficult and time consuming. For this

reason, the IR experiments never involve more

than few tens of queries. The biggest benchmarks

are prepared for the TREC conferences and are

typically based on sets of 50 queries (Baeza-Yates
and Ribeiro-Neto, 1999). However, the purpose of

our work is the comparison of the system perfor-

mance when passing from clean to noisy data, thus

the only important aspect is that the system per-

forms exactly the same retrieval task (i.e. uses the

same query set) when dealing with both clean

and noisy data.

The database statistics are collected in Table 2:
the noisy documents are, on average, 23.1%
Table 2

Data statistics

Dataset Avg. length Dictionary Query coverage (%)

Clean 105.2 2808 95.7

Noisy 80.8 3767 93.5

Query 4.6

The measures are obtained after stopping and stemming.
shorter than their corresponding clean versions.

This happens because handwriting recognizers

tend to split long terms into short words that often

belong to the stoplist and are thus removed. On

the other hand, the dictionary of the noisy docu-
ments is 34% bigger than the clean dataset dictio-

nary. This is another effect of the recognition

errors: different instances of the same word are rec-

ognized differently leading to more variety in the

lexicon. The query coverage is the number of

query terms covered by the database dictionary:

some query words are lost passing from clean to

noisy data, but the difference is not significant.
The results have been evaluated with different

metrics (see Section 2): Precision vs Recall curves

are shown in Fig. 4. The performance loss is espe-

cially high for q > 50% and this happens for two

main reasons: the first is that the relevant docu-

ments that are significantly degraded by noise tend

to fall towards lower positions of the ranking thus

they make the Precision decrease. The second is
that, because of the interpolation technique used

to obtain the plots (Baeza-Yates and Ribeiro-

Neto, 1999; Van Rijsbergen, 1979), the last part

of the curve (q > 50%) is heavily affected by the

queries having few relevant documents: a change

of two or three positions in the ranking can signif-

icantly lower the Precision. This can be seen by

considering that the average number of relevant
documents per query is four, thus to have
0 10 20 30 40 50 60 70 80 90 100
50

55

60

65

70

Recall (%)

P

Fig. 4. Precision vs Recall curves for different retrieval methods.
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Fig. 5. This plot shows the Precision as a function of the

ranking position. The results are obtained by averaging over all

queries.
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p = 75% at q = 100% (see end of the clean data

curves in Fig. 4) means that all relevant documents

can be found, on average, in the top five positions

of the ranking. In order to lower p to 50% at the

same q value (see Fig. 4) it is sufficient that a rele-
vant document falls to the eighth position.

The use of other performance measures (not

involving interpolation) shows a more realistic dif-

ference between clean and noisy data performance.

Table 3 reports avgP and BEP (see Section 2)

measured in the different experiments. A 10% dif-

ference in avgP corresponds, on average, to one

document lost (at a given Recall value) when pass-
ing from clean to noisy documents. The BEP cor-

responds to the Precision at position jR(q)j, thus
10% difference means that the same fraction of rel-

evant documents has been lost in the first jR(q)j
positions on average. Since the average number

of relevant documents per query is 4, this means

that the difference accounts for no more than

one document.
A further estimation of the noise effect can be

obtained using the Pn curves shown in Fig. 5. This

measure is especially important in applications

where the retrieval systems return the list of the

documents ordered by score. When Pn is high, it

means that the user can find many relevant docu-

ments by browsing only n texts. The plot shows

the highest Pn that can be achieved at each posi-
tion (upper bound) and the results for clean and

noisy texts using both cosine and Okapi measures.

At low n, the cosine appears to be superior, but

after the fifth position, the difference is no longer

significant. The same can be said, given a matching

measure, for the difference between clean and

noisy texts. Since many interactive systems return

their results in pages containing 10 retrieved items,
this means that the performance loss due to recog-

nition errors is acceptable: the number of docu-
Table 3

Average Precision and Break Even Point

Experiment AvgP (%) BEP (%)

Okapi (clean) 81.2 74.2

Okapi (noisy) 71.2 66.2

Cosine (clean) 85.4 77.1

Cosine (noisy) 75.2 69.3
ments to be browsed in order to find the relevant

items is not significantly changed when using noisy

data.

The above results show that the IR system is

robust with respect to a TER of around 40.7%.

This means that the ranking of the documents is
not significantly affected by the presence of the

recognition errors. The RSV used to rank the

documents is based essentially on the number of

query words contained in the documents. Both

cosine and Okapi measures calculate the RSV

through a sum where each query term appearing

in the document gives a non-zero contribution

(see Section 2). It is thus possible to say that the
documents at the highest ranking positions are

those sharing more terms with the query. The only

way to loose such documents is to misrecognize all

of the query words they contain, but in the follow-

ing we show that the probability of such an event

is low even in presence of high TER (as in our

case). In our opinion, this is the main reason of

the fact that the ranking is not heavily affected
by the recognition errors and that the retrieval

performance degradation is moderated.

Given a document d, the number of query terms

it contains is:

Nðq; dÞ ¼
X
t2Q

tf ðt; dÞ; ð10Þ
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where Q is the set of the query terms and tf(t,d) is

the term frequency. The TER can be considered as

the probablity of a term being misrecognized. If T

is the TER value, the probability of misrecogniz-

ing all of the query terms in d is thus TN(q, d). As
N(q,d) increases, the value of TN(q, d) becomes

quickly low: at our TER level (40.7%), the proba-

bility of misrecognizing two or three query terms is

16.5% and 6.7% respectively. As mentioned above,

documents at the top ranking positions have high

N(q,d). In this way, even if there are many errors,

the probability of misrecognizing all of the query

terms they contain is low and they can still have
a score higher, on average, than other documents.

This means that the documents at the top ranking

positions tend to remain there even in presence of

high Word Error Rates and the retrieval perfor-

mance is thus degraded only moderately.
5. Conclusions

This work presented experiments on the retrie-

val of handwritten documents. Few works were

previously presented in the literature about the

same topic and they were based essentially on a

WS approach (see Section 1): to our knowledge,

this is the first work that applies state-of-the-art

IR technologies to handwritten data. Moreover,
our experiments show a comparison between the

performances of the same system over both man-

ual (no errors) and automatic (WER �45%) tran-

scriptions of the same documents.

The performance has been measured with sev-

eral metrics accounting for different aspects of the

retrieval process. The results show that the perfor-

mance loss due to noise in the data is acceptable:
average Precision and Break Even Point measures

suggest that, at a given Recall value, only one rele-

vant document is lost on average. The curves of the

Precision as a function of the ranking position

show that the number of documents to be browsed

in order to find the desired items is not significantly

increased because of the recognition errors. The

Precision vs Recall curves show a significant loss
at high Recall, but they are negatively affected by

the presence of several queries having only one rel-

evant document. More reliable curves could be ob-
tained by collecting queries with a higher number

of relevant documents, but this would make the

task too simple (a query can be considered difficult

when its relevant documents account for less than

2% of the corpus they belong to).
Experiments performed on speech recording

transcriptions affected by WER between 10% and

40% show that, even in such a wide range, the re-

trieval performance changes only slightly (Garo-

folo et al., 1999). The results obtained in this work

show that a state-of-the-art IR system is still ro-

bust with respect to a WER of around 45%, but

no results are available, to our knowledge, for
higher Word Error Rates. This means that the re-

sults obtained in this work on single writer data do

not allow one to guarantee that a good retrieval

performance can be obtained (with our system)

on multiple writer data. On the other hand, since

the identity of the writer is not taken into account

by the IR system, our results show that, if a hand-

writing recognition system achieving a WER lower
or equal to 45% on multiple writer data is avail-

able, it is possible to obtain on them satisfactory

retrieval results.
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