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Abstract

In general terms, surveillance and monitoring technolo-
gies aim at understanding what people do in a given envi-
ronment, whether this means to ensure the safety of workers
on the factory floor, to detect crimes occurring in indoor
or outdoor settings, or to monitor the flow of large crowds
through public spaces. However, surveillance and monitor-
ing technologies rarely consider that they analyze human
behavior, a phenomenon subject to principles and laws rig-
orous enough to produce stable and predictable patterns
corresponding to social, affective, and psychological phe-
nomena. On the other hand, these phenomena are the sub-
ject of other computing domains, in particular Social Signal
Processing and Affective Computing, that typically neglect
scenarios relevant to surveillance and monitoring technolo-
gies, especially when it comes to social and affective di-
mensions of space in human activities. The goal of this
paper is to show that the investigation of the overlapping
area between surveillance and monitoring on one side, and
Social Signal Processing and Affective Computing on the
other side can bring significant progress in both domains
and open a number of interesting research perspectives.

1. Introduction
Like anthropologists say it, “space speaks”. Whenever

left free to move in a large environment (e.g., the hall of a
hotel, a square, a street, a garden, a waiting room, a restau-
rant, etc.), people seem to wander without precise criteria,
but actually respect patterns and trajectories largely dom-
inated by social mechanisms. An invisible bubble seems
to surround each person and keeps people far from one an-
other unless there are physical constraints or the space is too
crowded [33]. Social bonds, whether they involve only two
persons or a large group of individuals, are shown by de-
creasing mutual distances between people and by delimiting

regions of space close to others [38]. Social messages like
dominance, inclusion, exclusion and rapport are commu-
nicated via mutual positioning, body orientation and pos-
ture [39, 58, 61].

In principle, all above phenomena are accessible to auto-
matic analysis through computer vision and pattern recog-
nition, the main domains used for automatic surveillance
so far [31, 63]. Observation activities have never been as
extensive as today and they keep increasing in terms of
both amount and scope. Furthermore, involved technolo-
gies progress at a significant pace (some sensors exceed
now human capabilities) and, as they are cheap and eas-
ily available on the market, have an increasingly large dif-
fusion. This does not happen by chance: automatization
makes observation objective and rigorous while safer, per-
sonnel does not need to be present in a potentially danger-
ous environment, and more extensive, public and private
ambients can be monitored 24 hours a day from several
points of view with limited human intervention.

One of the main challenges for a surveillance system
is the automatic recognition of atypical (i.e., dangerous or
suspicious) behaviors in video recordings. This is usually
accomplished using a serial architecture built upon an ar-
ray of techniques aimed at extracting low-level informa-
tion. This includes, for example, foreground/background
segmentation [56, 57, 7] and object tracking [24]. Af-
ter these early steps, high-level analysis approaches detect
atomic actions (e.g., gestures) as well as complex activi-
ties (i.e., spatio-temporal structures composed of atomic ac-
tions) [12], possibly exploiting ontologies for ensuring in-
teroperability across different platforms and semantic de-
scriptions understandable to human operators [23]. Typical
application cases are traffic monitoring and surveillance of
large areas (e.g., courts or parks) and meetings, with a pref-
erence for relatively stable and predictable scenarios.

However, these technologies seem to forget that, for hu-
man beings, physical and social space are tightly inter-
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twined and no intelligent monitoring is possible without
taking into account social aspects associated to behaviors
displayed under the eyes of the cameras. This is especially
regrettable when other domains, e.g. Affective Computing
(AC) [55] or Social Signal Processing (SSP) [66], pay sig-
nificant attention to social, affective and emotional aspects
of human behavior, but do not take into account scenarios
relevant to surveillance and monitoring, especially when it
comes to the analysis of large groups of people sharing the
same physical space.

The goal of this paper is to show how the application of
socially and emotionally aware approaches (like those de-
veloped in SSP and AC, respectively) promises to improve
the state of the art in surveillance and monitoring, while the
use of surveillance and monitoring technologies in SSP and
AC can allow the automatic analysis of social and affective
phenomena investigated so far only in human sciences (e.g.,
proxemics and territoriality).

In the following, Section 2 shows that the analysis of
social phenomena related to the use of physical space has
been, at least so far, neglected by socially and emotionally
aware technologies. Section 3 presents a state of the art in
surveillance and monitoring showing that social aspects of
typical application scenarios are almost never taken into ac-
count. Section 4 outlines the most important research ques-
tions arising from the cross-pollination between the two do-
mains, as well as the applications most likely to profit from
the inclusion of socially-aware technologies in surveillance
and monitoring (and viceversa). Finally, Section 5 draws
some conclusions.

2. Socially and Emotionally Aware Technolo-
gies

Socially and emotionally aware technologies like Social
Signal Processing and Affective Computing aim at bridging
the social and emotional intelligence gap, respectively, be-
tween humans and machines (see [66] and [72] for extensive
surveys). In the case of both SSP and AC, the core aspect
is the automatic analysis of nonverbal behavior in face-to-
face interactions with the goal of inferring information such
as mutual attitude between interactants, roles, conflict, per-
sonality traits, dominance, emotions, etc. [68]. The focus
on nonverbal communication comes from several decades
of investigation in human sciences (psychology, anthropol-
ogy, sociology, etc.) showing that humans use nonverbal be-
havioral cues like facial expressions, vocalizations (laugh-
ter, fillers, back-channel, etc.), gestures or postures to con-
vey, often outside conscious awareness, social signals, i.e.
their attitude towards interactions and social environments,
as well as emotions [39, 58].

The literature has identified a large number of behavioral
cues carrying social meaning. These have been grouped

into five classes called codes [30]: Physical Appearance
(attractiveness, clothes, ornaments, somatotype, etc.), Vocal
Behavior (everything else than words in speech), Face and
Eyes Behavior (expressions, gaze, head pose, etc.), Ges-
tures and Postures (bodily movements, conscious and un-
conscious gestures, orientation with respect to others, etc.),
Space and Environment (mutual distances, spatial organiza-
tion of people, territoriality, etc.).

Computer science has developed approaches for the au-
tomatic analysis of many aspects of the first four codes
(with the exception of appearance that has been addressed
in a relatively few works), but no major efforts have been
done, to the best of our knowledge, towards the automatic
inference of socially and emotionally relevant information
from the way people use, organize and share their physical
space [66, 67]. In contrast, this subject has been extensively
investigated in human sciences where the spatial arrange-
ment of people in social encounters has been shown to be
a reliable evidence of the social phenomena taking place
among interacting individuals [28, 32, 33, 38].

There are two main reasons behind the lack of attention
towards automatic analysis of the way people use space.
The first is that computing domains aimed at understanding
social and affective behavior have focused on face-to-face
small group interactions [26, 66]. These have been the sub-
ject of major attention because, one one hand, they represent
the most common and primordial form of human-human
interaction and, on the other hand, they involve those so-
cial and emotional phenomena that most affect our life like
conflict, exclusion, affiliation, roles, dominance, personal-
ity, performance, etc. [41].

The second important reason is that the analysis of be-
havioral cues like facial expressions, prosody, small ges-
tures, etc. requires to perform experiments in a controlled
setting like a smart meeting room or a laboratory. This is in-
compatible with surveillance and monitoring scenarios that
must take place in natural, non-constrained settings to be
sufficiently realistic. In other words, it is difficult to imagine
a scenario where both the analysis of spatial behavior and
the analysis of finer behavioral cues is possible. However,
this corresponds exactly to our way of perceiving the world,
where subtler behavioral cues become important only below
a certain distance (1 − 2 meters), while they do not play a
major role at larger distances [32, 33].

Thus, the application of automatic analysis approaches
to the spatial organization of social encounters and, more
in general, to the social and emotional dimensions of space,
not only fills a gap in the state of the art of SSP and other
disciplines aimed at understanding social interactions, but
also represents a research opportunity alternative to any sce-
nario considered so far in socially aware technologies.



3. Surveillance and Monitoring
In the evolution of video surveillance systems, the

very first generation was formed by motion detectors,
detecting any movement in the camera view [43]. Even if
the advantage with respect to the human capabilities was
consistent (in terms of endurance), those systems were
affected by a dramatic false alarm rate. This because all the
motion was assumed as synonym of threat.

The next step of the evolution embedded the detection
and the tracking of “objects” of interest in a serial multi-
stage framework [34, 70]. The lower levels are those closer
to the raw data, performing operations such as noise re-
moval, and motion detection. The latter is typically carried
out initializing and updating a dynamic background model
[56], and pixels or pixels’ areas deviating from the back-
ground model statistics are labeled as foreground, i.e., an
entity worth to be further analyzed (see Fig. 1 b).
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Figure 1. The second generation of surveillance systems: multi-
layer architectures. a) Input frame; b) background subtraction; c)
detection and tracking of different entities.

Higher levels carry out detections and tracking of ”ob-
jects” on the foreground pixels, thus reducing the false
alarm rate and giving more flexibility to the user in terms
of defining entities of interest (see Fig. 1c).
The third evolution step added a further higher level to the
previous architecture, devoted to reasoning about the tra-
jectories of the foreground objects [52, 29, 62]. This level
allows the user to specify events of interest as particular tra-
jectories, drawn by a precise class of objects (see Fig. 1c).
In this case, it becomes feasible to model and retrieve events
like “pedestrian crosses the road on the crosswalk”, consid-
ering a priori manual definition of a set of pre-determined
normal and abnormal events. In another spirit, similar sys-
tems encapsulate the capability of learning in an unsuper-
vised way what is usual in a given scenario and what is not,
considering sufficient statistics of trajectories [29, 62].
In the meanwhile, multi-camera and multi-object track-
ing methods are becoming able to track multiple objects
across far locations, captured by sensors with non over-
lapping camera views [64, 65]. These systems face sev-
eral objects at-a-time (around 10-15), succeeding to man-
age important problems such as occlusions (an object dis-
appears and reappears in the same camera field of view),

and re-identification (an object disappears and reappears
across different non overlapped camera views) (see Fig. 2)
[5, 73, 20].

Figure 2. The re-identification problem: once a specific person
has been detected, he/she has to be followed across different times
and locations. On each row, two views of the same individual
(highlighted in blue) are shown, whereas the others are similar
subjects.

For a deeper and more detailed taxonomy of video
surveillance systems, see [37]. Summarizing, the last gen-
eration of surveillance systems witnesses a certain matu-
rity in managing the lower levels of the data processing, i.e,
dealing with multiple visual entities, capturing their (even
occluded) positions in a given possibly sparse environment.
However, considering the highest processing level, much
more can be done. In the following, we list different scenar-
ios where the lack of social knowledge clearly emerges.

• Definition of behavior. In the surveillance literature,
many approaches present applications of behavior
profiling for activity analysis. Some of them avoid
to focus on an operational translation of behavior
[11, 70], often employing the notions of behavior
and activity interchangeably. Other approaches often
propose ad-hoc definitions, well-suited for the task
at hand [8, 54, 34, 2, 9, 17, 59, 35, 18], generating
a bunch of diverse characterizations. For example,
in the early analysis proposed in [8], the behavior
is a hierarchical entity tightly connected with the
notion of human motion or action; More specifically,
a movement is the most basic brick, requiring no
contextual or sequential knowledge to be recognized;
the action is a larger scale event formed by ordered
movements, which typically includes interaction with



the environment and causal relationships. Similar
structural definitions can be found in several works
[34, 2, 9, 59, 35, 18]. In [54], human behaviors is
accurately described as a set of dynamic models (e.g.,
Kalman filters) sequenced together by using a Markov
chain. Markov dynamics is typically a common choice
for characterizing the time evolution of a behaviour.
In [25, 35], time duration of actions is explicitly taken
into account employing a Markov logic approach. A
hierarchical notion of behavior, that enriches the serial
action-based definition by adding different abstraction
levels, is proposed in [18, 49].
In [17], a completely novel concept of behavior is
proposed, which consists of an ensemble of spatio-
temporal feature points, deeply investigated in [50].
However, these structured definitions are based on the
design of visual bricks (visual words) that do not carry
any intuitive meanings.

From one side, all these definitions witness the multi-
faceted nature of behavior as an intuitive concept, but,
from the other side, they also highlight the lack of
a common (and general) notion of behavior. Just to
tackle this problem, SSP can provide important sug-
gestions aimed at finding an accurate structural defi-
nition of behavior or a common ground for reasoning
on behaviors, widely accepted and used by the several
scientific communities.

• Definition of threatening behavior. In almost every
surveillance system published in literature, the main
goal is that of promptly identifying threatening be-
haviours in an automatic way. Assuming that the
meaning of behavior has been grounded, the under-
lying, subtle, problem is that the meaning of ”threat-
ening” is actually unspecified, and reduced (too) often
to that of “abnormal” or “unexpected” [62, 18]. This
translates in having complex techniques that simply
collect a statistics of trajectories, and whenever a dif-
ferent trajectory does hold, it is labelled as abnormal
and considered as potentially threatening. Especially
when the statistics collected is scarce, this will cause
huge amounts of false positives, making the system un-
usable for practical purposes. SSP may help in giving
a priori knowledge on what is really threatening, and
what is simply a reasonable deviation from a common
behavior. Moreover, it can also be interesting to learn
directly, on the basis of examples, what is a dangerous
or suspect situation from those that are not, maybe us-
ing a semi-supervised approach with the support of a
human operator.

• Definition of group. In the recent surveillance ap-
proaches, tracking applications are undoubtedly the

workhorses, focusing on each person in the scene, cap-
turing its trajectory, helping in analyzing its motion,
gestures, etc.. Recently, the focus has been moved be-
yond the mere multi-object tracking, considering the
groups as interesting entities [27, 47, 16, 69, 53, 42,
44, 22, 40]. Capturing groups of people helps in defin-
ing a visual context where a particular person may be
better recognized [73], it enriches the expressivity of
a surveillance profiling, and is indeed necessary when
the number of people in the scene is too high for em-
ploying the simultaneus tracking of multiple persons.
But what is a group? Usually this corresponds to hav-
ing a set of individuals exhibiting similar characteris-
tic, i.e., close in space, with the same oriented motion
and similar velocity, possibly wearing similar dresses.
This description fails in effectively performing a high-
level semantic surveillance profiling: for example, it
fails in distinguishing a situation where space con-
straints force the people to stay close from that where
the proximity is the result of a common intention of
several subjects. Social Signal Processing may help
in these cases, providing novel cues that can be ex-
ploited by standard surveillance algorithms for identi-
fying groups by a co-existence of social bonds among
individuals. For instance, in a little dense social situ-
ation, the face orientation of each person may help to
realize the persons who are known to each other (i.e.,
identifying a group) [21] and who are not (see Fig. 3).

a) b)

Figure 3. Group detection under a social signalling perspective: a
group is composed by a set of people, that are 1) close and 2) look-
ing at each other [21]. Such properties can be extracted from the
videosequence using calibrated tracking and head pose estimation
techniques. Above, a) an instance of tracking; b) the projection
of the people tracked on the ground plane, with related fields of
view portrayed as coloured, semi transparent areas (blue for ob-
ject 1, green for object 2 and red for object 3). Subject 1 and 2 are
forming a group.

• Definition and detection of interaction. In the litera-
ture, the modelling of human interactions has reached
a deep maturity, both under a pure visual perspec-
tive [71, 51], and also considering other modalities
[60, 4, 46, 15, 45, 14, 10]. Anyway, like in the case of



the definition of behavior, there is the lack of a com-
mon, formal definition of interaction. Having a univer-
sal notion of interaction may lead to very interesting
novel applications. For example, a topic that has not
received attention so far is that of the detection of in-
teractions. In other words, all the above quoted studies
face the problem of the interaction modelling in very
constrained scenarios (meetings, games, etc.), where
interacting activities are foreseen or expected. None of
them takes explicitly into account the problem of de-
tecting an interaction in a scenario where interactions
may appear or not.

More in detail, what is ultimately needed is a defini-
tion of interaction between people in its several forms:
individual vs individual, individual vs group and vice
versa, group vs group, in a crowd. The kinds of inter-
actions range from a simple face-to-face discussion to
more subtle signals, not necessarily in terms of speech,
often in terms of body motion, face expression (in-
dicating a sort of feeling or emphaty), or pre-defined
hints that can be exchanged by the involved persons,
clues that can be conscious or not. In the SSP and par-
ticularly in the social science literature, there is much
material on these domains, but what is missing is a
clear categorization and identification of the several
types of interactions in the diverse contexts, and, es-
pecially, it is unclear if computational techniques can
be able to detect and classify such interactions and to
what extent, possibly predicting their final objectives.

Another very recent kind of video surveillance system,
not falling within the above taxonomy, is that of the surveil-
lance of crowds. In this case, the challenge for the video
surveillance community is to move from the typical sce-
nario where about 20 subjects may act, to that of a huge
mass of humans (100-200+ individuals) moving on a wide
area [48, 36, 1]. In this case, the state of the art of the re-
search is unripe, and there are no clues on what to look for.
Usually, the idea is to model the motion flow of the mass of
people, individuating if the flow is always the same during
a certain period, or if it changes suddenly. In this case, SSP
may help in exploiting standard sociologic foundations, and
telling what could be intended as dangerous or not in a sim-
ilar scenario.
In summary, none of the techniques present so far in the
state of the art is using SSP and AC findings or hints, only
very recently this need is becoming explicit [21, 19].

4. Applications and Research Questions
The previous two sections have shown that, on one hand,

SSP and AC have neglected surveillance relevant scenarios
and the use of space as a source of information about so-
cial and affective phenomena and, on the other hand, that

surveillance technologies do not take into account social,
affective and emotional aspects of human behavior, even if
they are expected to analyze what people do and how they
interact in a given environment.

The cross-pollination between surveillance and socially-
and emotionally- aware technologies opens several research
questions and can lay the ground for several applications.
The most important research questions we foresee are listed
in the following.

• Is it possible to infer social phenomena from the spa-
tial organization of people in public spaces following
the findings of human sciences? Psychologists and an-
thropologists have clearly shown that people use space,
mutual orientation, and distances to communicate so-
cially relevant information such as quality of rapport,
sustained interaction, inclusion and exclusion, etc., but
it is not clear whether an automatic analysis of such
phenomena is possible, especially in real-life situa-
tions. Actually, in this cases, non optimal location of
the sensors, the complexity of the scene (e.g., due to
the high number of people involved), and the difficulty
of capturing the subtle signals exchanged by the per-
sons, may affect the success of this analysis.

• Is it possible to apply human sciences’ findings to iden-
tify threatening, criminal or other surveillance rele-
vant behaviors? Most surveillance approaches can
identify unusual behaviors, but cannot assess how dan-
gerous they are. Socially and emotionally aware tech-
nologies hold the promise of improving the interpreta-
tion of observed behaviors, but extensive experiments
are needed to show that it is actually the case. In this
context, one issue to cope with lies on the fact that sim-
ulated data (lab experimentations) are likely not cap-
turing the complexity of a real behavior, and, on the
other hand, it is not easy to have the availability of real
behaviors, which needs to be annotated as well.

• Is it possible to influence social behavior of people by
modifying the physical setup of their interactions? So-
cial interactions are well known to be influenced by
the physical setup of the place where they take place.
However, the setup is typically defined manually and
no attempts have been done to do it automatically, pos-
sibly in reaction to phenomena actually taking place at
a given moment.

• Is it possible to better understand social interactions
through automatic analysis of spatial behavior? Hu-
man sciences rely more and more on automatic ap-
proaches to identify principles and laws underlying so-
cial interactions. Thus, the automatic analysis of spa-
tial behavior can help human sciences to better under-
stand dynamics and laws of social behavior.



Addressing the above questions is likely to foster new appli-
cations as well or, at least, to improve existing applications
like those listed in the following.

• Design of public spaces. Simple architectural elements
are known to influence significantly the collective be-
havior of large crowds in public spaces [3]. Socially
intelligent surveillance technologies can help to ana-
lyze this phenomenon and improve the design of pub-
lic spaces like train stations, airports, squares, etc. that
are typically populated by large amounts of interacting
individuals.

• Marketing. Consumer behavior in retail spaces is af-
fected by several situational variables including the
physical setup of the shops [6]. Automatic behavior
analysis can be an important tool for marketing anal-
ysis aimed at understanding what are the products at-
tracting more attention, what are the main obstacles
towards effective customer-seller interactions, what is
the best position for a product, etc..

• Learning spaces. The effectiveness of a learning space
is heavily influenced by its physical setup, especially
when the learning process requires the collaboration
of many individuals [13]. Socially and emotionally
intelligent surveillance technologies can help the de-
sign of effective learning environments by understand-
ing those behavioral processes that help or compound
effective collaboration between people.

Application domains and research questions proposed in
this section are certainly not an exhaustive list, and many
other possibilities are available for jointly applying surveil-
lance and socially aware technologies.

5. Conclusions
This paper has pointed out that socially-aware technolo-

gies tend to neglect surveillance scenarios to focus on face-
to-face small group interactions, while surveillance and
monitoring technologies tend to neglect social, affective and
emotional aspects of human behavior even if this is, in ul-
timate analysis, their main subject of interest. Furthermore,
the article has shown how mutual cross-pollination between
these two kinds of technologies could lead to new research
questions as well as to application domains that, so far, have
not been the subject of attention in the computing commu-
nity (e.g., the design of public spaces or learning environ-
ments).

The advantages of socially intelligent surveillance and
monitoring would be evident in the two originating domains
as well. On one hand, socially aware approaches can ad-
dress problems that have been neglected so far (in part for
lack of computer vision technical competences) such as ter-
ritoriality, spatial organization of social encounters, social

meaning of physical distances, etc.. On the other hand,
surveillance technologies, by including socially aware com-
ponents, could address open issues such as the distinction
between normal and threatening behaviors, the dynamics
of large crowds, etc., in essence, providing a structured
and systematic basic definition of behavior which could be
widely accepted and used in the communities.

In conclusion, we are deeply convinced that the cross-
fertilization of human and computer sciences, started with
the SSP and AC research domains, is going to be inevitably
extended to other fields and applications, like surveillance
and monitoring, and only in this way a new generation of
surveillance systems can be designed, making the necessary
jump to go beyond the current technology, so far advanced
in incremental steps. Even if this technology can be per-
ceived like a sort of “big brother”, it is indeed important to
be investigated to cope with, possibly prevent, the threats
and the criminal (mainly terrorist) actions we see too much
often around the world. Indeed, this novel technology may
also be useful and productive to understand the real bases of
human interactions, supporting human and social scientists
to go more deeply to the foundations of the social cohab-
itaion, ultimately contributing to live in a better world.
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