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INTRODUCTION

We live today in what is called an information economy. The growth in
all things computer-related is obvious to all. Shares in companies making
information processing products—the “new economy”—have been the stars
of Wall Street, London and Frankfurt. At the same time an everincreasing
proportion of the workforce in advanced economies has movedinto jobs
concerned with the handling of information: financial services, tele-centres,
advertising and the media.

In the face of this obvious change we want to address some basic ques-
tions. What is information? Why is it valuable? What is the relationship
between money and information?

In answering these questions we draw upon three areas of study that
were until recently quite distinct: classical political economy, thermody-
namics and information theory. Classical political economy links the cre-
ation of value to work. Thermodynamics, arising from pragmatic studies of
the limits to our ability to perform work, became, with the concept of en-
tropy, a cornerstone of our understanding of the physical world. Information
theory, originally another pragmatic branch of engineering, has revealed un-
expected links between information and entropy.

In the process we will show how concepts derived from thermodynamics
have proven themselves to be amazingly fruitful in confirming the hypothe-
ses of the classical economists.

Whilst the four authors of the book share a substantially similar perspec-
tive on the topics covered, our agreement is not total, for which reason we
have chosen to identify authorship of individual chapters.
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CHAPTER1

PROBLEMATIZING LABOUR

Cockshott

1.1 WATT ON WORK

Prior to the eighteenth century, muscles—whether of humans, horses or
oxen—remained the fundamental energy source for production. Not co-
incidentally, the concepts of work, power, energy and labour did not ex-
ist in anything like their modern form. People were, of course, famil-
iar with machinery prior to the modern age. The Archimedean machines
and their derivatives—levers, inclined planes, screws, wheels, pulleys—had
been around for millennia to amplify or concentrate muscular effort. Water-
power had been in use since at least the first century A.D.,1 initially as a
means of grinding grain; during the middle ages it was applied to a wide
variety of industrial processes. But water-power, and its sister wind-power,
were still special-purpose technologies, not universal energy sources. Lim-
ited by location and specialized use they did not problematize effort as such.

A note on terminology is in order here. The (admittedly not very el-
egant) verb ‘to problematize’ derives from the work of the Althusser and
Balibar (1970) who coined the termproblématique(problematic) to refer
to the field of problems or questions that define an area of scientific en-
quiry. The term is fairly closely related to Thomas Kuhn’s idea of a scientific
‘paradigm’2. So, to problematize a domain is to transform it into a scientific
problem-area, to construct new concepts which permit the posing of precise
scientific questions. In the pre-modern era engineers and sea captains would

1See Strand (1979), Ste-Croix (1981)( p. 38).
2Kuhn (1970)
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12 Chapter 1. Problematizing labour Cockshott

know from experience how many men or horses must be employed,using
pulleys and windlasses, to raise a mast or obelisk. Millers knew that the
grinding capacity of water mills varied with the available flow in the mill
lade. But there was no systematic equation or measure to relate muscular
work to water’s work, no scientific problematic of effort. That had to wait
for James Watt, after whom we name our modern measure of the ability to
work.

Watt, the best-known pioneer of steam, did not actually invent the steam
engine, but he improved its efficiency. As Mathematical Instrument Maker
to the University of Glasgow he was called in to repair a modelsteam en-
gine used by the department of Natural Philosophy (we would now call it
Physics). The machine was a small scale version of the Newcomen engine
that was already in widespread use for pumping in mines.

The Newcomen engine was an ‘atmospheric engine’. It had a single
cylinder, the top half of which was open to the atmosphere (Figure 1.1).
The lower half of the cylinder was connected via two valves toa boiler and
a water reservoir. The piston was connected to a rocking beamthe other
end of which supported the heavy plunger of a mine pump. The resting
condition of the engine was with the piston pulled up by the counter-weight
of the pump plunger.

To operate the machine, the boiler valve was opened first, filling the
cylinder with steam. This valve was then closed and the water-reservoir
valve opened, spraying cold water into the piston. This condensed the
steam, resulting in a partial vacuum. Atmospheric pressureon the upper
surface of the piston then drove it down, providing the power-stroke. The
two phase cycle could then be repeated to obtain regular pumping.

Watt observed that the model engine could only carry out a fewstrokes
before the boiler ran out of steam and it had to rest to ‘catch its breath’.
He ascertained that this was caused by the incoming steam immediately
condensing on the walls of the cylinder, still cool from the previous water
spray. His solution was to provide a separate condenser, permanently water
cooled, and intermittently connected to the cylinder by a valve mechanism.
The cylinder, meanwhile, was provided with a steam-filled outer jacket to
keep its inner lining above condensation temperature (Figure 1.1). His 1769
patent was for “A New Method of Lessening the Consumption of Steam and
Fuel in Fire Engines”.
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Figure 1.1: The Newcomen engine built by Smeaton (reproduced from
Thurston)
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Watt’s later business success was based directly on this gain in thermal
efficiency. His engines were not sold outright to users, but were leased. The
rental paid was equal to one-third the cost of coal saved through using a
Watt engine rather than a Newcomen engine3. This pricing system worked
so long as the Newcomen engine provided a basis for comparison, but as
Watt’s engines became the predominant type, and as they cameto be used
to power an ever-widening range of machines, some system of rating the
working capacity of the engines was needed. Watt needed a standardized
scale by which he could rate the power, and thus the rental cost, of different
engines. His standardized measure was of course the horsepower: users
were charged £5 per horsepower year.

Watt’s horse was not a real horse of course, but the abstraction of a horse,
a standardized horse. The abstraction is multiple: at once an abstraction
from particular horses, an abstraction from the differencebetween flesh and
blood horses and iron ones, and an abstraction from the particular work
done. The work done had to be defined in the most abstract terms, as the
overcoming of resistance in its canonical form, namely raising weights. One
horsepower is 550 ft lb/sec, the ability to raise a load of 1 ton by 15 feet in a
minute.

While few real horses could sustain this kind of work, its connection to
the task performed by Watt’s original engines is clear. The steam engine
was a direct replacement for horse-operated pumps in the raising of water
from mines. But with the development of mechanisms like Watt’s sun and
planet gear, which converted linear to rotary motion, steamengines became
a general purpose power source. They could replace water wheels in mills,
drive factory machines by systems of axles and pulleys, pullloads on tracks.
Engine capacity measured in horsepower abstracted from theconcrete work
that was being performed, transforming it all towork in general. Horse-
power was the capacity to perform a given amount of work each second. By
defining power as work done per second, work in general was itself implic-
itly defined. All work was equated to lifting. Work in generalwas defined
as the product of resistance overcome, measured in pounds offorce, by the
distance through which it was overcome.

Mechanical power seemed to hold the prospect of abolishing human
drudgery and labour. As Matthew Boulton proudly announced to George
II: “Your Majesty, I have at my disposal what the whole world demands;

3Tann (1981)
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Figure 1.2: Watt’s steam engine with separate condenser (reproduced from
Thurston)
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something which will uplift civilization more than ever by relieving man of
undignified drudgery. I have steam power.”4 To a world in which human
muscle was a prime mover, this equation of work in the engineering sense
with human labour was exact. Work on ships, in mines, at the harvest, was
work in the most basic physical sense. Men toiled at windlasses to raise an-
chors, teams pulled on ropes to set sails and hauled loads on their backs to
unload cargo. Children dragged coal in carts from drift mines, women car-
ried it up shafts in baskets on their backs. The ‘navigators’who built canals
did it with no mechanical aid more sophisticated than the wheelbarrow (a
combination of lever and wheel, two Archimedean devices).

As horsepower per head of population multiplied, so too did industrial
productivity. The power of steam was harnessed, first to raise weights, then
to rotate machinery, then to power water-craft, next to trains—and even-
tually, through the mediation of the electricity grid, to tasks in every shop
and home—while human work shrank as a proportion of the totalwork per-
formed. More and more work was done by artificial energy, yet the need for
people to work remained. A steam locomotive might draw a hundred-ton
train, but it needed a driver to control it. Human work becameincreasingly
a matter of supervision, control and feeding of machines. Thus the identi-
fication of work with the overcoming of physical resistance in the abstract,
and of human labour-power with power in Watt’s sense, contained both truth
and falsehood. Its truth is shown by the manifest gains flowing from the
augmentation of human energy. Its falsity is exposed by the residuum of
human activity that expresses itself in the control, minding and direction of
machinery.

Indeed, the introduction of powered machinery had the effect of length-
ening the working day while making work more intense and remorseless.
The cost of powered machinery was such that only men with substantial
wealth could afford it. Cheap hand-powered spindles and looms could

4Compare Antipater of Thessalonika’s eulogy on the introduction of the water mill:

Stop grinding, ye women who toil at the mill
Sleep on, though the crowing cocks announce the break of day
Demeter has commanded the water nymphs
to do the work of your hands
Jumping one wheel they turn the axle
Which drives the gears and the heavy millstones
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not compete with steam-powered ones. Domestic spinners andhand-loom
weavers had to give up their independence and work for the owners of the
new steam powered ‘mules’ and looms. Steam power brought no increase
in leisure for weavers or spinners. The drive to recoup the capital cost of the
new machinery brought instead longer working hours and shift-work, to a
rhythm dictated by the tireless engine. The fact that the machinery was not
owned by those who worked it, meant that it enslaved rather than liberated.

A particular pattern of ownership was the social cause of machine-enforced
wage slavery, but that is only half the story. We may ask why the new ma-
chine economy needed human labour at all. Why did ‘self acting’—or as
we would put it now, ‘automatic’—machines not displace human labour al-
together? A century ago, millions of horses toiled in harness to draw our
loads. Where are they now? A remnant of their former race survives as toys
of the rich; the rest went early to the knackers. Why has a similar fate not
befallen human workers? Why has the race of workers not been killed off,
to leave a leisured rich attended by their machines?

Watt’s horsepower killed the horse, but the worker survived. There must
be some real difference between work as defined by Watt, and work in the
sense of human labour.

1.2 MARX : THE ARCHITECT AND THE BEE

Karl Marx proposed an argument which seems at first sight to get to the
essence of what distinguishes human labour from the work of an animal or
a machine, namely purpose.

An immeasurable interval of time separates the state of things in
which a man brings his labour-power to the market for sale as acom-
modity, from that state at which human labour was still in itsfirst
instinctive stage. We pre-suppose labour in a form which stamps it
as exclusively human. A spider conducts operations that resemble
those of a weaver, and a bee puts to shame many an architect in the
construction of her cells. But what distinguishes the worstof archi-
tects from the best of bees is this, that the architect raiseshis structure
in the imagination before he erects it in reality. At the end of every
labour process we get a result that already existed in the imagination
of the labourer at its commencement. He not only effects a change of
form in the material on which he works, but he also realises a purpose
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of his own that gives the law to his modus operandi, and to which he
must subordinate his will. (Marx (1954) pp. 177–8)

This suggests that animals, lacking purpose, can be replaced by ma-
chines, but that humans are always required, in the end, to give purpose to
the machine. We cite Marx’s statement because it articulates what is prob-
ably a rather widely held view, yet it has several interesting problems. This
is an issue where it is difficult to go straight for the ‘right answer’. It may
be profitable to beat the bushes first, to scare up (and shoot down) various
prejudices that can block the road to a scientific understanding.

First, are animals really lacking in purpose? The spider maybe so small,
and her brain so tiny, that it seems plausible that blind instinct, rather than
the conscious prospect of flies, drives her to spin. But it is doubtful that
the same applies to mammals. The horse at the plough may not envisage
in advance the corn he helps to produce, but then he is a slave,bent to
the purpose of the ploughman. Reduced to a source of mechanical power,
overcoming the dumb resistance of the soil, he is readily replaced by a John
Deere. The same cannot be said of animals in the wild. Does thewolf
stalking its prey not intend to eat it? It plans its approach with cunning.
Who are we to say that the result—fresh caribou meat—did not “already
exist in the imagination” of the wolf at its commencement? Wehave no
basis other than anthropocentric prejudice on which to denyher imagination
and foresight.

Turn to Marx’s human example, an architect, and his argumentlooks
even shakier. For do architects ever build things themselves? They may
occasionally build their own homes, but in general what gives them the sta-
tus of architects is that they don’t get their hands dirty with anything worse
than India Ink. Architects draw up plans. Builders build. (In eliding this
distinction Marx showed an uncharacteristic blindness to class reality).

An office block, stadium or station has, it is true, some sort of prior
existence, but as a plan on paper rather than in the mind of thebuilders. If
by collective labour civilized humans can put up structuresmore complex
than bees, it is because they can read, write and draw. A plan—whether on
paper or, as in earlier epochs, scribed on stone—coordinates the individual
efforts of many humans into a collective effort.

For building work then, Marx is partially right, the structure is raisedon
paperbefore it is raised in stone. But he is wrong in saying that it is built
in the imagination first, and in implying that the structure is put up by the
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architect. What is really unique to humans here is, first, thesocial division
of labour between the labour of conception by the architectsand the work of
execution by the builders, and second, the existence ofmaterialized plans:
configurations of matter that can control and direct the labour of groups of
humans.

While insect societies may have a division of labour between‘castes’,
for example between worker and soldier termites, they do nothave a com-
parable division between conception and execution, between issuers and
followers of orders. Nor do insects have technologies of record and writing.
They can communicate with each other. Dancing bees describeto others
the whereabouts of flowers. Walking ants leave scent trails for their com-
panions. These messages, like human speech, coordinate labour. Like our
tales, they vanish in the telling. But, not restricted to telling tales, we can
can make records that persist, communicated over space and time.

Our tales are richer too. The set of messages that can be expressed in
our languages is exponentially greater than in the languageof bees. Each
works by the sequential combination of symbols—words for us, wiggles for
bees—but we have many more symbols and can understand much longer
sequences. The number of distinct messages that can be communicated by
a language is proportional tovm wherev is the number of distinct sym-
bols that can be recognized in the language andm is the maximum mes-
sage length. If bees have a repertoire of six types of wigglesand can
understand ‘sentences’ of three wiggles in succession thenthey can send
63 = 216 different messages. A human language with a vocabulary of 3000
words and a maximum sentence length of 20 words could convey about
3.486784401×1069 = 348,678,440,100,000,000,000, 000,000,000,000,
000,000,000,000, 000,000,000, 000,000,000,000,000 distinct sentences.
Of course, not all of these would be grammatically correct, and a rather
small proportion of those would make any sense, but the number of mes-
sages is still astronomically greater than what insects canmanage. And we
can keep piling on the sentences until the listener loses track.

All this leaves open another interpretation of what Marx hadto say.
True enough, architects may not build theatres themselves,any more than
Hadrian built his wall5 or Diocletian his baths. But Hadrian caused the wall
to be built and Diocletian’s architect caused the baths to bebuilt to a specific
design. (This use of the word ‘built’ is of course common in class societies,

5It was of course the rank and file legionnaires who built the wall; see Davies (1989).
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where real builders get no credit for their creations. Theirlabour contributes
instead to the fame of a ruler or architect.) If the architectcreates only a pa-
per version of a theatre, can we say, at any rate, that he creates this drawing
in his mind before setting it down on paper? This interpretation of Marx’s
story of the architect and the bee seems to make sense, but it’s not clear that
it’s a true description of what an architect actually does.

1.2.1 Emergent buildings

Some individuals, autistic infant prodigies or ‘idiot savants’, do seem to
have the ability to hold in their minds almost photographically detailed im-
ages of buildings they have seen. Working from memory they are able to
draw buildings in astonishing and accurate detail.6 But it is questionable
whether professional architects work this way. Some may, but for others the
process of developing a design is intimately tied up with actually drawing
it. They start with the broad outlines of a design in their minds. As this is
transferred to paper, they get the contexts within which themind can work
to elaborate and fill in details. The details were not in the mind prior to
starting work, they emerge through the interaction of mind,pen and paper.
Pencils and paper don’t just record ideas that exist fully formed, they are
part of a production process that generates ideas in the firstplace.

At any one time our consciousness can focus on only a limited number
of items. On the basis of what it is currently conscious of, its context, it can
produce responses related to this context. In reverie the context is internal
to the brain and the responses are new ideas related to this context. In an
activity like drawing a plan or engineering diagram, the context has two
parts

(1) an internal state of mind; and

(2) that part of the diagram upon which visual attention is fixated,

and the response is both internal—a new state of mind—and external—a
movement of the pencil on the paper.7 Where in reverie the response, the
new idea, slipped all too easily from grasp, paper remembers.8 Architecture

6It may be worth seeing if we could reproduce some images by such autistic artists
7The reader may notice that this argument is a thinly disguised version of Alan Turing’s

famous argument, see: Turing (1937).
8Cite the passage in Tacitus, I think it is in the Annals, wherehe says that civilization

depends upon Papyrus.
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exchanges for the fallibility and limited compass of memorythe durability
of an effectively infinite supply of A0. One might say that complex archi-
tecture rests on paper foundations.

If the idea of the architect as creating buildings spontaneously out of the
imagination is dismissed as an almost religious myth, redolent of the Ma-
sonic characterization of the deity as theGreat Architect, what then remains
of the antithesis between architect and bee? Well, how do thebees shape
their hive? We can be sure there are no drawings of hexagons, made by
the ‘queen’,9 and executed by her worker daughters. We are talking here of
apis melliferanot the solitary bumble bee. The labour of the honey bees is
collective, like that of workers on a building site, yet although they have no
written plans to work from they create a geometrically precise, optimal and
elegant structure.

1.2.2 Apian efficiency

Consider the problem to which the honeycomb is the answer: tocome up
with a structure that is interchangeably capable of storinghoney or shel-
tering bee larvae, is waterproof, is structurally stiff, provides a platform to
walk on and which uses the minimum material. Given this design brief it is
unlikely that a human engineer could come up with a better structure.

The structure has to be organized as a series of planes to provide access.
Within the planes, the combs, the space has to be divided intoapproximately
bee-sized cubicles. These could be triangular, square, or hexagonal (the only
three regular tessellations of the plane). Our architects have a predilection
for the rectangular, but the hexagonal form is superior.

A tessellation of unit squares has a wall length of 2 per unit area, since a
single unit square has four sides of unit length, each shared50 percent with
its neighbours. A tessellation of hexagons of unit area has awall length of
2√
3

per unit area, a reduction by a factor of
√

3 (see Digression 1.1). The
honeycomb structure used by bees is thus more efficient in itsuse of wax
than a rectilinear arrangement would be.

The fact that hexagonal lattices minimize boundary lengthsper unit area
means that they can arise spontaneously, for example in columnar basalts.

9The breeding female is no more an architect or Caesar than thePope is the genetic
father of his followers. Monarchy and patriarchy project dominance relations onto genetic
relations and vice versa. Apian Mother becomes queen, the Vatican monarch, Holy Father.
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Digression 1.1Apian efficiency

T

1

1

2

√

3

4

(1) A hexagon of unit side is made up of 6 identical equilateral triangles,
thus its area is 6T where T is the area of an equilateral triangle of
unit side.

(2) The area of an equilateral triangle of unit side is 1
2bh where b the

base = 1 and h the height =
√

3
4. So T = 1

2

√

3
4 =

√
3

4 .

(3) The area of one hexagon is then

6

√
3

4
=

3
√

3
2

(4) The hexagon’s six sides are each shared 50% with a neighbour.

(5) Wall per unit area for a hexagonal tessellation is then 3/3
√

3
2 = 2/

√
3

which is better than the wall to area ratio for squares.

The Honeycomb Conjecture has been debated since at least 36BC when
it was mentioned by Varro in his book on agriculture. It has been remark-
ably difficult to prove. Here we have considered only a comparison between
hexagonal tesselations and square ones. There remains the possiblity that
some layout using curved walls might be still more efficient. A full proof of
the conjecture was not produced until 2001 Hales (2001).
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Figure 1.3: Tessellation of the plane using hexagons

Here the tension induced in rocks as they cool encourages cracking, prefer-
entially giving rise to six sided columns. We might suspect that the beehive
too, gained its structure from a process of spontaneous pattern formation
analogous to columnar basalts or packed arrays of soap bubbles. But this
doesn’t tally with the way the cells are built up, or with the uniformity of
their dimensions. In a partially constructed honeycomb thecells are of a
constant diameter; those in the middle of the comb are all of uniform height
while towards the edge the depth of the cells falls. The bees build the cells
up from the base, laying wax down on the upper margins of the cell walls,
just as bricks are added to the upper margin of a wall by a bricklayer. The
construction process takes advantage of the inherent stability of a hexago-
nal lattice, allowing the growing cells to form their own scaffolding. But
the process also demands that the bees can deposit wax accurately on the
growing cell walls, and that they stop building when the cells have reached
the right height. That is, it depends on purposeful activityon the part of the
bees.

A similar process takes place in the human construction of geodesic
domes, hexagonal lattices curved through a third dimension. These have an
inherent stability that becomes more and more evident as youadd struts to
them. You build them up in a ring starting at ground level. Thestructure
initially has a fair bit of play in it, but the closer the structure comes to a
sphere the more rigid it is. Human dome builders, like bees, exploit the
inherent structural properties of hexagonal lattices, butthey still need to cut
struts to the right length and put them in the correct place. The bees likewise
must select the right height for their cell walls and place wax appropriately.

Spontaneous self-assembly of hexagonal structures similar to geodesic
domes does occur in nature. The Fullerenes are a family of carbon molecules
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Figure 1.4: Nature is the architect of the hexagonal columnsof Fingal’s cave
(Photo by Andrew Kerr)

Figure 1.5:C60 a spontaneously formed dome structure
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named after Buckminster Fuller, the inventor of the geodesic dome. The
first of these to be discovered,C60, has the form of a perfect icosahedron
(see Figure 1.5). Condensed out of the hellish heat of a carbon arc, it de-
pends on thermal vibrations to curve the familiar planar hexagonal lattice of
graphite onto itself to form a three dimensional structure.No architect or
bee is required. Atomic properties of carbon select the strut length. Ther-
mal motion searches the space of possible configurations; a small fraction
of the molecules settle into the local energy minima represented byC60 and
its sisters.

If the bees can’t rely upon spontaneous self-assembly to build their
hives, must they have a plan in mind before they start? Since they can’t
draw, the mind would have to be where they held any plans. While we can’t
rule this out, it seems unlikely. The requirement is that they can execute
a program of work. A bee arriving on the construction site must, in the
darkness, find an appropriate place to put wax, for which theyneed a set of
rules:

If the cell is high enough to crawl into, put no more wax on it,
otherwise if the cell has well formed walls add to their height,
otherwise if it is a cell base smaller than your own body diameter,

expand it,
otherwise start building the wall up from the base. . .

No internal representation of a completed comb need be present in the
bee’s mind. The same rules, simultaneously present in each of a hive full
of identical cloned sisters, along with the structural properties of beeswax,
produce the comb as an emergent complex structure. The key here is the
interaction between behavioral rules and an immediate environment that is
changed as the result of the behaviour. The environment, themoulded wax,
records the results of past behaviour and conditions futurebehaviour. But
for rules to be converted into behaviours by the bees, the bees must have in-
ternal ‘states of mind’, and be able to change their state of mind in response
to what their senses are telling them. A bee that is busy laying down wax is
in a different state of mind from one foraging for pollen and their behavioral
repertoire differs as a result.

As we have argued above, what an architect does is not so different. Ar-
chitects produce drawings, not buildings or hives, but producing a drawing
is an interactive process in which the architect’s internalstate of mind, his
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knowledge of the rules and stylistic conventions of the epoch, produces be-
haviour that modifies the immediate environment—the paper.The change
to the paper creates a new environment, modifying his state of mind and
calling into action other learned rules and skills. The drawing is an emer-
gent property of the process, not something that pre-existed as a complete
internal representation before the architect put pencil topaper.

1.3 THE DEMONIC CHALLENGE

Purposeful labour depends upon the ability to form and follow goals. A goal
is a representation of a state of affairs that does not exist plus a motivation
to achieve it. Although bees do not have the goal processing capabilities
of the human mind, they nonetheless follow simple goals. Goal processing,
from simple, reactive programs hard-wired in the neural circuitry of insects,
to the much more adaptive and sophisticated rational planning capabilities
of humans, is the mechanism that distinguishes the constructive activity of
humans and bees from the blind efforts of Watt’s engines. An engine trans-
forms energy in one form to another, but it does not act to achieve states of
affairs, unlike bees that build or humans that labour.

There is a hidden connection between purposeful labour and work in the
engineering sense. Any purposeful activity overcomes physical resistance
and involveswork, measured in watts, for which we must be fueled by calo-
ries in our food; the hidden connection comes from the realization that, at
least in principle, purposeful labour could itself be a source of fuel.

Recall that Watt’s key invention was the separate condenserfor steam
engines, which saved fuel by preventing wasteful condensation of steam
within the cylinder of the engine. In the years after Watt’s invention, it
came to be realized that the thermal efficiency of steam engines could be
improved by maximizing the pressure drop between the boilerand the con-
denser. A series of inventions followed to take advantage ofthis principle:
Trevithick’s high pressure engine, the double and then the triple expansion
engine. These had the effect of increasing the amount of effective work that
could be extracted from a given amount of heat. But successive gains in ef-
ficiency proved harder to come by. The amount of work obtainedper calorie
of heat could be increased, but not without limit.

It was understood that work could be converted into heat, forinstance
through friction, and heat could be converted back into work, for instance
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by a steam engine. But if you convert work into heat, and heat back into
work, you always end up with less work than you put in. In converting
work into heat, the number of calories of heat obtained per kilowatt hour
of work is constant—conversion of work into heat can be done with 100
percent efficiency. The reverse is not true. Heat can never befully converted
into useful work.10 The practical imperative of improving steam engines
gave rise to the theoretical study of the laws governing heat, the laws of
thermodynamics.

One of the first formulations of the second law of thermodynamics was
that heat will never spontaneously flow from somewhere cold to somewhere
hot.11 This implied that, for instance, there was no chance of transferring
the heat wasted in the condenser of a steam engine back to the boiler where
it would boil more water. Thermodynamics ruled out perpetual motion ma-
chines.

But James Clerk Maxwell, one of the early researchers in thermodynam-
ics, came up with an interesting paradox.

One of the best established facts of thermodynamics is that it is im-
possible in a system enclosed in an envelope which permits neither
change of volume nor passage of heat, and in which temperature and
pressure are everywhere the same, to produce any inequalityof tem-
perature or of pressure without the expenditure of work. This is the
second law of thermodynamics, and it is undoubtedly true as long as
we can deal with bodies only in mass, and have no power of perceiv-
ing or handling the separate molecules of which they are madeup.
But if we can conceive of a being whose faculties are so sharpened
that he can follow every molecule in its course, such a being would
be able to do that which is presently impossible to us. For we have
seen that the molecules in a vessel full of air at a uniform temperature
are moving with velocities by no means uniform, though the mean
velocity of any great number of them, arbitrarily selected,is almost
exactly uniform. Now let us suppose that such a vessel is divided into
two portions, A and B, by a division in which there is a small hole,
and that a being, who can see individual molecules, opens andcloses
this hole, so as to allow only the swifter molecules to pass from A to

10Carnot was able to show that the efficiency of heat engines depended on the tempera-
ture difference between heat source, for example the boiler, and the heat sink, for example
a steam engine’s condenser.

11This formulation was due to Clausius in 1850; see (Porter (1946), pp. 8–9).
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B, and only the slower ones to pass from B to A. He will thus, without
the expenditure of work, raise the temperature of B and lowerthat of
A, in contradiction to the second law of thermodynamics. (Maxwell
(1875), pp. 328–329)

Figure 1.6: Gas initially in equilibrium. Demon opens door only for fast
molecules to go from A to B, or slow ones from B to A. Result Slow
molecules in A, fast in B. Thus B hotter than A, and can be used to power a
machine.

The configuration of the thought experiment is shown in Figure 1.6. As
the experiment runs the gas on one side heats up while that on the other
side cools down. The end result is a preponderance of slow molecules in
cavity A, fast ones in cavity B. Since heat is nothing more than molecular
motion, this means that A has cooled down while B has warmed up. No
net heat has been added, it has just re-distributed itself into a form that
becomes useful to us. Since B is hotter than A, the temperature differential
can be used to power a machine. We can connect B to a boiler and Ato a
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condenser and obtain mechanical effort. An exercise of purposeful labour
by the demon outwits the laws of thermodynamics. (Norbert Wiener coined
the term ‘Maxwell demon’ for the tiny ‘being’ envisaged in the thought
experiment.) It seems that the second law of thermodynamicsexpresses the
coarseness of our senses rather than the intractability of nature.

1.4 ENTROPY

One perspective on the devilment worked by Maxwell’s demon is that it has
reduced the entropyof a closed system. The idea of entropy was introduced
by Clausius in 1865 (see Harrison, 1975) with the equation

∆S= ∆Q/T (1.1)

where∆Sis the change in entropy of a system consequent upon the addition
of a quantity of heat∆Q at absolute temperatureT.12 According to Clau-
sius’s equation adding heat to a system always increases itsentropy (and
subtracting heat always lowers entropy) but the magnitude of the change in
entropy is inversely related to the initial temperature of the system. Thus if
a certain amount of heat is transferred from a hotter to a cooler region the
increase in entropy in the cooler region will be greater thanthe reduction in
entropy in the hotter, and overall entropy rises. Conversely, if heat is trans-
ferred from a colder to a hotter region entropy falls. Clausius’s concept of
entropy as an abstract quantity allowed him to give the second law of ther-
modynamics its canonical form: the entropy of any closed system tends to
increase over time.

Using (1.1) we can readily see that Maxwell’s demon violatesthe second
law of thermodynamics. Suppose the demon has been hard at work for some
time, so that B is hotter than A, specifically B is at 300◦ Kelvin and A is at
280◦ Kelvin. He then transfers∆Q =1 joule of heat from A to B. In doing
so he reduces the entropy of A by1280 joules per degree and increases the
entropy of B by 1

300 joules per degree giving rise to∆S= 1
300− 1

280 =− 1
4200,

a net reduction in entropy, contrary to the second law.
Clausius’s formulation of entropy did not depend in any way upon the

atomic theory of matter. Maxwell’s proposed counter-example to the second

12At this stage the concept of entropy remains firmly linked to the sort of practical con-
siderations, namely steam engine design, that gave rise to thermodynamics. Later, as we
shall see, it becomes generalized.
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law was explicitly based on atomism. With Boltzmann, entropy is placed
on an explicitly atomistic foundation, in terms of an integral over molecular
phase space.

S=−k
Z

f (v) log f (v)dv (1.2)

wherev denotes volume in six-dimensional phase space,f (v) is the func-
tion that counts the number of molecules present in that volume, andk is
Boltzmann’s constant.

The concept of phase space is a generalization of our normal concept of
three-dimensional space to incorporate the notion of motion as well as posi-
tion. In a three-dimensional coordinate system the position of each molecule
can be described by three numbers, measurements along threeaxes at right
angles to one another. We usually label these numbersx,y,z to denote mea-
surements in the horizontal, vertical and depth directions. However each
molecule is simultaneously in motion. Its motion can likewise be broken
into components of horizontal, vertical and depth-wise motion which we
can write asmx,my,mz, representing motion to the left, up and back respec-
tively. This means that a set of six coordinates can fully describe both the
position and motion of a particle.

In Boltzmann’s formula, the letterv denotes a range of possible values
of these co-ordinates. For example, a volume 1 mm cubed on thespatial
axes and 1 mm per second on the motion axes. The functionf (v) would
then specify how many molecules there were in that cubic millimeter with a
range of velocities within 1 mm per second in each direction.Boltzmann’s
formula relates the entropy of a gas, for instance steam in a piston, to the
evenness of its distribution in this six dimensional space:the less even the
distribution the lower the entropy. This point is illustrated in simplified
manner in Table 1.1. Suppose we have just two cells in phase space, and
eight atoms that can be in one cell or the other. The table shows how the
entropy depends on the location of the atoms, lowest when all8 are in one
cell, and highest when they are evenly divided between the cells. (Note that
the minus sign in Boltzmann’s formula is needed to make entropy increase
with the evenness of the distribution, consistent with Clausius’s earlier for-
mulation.)

Boltzmann also showed that it is possible to reformulate theidea of en-
tropy using the concept of the ‘thermodynamic weight’ of a state:

S= k logW (1.3)
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Contents Entropy,
of cells 1, 2 f (1) log f (1)+ f (2) log f (2) S

8, 0 8(2.079) + 0 = 16.636−16.636k
7, 1 7(1.946) + 1(0) = 13.621−13.621k
6, 2 6(1.792) + 2(0.693) = 12.137−12.137k
5, 3 5(1.609) + 3(1.099) = 11.343−11.343k
4, 4 4(1.386) + 4(1.386) = 11.090−11.090k

Table 1.1: Boltzmann’s entropy: Illustration

The thermodynamic weightW is the number of physically distinct micro-
scopic states of the system consistent with a given ‘macro’ state, described
by temperature, pressure and volume. This concept is the keyto under-
standing the second law. Recall that the entropy of closed systems tends to
increase, that is they move into macro-states of progressively higher ther-
modynamic weight until they reach equilibrium. States withhigher weight
aremore probable.So the second law of thermodynamics basically says
that systems evolve into their most probable state.

A simple analogy may be helpful here. Suppose a ‘fair’ coin isflipped
ten times. What is the most likely ratio of heads to tails in the sequence
of flips? The obvious answer, 5/5, is correct. Now, what is themost likely
specific sequence of heads and tails? Trick question! There are 210 = 1024
such sequences and they are all equally likely. The sequencefeaturing 10
heads has probability1

1024; so does the sequence with 5 heads followed by 5
tails; so does the sequence of strictly alternating heads and tails, and so on.
The reason why a 5/5 ratio of heads to tails is most likely is that there are
more specific sequences corresponding to this ratio that there are sequences
corresponding to 10/0, or 7/3, or any other ratio. It’s easy to see there is
only one sequence corresponding to all heads, and one corresponding to
all tails. To count the sequences that give a 5/5 ratio, imagine placing the
5 heads into 10 slots. Head number 1 can go into any of the ten slots;
head number 2 can go into any of the remaining 9 slots, and so on, giving
10×9×8×7×6 possibilities. But this is an over-statement, because we
have treated each head as if it were distinct and identifiable. To get the right
answer we have to divide by the number of ways 5 items can be assigned
to 5 slots, namely 5×4×3×2×1. This gives 252 possibilities. Thus the
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Figure 1.7: The molecules in a lattice gas move along the lines of a triangu-
lar grid with fixed velocities

‘macro’ result, equal numbers of heads and tails, corresponds to 252 out of
the 1024 equally likely specific sequences, and has probability 252

1024. By the
same reasoning we can figure that a 6/4 ratio corresponds to 210 possible
sequences, a lower ‘weight’ than the 5/5 ratio.

The number of possible states of a real gas in six-dimensional phase
space is hard to visualize, so to explicate the matter further we’ll examine a
simpler system, namely a two-dimensionallattice gasFrisch et al. (1986).
The ‘molecules’ in such a stylized gas move with constant speed, one step
along the lattice per unit time (see Figure 1.7). Where the lines of the lattice
meet, molecules can collide according to the rules of Newtonian dynamics,
so that matter, energy and momentum are conserved in each collision. The
different ways in which collisions occur can be summarized by two simple
rules:

(1) If a molecule arrives at an intersection and no molecule is arriving on
the diagonally opposite path, then the molecule continues unimpeded.

(2) If two molecules collide head on they bounce off in opposite direc-
tions, as shown in Figure 1.8.

Lattice gases are a drastic simplification of real gases, butthey are useful
tools in analysing real situations. The simple rules governing the behaviour
of lattice gases make them ideal models for simulation in computer software
or special purpose hardware (Shaw et al, 1996).

Since the velocity of the molecules in a lattice gas is fixed, the tem-
perature of the gas can’t change (this would involve a rise orfall in the
molecules’ speed). So Maxwell’s original example of a beingwith precise
senses, able to sort molecules by speed, is inappropriate. But we can invent
another demon to guard the trapdoor. Instead of letting onlyfast molecules
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T0 T1

Figure 1.8: Collisions in a lattice gas: ‘Molecules’ colliding head on bounce
off at 60◦ angles (above). In other cases the collision is indistinguishable
from a miss (below). In all cases Newtonian momentum and energy are
conserved.

through from A to B, this being will keep the door open unless amolecule
approaches it from side B. Thus molecules approaching from side A are
able to pass into B, but those in B are trapped. The net effect is to raise the
pressure on side B relative to A while leaving temperature unchanged.

A lattice gas has only a finite number of lattice links on whichmolecules
can be found, and since the molecules move with a constant velocity, Boltz-
mann’s formula (1.3) simplifies to:

S=−kn∑
i

pi logpi (1.4)

wherepi is the probability of the node being in statei andn is the number
of nodes. The weighted summation over the possible states has the effect
of giving us the mean value of logp. Suppose we have a very small pair of
chambers, A and B, each of which initially hasn nodes, and each containing
3n randomly distributed molecules. Then each of the six incoming paths to
a node will have a 50 percent chance of having a molecule on it.We have
6n incoming paths to our nodes, and each of these has two equallylikely
states: a particle is or is not arriving at each instant. Eachincoming path
contributesk log2= 0.693k. The total entropy of the chamber is then six
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time this or:
Entropy of A in equilibrium= 4.158kn.

Now suppose that our demon has been operating for some time, letting n
particles pass from A to B, so that A now contains 2n particles and B con-
tains 4n particles. In A, the probability of a molecule coming down any one
of the paths is now only13. We can calculate the current entropy contribution
of each incoming path as follows:

Number of probability, entropy,
particles pi logpi −kpi logpi

0 2
3 −0.405 0.27k

1 1
3 −1.098 0.366k

total 0.636k

The entropy of A aftern particles have been transferred by the demon is
3.816knwhich is less than before he got to work. By symmetry of comple-
mentary probabilities the entropy of chamber B will be the same,13 thus the
whole closed system has undergone a reduction in entropy.

This establishes that when an initially dispersed population of particles—
the gas molecules in our case—is concentrated, entropy falls.14 This is be-
cause there are a greater number of possible microstates compatible with
dispersion than with concentration, and entropy is just thelog of the num-
ber of microstates.

Consider in this light the work of the bees building their hive. There are
two aspects to the work:

(1) The bees first have to gather wax and nectar from flowers dispersed
over a wide area and bring it to the hive.

(2) They must then form the wax into cells and place the concentrated
nectar in these as honey.

Both processes are entropy-reducing with respect to the waxand the sugar.
The number of possible configurations that can be taken on by wax within

13This will not generally be the case; we have chosen the particle densities so as to ensure
this.

14This is true on the assumption that the potential, gravitational or electrostatic, of the
particles is unchanged by the process of concentration as inour example.
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the few litres volume of a hive is enormously less than the number of pos-
sible configurations of the same wax, dispersed among plantsgrowing over
tens of thousands of square meters of ground. Similarly the chance that the
wax, if randomly thrown together within the hive, should assume the beauti-
fully regular structure of a comb, is vanishingly small. That the wax should
be in the hive in the first place, is, in the absence of bees, highly improbable;
that it should be in the form of regular hexagons even more so.

The second law of thermodynamics specifies that the total entropy in a
closed system tends to increase, but the bees and their wax are not a closed
system. The bees consume chemical energy in food to move the wax. If
we include the entropy increase due to food consumed, the second law is
preserved.

1.4.1 Men and horses

Let us return to the question we asked in section 1.1: Why did the intro-
duction of the steam engine, which made redundant the equineworkers of
the pre-industrial age, not also replace the human workers?We can make a
rough analogy between the work done by horses in past human economies
and the work done by the bees in transporting wax and nectar from flower to
hive. This is in the main sheer effort, work in Watt’s sense. Horses bringing
bricks to a building site or bees transporting wax are doing similar tasks.
What remains, the construction of the hive after the work of transportation
is done or the building of the house once the bricks are delivered, is some-
thing no horse can do. Construction involves a complex program of actions
deploying grasping organs, hands, mandibles, beaks etc., in which the se-
quence of operations is conditioned by the development of the product being
made. Human construction differs from that of a bee or a bird in:

(1) the way in which the program of action comes into being;

(2) the way in which it is transmitted between individuals ofthe species;
and

(3) the form in which it is materialized.

In the social insects the programs of action largely come into being through
the evolutionary process of natural selection. They are transmitted between
parents and their offspring genetically encoded in DNA, andthey are ma-
terialized in the form of relatively fixed interactions between components
of the nervous system and general physiology. In humans the programs of
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action are themselves products that can have a representation external to the
organism, in speech or some form of notation. Speech and notation act both
as a means of transmission between individuals, and as a possible form of
materialization of work programs while the work is being carried out—as
for example, when one cooks from a recipe or follows a knitting pattern.
The ability to make and distribute new work programs distinguishes human
labour from that of bees and is the key to cultural evolution.

But even the work of transport requires a program of action, requires
guidance if it is to reduce entropy. Transport is not diffusion. It moves con-
centrated masses of material between particular locations, it does not spread
them about willy nilly. Without guidance there is no entropyreduction. A
horse, blessed with eyes and a brain as well as big muscles, will partially
steer itself, or at least will do better than a bicycle or car in this respect. But
teams still needed teamsters, if only to read signposts.

The steam railway locomotive revolutionized land transport in the nine-
teenth century, quickly replacing horse traction for long overland journeys.
Guidance by steel track made steam power the great concentrator, bringing
grain across prairies to the metropolis. Railway networks are action pro-
grams frozen in steel, their degrees of freedom discrete andfinite, encoded
in points. Point settings, signaled by telegraph, coordinate the orderly move-
ment of millions of tons according to precise published timetables. Human
work did not all lend itself so readily to mechanization.
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PROBLEMATIZING INFORMATION

Cockshott

We have suggested that doing purposeful productive labour typically re-
duces entropy. Such entropy-reducing work requires information in two
forms, an action plan or capacity for behaviour, and information coming
in from the senses to monitor the implementation of the action plan. Pro-
ductive labour also involves work in Watt’s sense of overcoming physical
resistance. As such it consumes energy and produces an entropy increase
in the environment that more than compensates for the entropy reduction
effected in the object of labour. We have also seen how Maxwell postulated
that it should be possible to reduce the entropy of a gas if there existed a
being small enough to sort molecules. In this case the being would be using
information from its senses, and in its action plan, to produce an entropy
reduction in the gas with no corresponding increase elsewhere. Up to now
we have not rigorously defined what we mean by information. Once this is
done, we shall see the deeply hidden flaw in Maxwell’s argument.

2.1 THE SHANNON–WEAVER CONCEPT OF INFORMATION

The philosopher Bachelard (1970) argues that the formationof a science
is characterized by what he calls an ‘epistemological break’, which demar-
cates the language and ideas of the science from the pre-scientific discourses
that appeared to deal with the same subject matter. Appearedto deal with
the same subject, but did not really do so. For one of the characteristics
of an epistemological break is a change in theproblematic, which means
roughly, the set of questions to which the science provides answers. With

37
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the establishment of a science the conceptual terrain shifts both in terms
of the answers given and, more importantly, in terms of the questions that
researchers regard as relevant.

The epistemological break that established information theory as a sci-
ence occurred in the middle of the last century and is closelyassociated
with the name of Claude Shannon. We saw how Watt, seeking to improve
the efficiency of steam pumps, contributed not only to an industrial rev-
olution, but to a scientific revolution when he asked questions about the
relationship between work and heat. From this problematic were born both
a convenient source of power, and our understanding of the laws of thermo-
dynamics. Shannon’s revolution also came from asking new questions, and
asking them in a very practical engineering context. Shannon was a tele-
phone engineer working for Bell Laboratories and he was concerned with
determining the capacity of a telephone or telegraph line totransmit infor-
mation. Watt formalized the concepts of power and work in an attempt to
measure the efficiency of engines. Shannon (1948) formalized the concept
of information through trying to measure the efficiency of communications
equipment. Practice and its problems lead to some of the mostinteresting
truths.

To measure the transmission of information over a telephoneline, some
definite unit of measurement is needed, otherwise the capacity of lines of
different quality cannot be meaningfully compared. According to Shannon
the information content of a message is a function of how surprised we
are by it. The less probable a message the more information itcontains.
Suppose that each morning the radio news told us “We are glad to announce
that the Prime Minister is fit and well.” We would soon get fed up. Who
would call this news? It conveys almost no information. “Reports are just
reaching us of the assassination of the Prime Minister.” That is news. That
is information. That is surprising.

A daily bulletin telling us whether or not the Prime Ministerwas alive
would usually tell us nothing, then on one day only would giveus some
useful information. Leaving aside the circumstances of hisdeath, if an an-
nouncement were to be made each morning, there would two possible mes-
sages

0 ‘The P.M. lives’

1 ‘The P.M. is dead’
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Binary Code Length Meaning Probability

0 1 False, False 4
9

10 2 False, True 2
9

110 3 True, False 2
9

111 3 True, True 1
9

Table 2.1: A possible code for transmitting messages that are true1
3 of the

time

If such messages were being sent over the sort of telegraph system that
Shannon was concerned with, one could encode them as the presence or
absence of a short electrical pulse, as a binary digit or ‘bit’ in the widely
understood sense of the word. Shannon defines a bit more formally as the
amount of information required for the receiver of the message to decide
between two equally probable outcomes. For example, a sequence of tosses
of a fair coin can be encoded in 1 bit per toss, such that heads are 1 and tails
0.

What Shannon says is that if we are sending a stream of 0 or 1 messages
affirming or denying some proposition, then unless the truthand falsity of
the proposition are equally likely these 0s and 1s contain less than one bit
of information each. In that case there will be a more economical way of
sending the messages. The trick is not to send a message of equal length
regardless of its content, but to devise a system where the more probable
message-content gets a shorter code.

For example, suppose the messages are the answer to a question which
we know a priori will be true one time in every three messages.Since the
two possibilities are not equally likely Shannon says therewill be a more
efficient way of encoding the stream of messages than simply sending a 0 if
the answer is false and a 1 if the answer is true. Consider the code shown
in Table 2.1. Instead of sending each message individually we package the
messages into pairs, and use between one and three binary digits to encode
the 4 possible pairs of messages. Note that the shortest codegoes to the
most probable message, namely the sequence of two ‘False’ answers with
probability 2

3× 2
3 = 4

9. The codes are set up in such a way that they can be
uniquely decoded at the receiving end. For instance, suppose the sequence
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‘110100’ is received: checking the Table, we can see that this can only be
parsed as 110, 10, 0, or True, False, False, True, False, False.

To find the mean number of digits required to encode two messages we
multiply the length of the codes for the message-pairs by their respective
probabilities:

4
9

+2× 2
9

+3× 2
9

+3× 1
9

= 1
8
9
≈ 1.889 (2.1)

which is less than two digits.
Shannon came up with a formula which gives the shortest possible en-

coding for a stream of distinct messages, given the probabilities of their
individual occurrences.

H =−
n

∑
i=1

pi log2 pi (2.2)

The mean information content of an ensemble of messages is obtained by
weighting the log of the probability of each message by the probability of
that message. He showed that no encoding of messages in 1s and0s could
be shorter than this. The formula gave him an irreducible minimum of the
number of bits needed to transmit a message stream: this minimum was, he
said, the real information content of the stream. Using Shannon’s formula
we can calculate the information content of the data stream encoded in the
example above.

−4
9
× log2

4
9
− 2

9
× log2

2
9
− 2

9
× log2

2
9
− 1

9
× log2

1
9
≈ 1.837 (2.3)

Since our code used 18
9 ≈ 1.889 bits for each pair of messages, we see that

in principle a better code may exist.
In his 1948 article Shannon notes:

Quantities of the formH = −∑n
i=1 pi logpi play a central role in in-

formation theory as measures of information, choice and uncertainty.
The form of H will be recognized as that of entropy as defined in
certain formulations of statistical mechanics wherepi is the proba-
bility of a system being in celli of its phase space.H is then, for
example theH in Boltzmann’s famousH theorem. We shall call
H =−∑ pi logpi the entropy of the set of probabilitiesp1, ..., pn.
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input from output to Comment
A B A B

No No No No No molecules involved
No Yes No Yes Door shut, molecule bounces back to B
Yes No No Yes Molecule goes from A to B
Yes Yes Yes Yes Molecules bounce off one another

Table 2.2: The action plan of the demon

Shannon thus discovers that his measure of information is the same as
Boltzmann’s measure of entropy and decides that entropy andinformation
are the same thing. Armed with this realization we can go backto the prob-
lem left to us by Maxwell. Could a sufficiently tiny entity violate the laws
of thermodynamics by systematically sorting molecules?

Physicists have concluded that it is not possible. Szilard (1964), for
example, pointed out that to decide which molecules to let through, the de-
mon must measure their speed. He showed that these measurements (which
would entail bouncing photons off the molecules) would use up more energy
than was gained. Maxwell’s demon, to vary the theological metaphor, was
adeus ex machina(like Newton’s God), able to know by immaterial means;
Szilard’s advance was to emphasize that knowledge or information is phys-
ical and can only come about by physical means. Brillouin (1951) extended
Szilard’s analysis by pointing out that at a uniform temperature, black body
radiation in the cavity would be uniform in all directions, preventing the de-
mon from seeing molecules unless he had an additional sourceof light (and
hence energy input).

It is possible, however, to build an automaton that acts as a Maxwell
demon for a lattice gas. As we said before such gases can be simulated in
software, or in hardware (see Figure 2.1), with each gas cellrepresented by a
rectangular area of silicon and the paths taken by the molecules represented
by wires. In such a system the demon himself is an automaton, alogic
circuit, as in Figure 2.2. A circuit like this really does work: it transfers
virtual gas molecules from chamber A to chamber B. Why does this work
in apparent conflict with the laws of thermodynamics?

The behaviour of the demon is summarized in Table 2.2. Noticethat
while there are 4 possible combinations of input conditions, there are only
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Figure 2.1: A lattice gas can be built in electronic hardware: each gas cell
is represented by a rectangular area of silicon and the pathstaken by the
molecules are represented by wires.
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A
N

D

OR

particle arriving from B

particle arriving from A

particle entering A

particle entering B

Demon Cell

Chamber A Chamber B

Figure 2.2: In a lattice gas, Maxwell’s demon can be implemented with this
logic circuit.

3 combinations of output conditions. This implies that we are moving from
a system with a higher thermodynamic weight to one with a lower weight,
which is what we would expect for an entropy-reducing machine. Just how
much it reduces entropy depends on the probabilities of occurrence of in-
coming particles from each side.

Suppose that the system is in equilibrium and that the probability of
occurrence of a particle on the incoming paths on each side is50 percent in
each time interval. In that case each of the 4 possible input configurations
in Table 2.2 is equiprobable and has an entropy of 2 bits= log24. Applying
Shannon’s formula (2.2) to the output configurations we get

1
4

log24+
1
2

log22
1
4

log24 =
1
4
×2+

1
2
×1+

1
4
×2 = 1

1
2

(2.4)

an entropy reduction of half a bit per time step. The key to howthis can hap-
pen lies in the nature of the components used, logic gates forthe functions
AND and OR.

Landauer (1961) pointed out that any irreversible logic gate must destroy
encoded information and in the process must dissipate heat.An irreversible
logic gate is one whose inputs can’t be determined from an examination
of their outputs. Consider gates with two inputs and one output, such as
the AND and OR gates whose truth functions are tabulated in Table 2.3.
Roughly speaking they take two bits in and generate one bit out, thus de-
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x y x AND y x ORy
false false false false
false true false true
true false false true
true true true true

Table 2.3: Tabulation of the functionsx AND y, x ORy

stroying information within the system defined by the lines connecting the
gates. Landauer argues that the lost information, i.e., theentropy reduction
within the logic circuit, results in an increase in the entropy of the environ-
ment. Each time a logic circuit of this type operates, the lost internal entropy
shows up as waste heat. By applying Shannon’s formula (2.2) to the output
of the AND gate we get the following:

Output pi −pi log2 pi

false 3
4 ≈ 0.311

true 1
4 0.5

1 0.811

The output has an entropy oflessthan one bit. Given that 2 bits of infor-
mation went into the gate, a total of 1.189 bits are lost in processing the
inputs. Since the probability structure of OR gates is the same, a similar
information loss occurs going through these.

2.1.1 Information engines as heat engines

Boltzmann’s constant (see equation 1.2) has the dimension joules per log-
state degree Kelvin. Landauer saw that one can use this constant to convert
entropy in Shannon’s form, measured in log-states, to energy. The equation
he established is

e= ln(2)ktb (2.5)

e represents the energy-equivalent,t is temperature in degrees Kelvin,b is
the number of bits, andk is Boltzmann’s constant, which has a value of
about 1.38× 10−23 joules per degree Kelvin. The remaining term in the
conversion is the natural log (ln) of 2, to get us from the natural logarithms
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used by Boltzmann to the base-2 logarithms used in Shannon’sinformation
theory.

Using Landauer’s equation we can calculate the heat energy,eAND, gen-
erated by a single operation of an AND gate, in which 1.189 bits are lost:

eAND = 1.189ln(2)kt

At room temperature, or roughly 300◦ Kelvin, this is 3.4×10−21 joules each
time the gate switches. This is a very, very small quantity ofenergy which is
at present mainly of theoretical interest. What it represents is the theoretical
minimal energy cost of operating a two-input irreversible logic gate.

Now look again at the demon cell in Figure 2.2, which has a pairof input
logic gates. The process of deciding whether to open or closethe trapdoor
must consume certain minimum Landauer-energy. The energy consumed by
the logical decision to open or close the barrier makes the demon ineffective
as a power source.

Watt started out investigating how to convert heat into workefficiently;
he was concerned with minimizing the heat wasted from his engines. Since
Landauer we have known that information processing, too, must dissipate
heat, and that information processing engines are ultimately constrained by
the same laws of thermodynamics as steam engines. We can calculate the
thermodynamic efficiency of an information processing machine just as we
calculate the efficiency of a steam engine. If a processor chip of the year
2000 had roughly 6 million gates and was clocked at 600Mhz, its dissipation
of Landauer energy would then be(600×106)×(6×106)×(3.4×10−21) =
16.3µw, or 16 millionths of a watt. This is insignificant relative to the elec-
trical power consumption of the chip, which would be of the order of 20
watts. It implies a thermodynamic efficiency of only around 0.0001%. As a
point of comparison, steam engines prior to Watt had an efficiency of about
0.5%. The steam turbines in modern power stations convert around 40%
of the heat used into useful work. Two centuries of development raised the
efficiency of steam power by a factor of about 100.

In thermodynamic terms a Pentium processor looks pretty poor com-
pared to an 18th century steam engine: the steam engine was 500 times
more efficient! But if compare a Pentium with the Manchester Mk1, the
first electronic stored program computer1, we get a different perspective.

1See:Lavington (1978),and Lavington (1980)
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The Pentium has at least a thousand times as many logic gates,has a switch-
ing speed a thousand times greater and uses about one hundredth as much
electrical power as the venerable valve-based Mk1. In termsof thermal effi-
ciency, this represents an improvement factor of 100,000,000 in fifty years.
If improvements in heat engine design from Watt to Parsons powered the
first two industrial revolutions, the third has benefited from an exponential
growth in efficiency that was sixteen times as rapid.2

We know from Carnot’s theory that there is little further room for im-
provement in heat engines. Most of the feasible gains in their efficiency
came easily to pioneers like Watt and Trevithick. We’re now left with
marginal improvements, such as the ceramic rotor blades that allow tur-
bine operating temperatures to creep up. In the case of computers too, effi-
ciency gains will eventually become harder to attain. Thereis still, to quote
Feynman, “plenty of room at the bottom”. That is, there is mileage yet in
miniaturization. We have room for about a million-fold improvement before
computers get to where turbines now are. However, as we take into account
the growing speed and complexity of computers, the thermodynamic con-
straint on data processing will come to be of significance. Onthe one hand,
if the efficiency of switching devices continues to grow at its current rate,
they will be at close to 100% in about 30 years. On the other hand, as com-
puters get smaller and faster the job of getting rid of the Landauer-energy,
thrown out as waste heat, will get harder. In the 27 years following the in-
vention of the microprocessor the number of gates per chip rose by a factor
of some 3000. Processor speeds increased about 600-fold over the same
period. Table 2.4 projects this rate of growth into the next century.

From being insignificant now, Landauer heat dissipation becomes pro-
hibitive in about 30 years. A microprocessor putting out several kilowatts,
as much as several electric heaters, is not a practical proposition. There is a
time limit on the current exponential growth in computing power.

That is not to say that computer technology will stagnate in 40 years.
Landauer’s equation (2.5) has a free variable intemperature. If the com-
puter is super-cooled, its heat dissipation falls. But oncewe’re in that game
the rate of improvement in computer performance comes to be limited by
improvements in refrigeration technology, and these are unlikely to be so
dramatic.

2Heat engine efficiency improved about ten-fold per century.Information engines have
been improving at a factor of about 1016 per century.
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year gates clockspeed landauer watts

2000 8×106 600Mhz 16.3µw
2005 3.4×107 1.9Ghz 230µw
2010 1.5×108 6.4Ghz 3.24mw
2015 6.4×108 21Ghz 45.7mw
2020 2.8×109 68Ghz 643mw
2025 1.2×1010 224Ghz 9.06w
2030 5.1×1010 733Ghz 128w
2035 2.2×1011 2.4Thz 1.80Kw
2040 9.5×1011 7.8Thz 25.4Kw

Table 2.4: Projected Landauer heat dissipation in 21st century computers
operating at 300◦ Kelvin.

2.2 ENTROPY REDUCTIONS IN ACTION PROGRAMS

Maxwell’s demon cannot exist for real gases, but it can for lattice gases. If
the demon really existed, he would reduce the laws of thermodynamics to
the status of an anthropocentric projection onto reality. Lattice-gas devils,
on the other hand, are not a threat to physics. They reduce theentropy
of the gas, but only because they use logic gates with an external source
of power. Nonetheless, their structure suggests somethingimportant. The
demon reduces the entropy of the gas thanks to an action program which
has four possible input states and only three possible output states.

We would suggest that this is not accidental: it would seem thatall pro-
duction processes that produce local reductions in entropyare guided by an
entropy-reducing action program. Consider the bee once again, this time
in its capacity as forager. In Maxwell’s original proposal,the demon used
its refined perception to extract energy from chaos. In reality a bee uses its
eyes to enable it to extract energy from flowers. Were bees unable to see
or smell flowers, their energy would be expended in aimless wandering fol-
lowed by starvation. The bee uses information from its senses to achieve
what, from its local viewpoint, is a reduction in entropy—the maintenance
of homeostasis—albeit at a cost to the rest of the universe. To achieve this it
requires a nervous system that performs entropy reduction on the input data
coming into its visual receptors. At any given instant the bee’s compound
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eyes are receiving stimuli from the environment. The numberof possible
different combinations of such stimuli is vastly greater than the number of
instantaneous behavioural responses that it has while in flight—the modula-
tion of the beat strength of a small number of thoracic muscles. In selecting
one appropriate behavioural response out of a small repertoire, in response
to a relatively large quantity of information arriving at its eyes, the bee’s
nervous system functions in the same sort of way as the AND gate in the
demon-automaton of Figure 2.2. Having fewer possible outputs than inputs,
it discards information and reduces entropy.

2.3 ALTERNATIVE VIEWS OF INFORMATION

We have come across two approaches to the idea of entropy so far, deriv-
ing from classical thermodynamics and Shannon’s communication theory
respectively. From the 1960s onwards a third version has developed: that
of computational complexity. Where classical concepts of entropy derived
from mechanical engineering, and Shannon’s concept from telecommuni-
cations engineering, the latest comes from computer science. The key con-
cepts appear to have been independently developed by Chaitin (1999) in the
US and Kolmogorov in Russia. Their presentation, while not contradicting
what Shannon taught, gives new insights that are particularly helpful when
we come to consider the role that information flows play in mass production
industries.

2.3.1 The Chaitin–Kolmogorov concept of information

Chaitin’s algorithmic information theory defines the information content of
a number to be the length of the shortest computer program capable of gen-
erating it. This introduction of numbers is a slight shift ofterrain. Shannon
talked about the information content ofmessages. Whereas numbers as such
are not messages, all coded messages are numbers. Consider an electroni-
cally transmitted message. It will typically be sent as a series of bits, ones
and zeros, which can be considered as a binary number. An information
theory defined in terms of numbers no longer needs the supportof a priori
probabilities. Whereas Shannon’s theory depended upon thea priori proba-
bility of messages, Chaitin dispenses with this support.

As an example of the algorithmic approach consider the Mandelbrot set
picture in Figure 2.3. This image is created by a very simple computer
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Figure 2.3: The Mandelbrot set, a complex image generated from a tiny
amount of information.

program.3 Although the image file for the picture is large, about 6 million
bits, a program to generate it can be written in a few thousandbits. If one
wanted to send the picture to someone who had a computer, it would take
fewer bits to send the program than to send the picture itself. This only
works if both sender and receiver have computers capable of understanding
the same program. Chaitin’s definition of information has the disadvantage
of seeming to make it dependent upon particular brand of computer used.
One could not assume that the length of a program to generate the picture
would be the same on an Apple as on an IBM.

In principle one could chose any particular computer and fix on it as
the standard of measure. Alternatively one could use an abstract computer,
much as Watt used an abstract horse. Chaitin follows Watt, using agedanke-
napparat,the Universal Turing Machine, as his canonical computer. Thus

3In fact it uses the formulaz= z2 +c wherez is a complex number.
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he defines the information content of a sequenceS as the shortest Turing
machine tape that would cause the machine to halt with the sequenceSon
its output tape.4

Randomness and pi

An unsettling result from information theory is that randomsequences of
digits contain more information than anything else. According to common
sense, information is the very opposite of randomness. We feel that in-
formation should be associated with order, but Shannon’s identification of
information and entropy amounts to equating information with disorder. To
illustrate this let’s compare a long random number withπ. We know from
Shannon that 1 million tosses of a fair coin generates 1 million bits of infor-
mation. On the other hand, from Chaitin we know thatπ to a precision of
a million bits contains much less than 1 million bits, since the program to
computeπ can be encoded using much fewer bits. Thusπ must contain less
information than a random sequence of the same length.

But what do we mean by random? And how can we tell if a number
is random? The answer now generally accepted was provided byAndrei
Kolmogorov, who defined a random number asa number for which there
exists no formula shorter than itself. By Chaitin’s definition of information
a random number is thus incompressible: a random number ofn bits must
containn bits of real information.

A fully compressed data sequence is indistinguishable froma random
sequence of 0s and 1s. This not only follows directly from Kolmogorov and
Chaitin’s results but also from Shannon, from whom we have the result that
for each bit of the stream to have maximal information it mustmimic the
tossing of a fair coin: be unpredictable, random.

We have a paradox: one million digits ofπ are more valuable and more
useful than one million random bits. But they contain less information.
They are more valuable because they are harder to come by. They are more
useful because a host of other formulae useπ. They contain less informa-
tion because each and every digit ofπ was determined, before we started

4There is, in principle, no algorithm for determining the shortest Turing Machine
tape for an arbitrary sequence. 3÷ 7 is a rule of arithmetic, an algorithm that gener-
ates the sequence 0.428571428571. So this sequence is presumably less random than
0.328571428771 (we changed two digits). But in practice we can never be sure.
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calculating it, byπ’s formula. Thus in a sense the entire expansion ofπ
is redundant if we have its formula. Valuable objects are generally redun-
dant. We thus have three concepts that we must distinguish with respect to
sequences: their information content, their value, and their utility.

Concept Meaning

Information Length of program to compute the sequence.
Value Cycles it takes to compute the sequence.
Utility The uses to which the sequence can be put.

Thevalueof a sequence is measured by how hard we must work to get
it. π is valuable because it is so costly to calculate. We can measure the cost
by the number of machine cycles a computer would have to go through to
generate it.5 As with information content, this definition is dependent upon
what we take as our standard computer. A more advanced computer can
perform a given calculation in fewer clock cycles than a moreprimitive one.
For theoretical purposes any Universal computer will do. Information theo-
rists typically use machine cycles of the Universal Turing Machine (UTM)
for their standard of work. We will follow them in defining theinformation
content of a sequence in terms of the length of the UTM programthat gen-
erates it, and the value of a sequence in terms of the UTM cycles to compute
it.

Now the UTM is an imaginary machine, a thought experiment, living in
the platonist ideal world of the mathematician. Its toils are imaginary, con-
suming neither seconds nor ergs; its effort is measured in abstract cycles.
But any physical computer existing in our material world runs in real time,
and needs a power supply. Valuable numbers—tomorrow’s temperature for
example—whose computation requires large number of cycleson the Met
Office super computers, take real time and energy to produce.The time
depends on clock speed, and the energy depends on the computer’s thermo-
dynamic efficiency.6 If we abstract from changes in computer technology,
information value in UTM cycles is an indication of the thermodynamic cost

5We are identifying the value of a sequence with what?althusser70 calls its logical
depth. The homology with Adam Smith’s definition of value should be evident.

6The UTM plays, for computational complexity theory, the role of Marx’s “labour of
average skill and intensity” in the economic theory of value. Improvements in computer
technology are analogous to changes in the skill of the worker.
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of producing information. It measures how much the entropy of the rest of
the universe must rise to produce the information.7

Having traced the conceptual thread of entropy from Boltzmann through
Shannon to Chaitin, it is worth taking stock and asking ourselves if Chaitin’s
definition of entropy still makes sense in terms of Boltzmann’s definition.
To do this we need to move from numbers to their physical representation.
A material system can represent a range of numbers if it has sufficient well-
defined states to encode the range. Will a physical system in astate whose
number has, according to Chaitin, a low entropy, have a low entropy accord-
ing to classical statistical mechanics?8

What we will give is not a proof, but at least a plausible argument that
this will be true. As agedankenexperiment we will consider a picture of
the Mandelbrot set rendered on digital paper. Digital paperis a proposed
display medium made of thin films of white plastic. In the upper layer of
the plastic there is a mass of small bubbles of oil, in the middle of each of
which floats a tiny ball. One side of the ball is white and the other black.
Embedded within the ball is a magnetized ferrite crystal with its North pole
pointing towards the black end.9 If the paper is embedded in an appropriate
magnetic field all of the balls can be forced to rotate to have their white half
uppermost, making the paper appear white. Applying a South magnetic pole
to a spot on the paper will leave a black mark where the balls have rotated to
expose their dark half. When it is passed through an appropriate magnetic
printer, patterns can be drawn. A sheet of digital paper witha Mandelbrot
set image on it nicely straddles the boundary between an industrial product
and a number or information structure.

According to algorithmic information theory, the Mandelbrot set image
represents a relatively low entropy state, since the lengthof the program to
compute it contains fewer bits than the image. Does it also represent a low
entropy state in statistical mechanics?

The second law of thermodynamics states that the entropy of aclosed
system is non-decreasing. So we would expect that a picture of the Man-
delbrot state drawn on digital paper would tend to change into some other

7This is what Norretranders (1998) callsexformation.
8We need this step if we are to apply Chaitin’s theory to labourprocesses that produce

real physical commodities. We need an epicurean not a platonist theory.
9We are giving a somewhat stylized account of digital paper for the purposes of this

argument.
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low entropy

higher entropy

Figure 2.4: Configurations of parallel poles are unstable and tend to evolve
towards the anti-parallel configuration.

picture whose state would represent a higher entropy level.In fact there are
good physical reasons why this will take place. If a local area is all white or
all black, the magnetic poles are aligned as shown in the top of Figure 2.4.
In this configuration the like poles tend to repel one another, and over time
some of the poles will tend to flip to the configuration shown inthe bottom
half of the diagram.

The rate at which this occurs depends upon the temperature, the viscos-
ity of the fluid in which the balls are suspended, and so on, butin the long
run entropy will take hold. The image will gradually degradeto a higher
entropy state, both in thermodynamic terms and in algorithmic terms. The
program necessary to produce the degraded picture is bound to be longer
than the program that produced the pristine one. Hence thermodynamic and
algorithmic entropy measure the same scale.

The example we have given is stylized but the thermodynamic degrada-
tion of digital information is not hypothetical. Magnetic tape libraries have
a finite life because of just this sort of flipping of the magnetized domains
on which the information is stored.

2.4 RANDOMNESS AND COMPRESSIBILITY

You may find at this point that reason in you rebels at the idea that infor-
mation content and randomness are equivalent. But this is what information
theory teaches us, so it is worth considering and trying to resolve several
apparent paradoxes that arise from information theory.

Kolmogorov identifies the randomness of a number with its incompress-
ibility (via his “no shorter formula” proposition). There seems to be a
contradiction—or at least a strong tension—between this conception of ran-
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domness as a propertyof a numberand the “ordinary” conception of ran-
domness as a property of amechanism for generating numbers. (As in the
statisticians’ talk of a “random variable” as a variable whose values are de-
termined by the outcome of a “random experiment”.)

2.4.1 Random numbers contain non-random ones

To expose the tension, consider a random number generator (RNG). Sup-
pose it’s a true quantum RNG, set to produce a series of uniformly dis-
tributed ten-digit numbers. The standard definition of randomness would
be that every ten-digit number is produced with equal probability (and the
drawings are independent, previous drawings do not affect subsequent ones).
Thus if we leave our RNG running for a while, it’s bound to produce num-
bers such as 1111111111 and 0123456789. But these are not “random num-
bers” on the Kolmogorov definition. The paradox is then that the output of a
random number generator (i.e. a device that generates numbers at random)
is bound to include nonrandom numbers.

In these examples we have non-random sub-sequences of the output of
the RNG. This is not a valid objection, as we have to take the entire output
of the RNG up to some large number of digits, in order to obtainthese
sub sequences that appear non-random. So these short subsequences are
not produced by the random number generator, but, strictly speaking, by a
Turing machine program that is a prefix to the random number generator,
and which searches for patterns like 1111111111111 in the output of the
RNG. The Algorithmic Information Theory approach to this would be to
add the information content of the program which generated the sequence
to the program which selected for the “non-random” sub sequences.

2.4.2 Randomness of a number as opposed to of a generator.

In standard statistical parlance it doesn’t really make sense to talk of a ran-
domnumberas such, as opposed to a randomvariableor a random number
generator(where the adjective “random” attaches to the generator, i.e. it’s a
random generator of numbers rather than a generator of random numbers).
Kolmogorov defines “random number”, in a way that seems to conflict with
the standard view.

But this is just a divergence between what we commonly understand as
a number in statistics and how a number is defined in computational com-
plexity theory. By number the Algorithmic Information Theory just means
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a sequence of digits. Since any sub-sequence of digits is also a number, for-
malisations in terms of numbers also provide for formalisation in terms of
finite sequences of numbers. Thus a sufficiently large numbercan be treated
as a generator of smaller numbers.

2.5 INFORMATION AND RANDOMNESS

To get at the second paradox we will report a little experiment. We have an
ASCII file of the first eleven chapters of Ricardo’sPrinciples: it’s 262899
bytes. We ran thebzip2 compressor on it and the resulting file was 61193
bytes, a bit less than quarter of the size. Suppose for the sake of argument
that bzip210 is a perfect byte-stream compressor: in that case the 61193
bytes represent the incompressible content of the Ricardo chapters. They
measure the true information content of the larger file, which contains a
good deal of redundancy. That idea seems fair enough.

The second part of the experiment was to generate another fileof 262899
bytes of printable ASCII characters (the same length as Ricardo), this time
using a random number generator11, and runningbzip2 on the resulting file
produced a compression to slightly over 80 percent of the original size.

The first question is why we get any compression at all on the “random”
ASCII files?

Our bytes are printable characters. These are drawn from a subset of
the possible byte values12, and as such all, the possible byte values are not
equiprobable. Thus the stream is compressible.

The next question concerns the information content of the various files.
Suppose we have already accepted the idea that the 61193 bytes of bzipped
Ricardo represent the irreducible information content of the original Ricardo
file. Then by the same token it seems the 218200 (or so) bytes ofbzipped
rubbish from the random number generator represent the trueinformation
content of the (pseudo-)random byte stream. The rubbish contains almost
four times as much information as the Ricardo. This is very hard to swallow.

The point here is that standard data compression programs use certain
fixed algorithms to compress files. In this case an algorithm known as

10A publicly available data compression program.
11the rand() function in the GNU C library
12There are 256= 28 possible values for 8 bit bytes.
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Lempel-Ziv13 is used. Lempel-Ziv does not know how to obtain the maxi-
mum compression of the stream—which would be an encoding of the ran-
dom number generating program. One can not make a general purpose com-
pressor that will obtain the maximum possible compression of any stream.
One can only produce programs that do a good job on a large variety of
cases.

We make the distinction between information as such and utility, and in
those terms it’s clear that the Ricardo is of much greater utility than the rub-
bish. Even so, intuition rebels at the idea that the rubbish carriesany infor-
mation. We have a conception of “useless information” alright, but it seems
doubtful that a random byte stream satisfies the ordinary definition of use-
less information. In ordinary language information has to be aboutsome-
thing; and it’s useless if it’s about something that is of no interest. For me,
the weekly guide to Cable TV programming may contain uselessinforma-
tion. It’s of no more interest to me than a random byte stream.Nonetheless,
I recognize that it does contain (quite a lot of) information; it is certainly
about something.

In classical political economy use-value is neither the measure nor the
determinant of value, but nonetheless it’s anecessary conditionof value. If
a product has no use-value for anyone then it has no value either, regardless
of how much labour time was required for its production. Can we say that
the utility of a message is not the measure of its informationcontent, but if
a “message” is of no potential use to anyone (is not about anything) then it
carries no information, regardless of its incompressible length?

No. Information exists even if it is not useful. Take the caseof hiero-
glyphs prior to the discovery of the Rosetta stone.14 They were meaningless
until that was discovered, useless in other words. Once it was discovered
they became useful historical documents. Their information content was
not createdex-nihilo by Champollion, but must have been there all along.
Similarly, the works of Ricardo in Chinese contain no information to me,
are of no use to me, but they still contain information.

13Ziv and Lempel (1978).
14The inscription on the Rosetta Stone, is a decree for King Ptolemy V Epiphanes dating

from March 196 BC. It is repeated in hieroglyphs, demotic andGreek. By using the Greek
section as a ‘key’ scholars realised that hieroglyphs were not ideograms, but that they
represented a language. Jean-François Champollion (AD 1790-1832), realised in 1822 that
they represented a language which was the ancestor of Coptic.
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In the end, whether information is useful to us concerns our selfish ther-
modynamic concerns. Does it enable us to change the world in away that
saves us work or produces us energy?

This is an anthropospective projection. It is not a propertyof the infor-
mation but a property of the user of the information, which iscast back onto
the information itself. Information theory in its epistemological break, had
to divest itself of anthropospective views, just as astronomy and biology had
to.

The “digital paper” example suggests one further paradox onthe issue
here. Let’s go back to the ASCII Ricardo. Its incompressiblelength was
(according to bzip2) 61193 bytes. Now suppose the hard driveis exposed
to radiation that results in random bit-flipping, which changes some of the
bytes in the Ricardo file. At some later point we try compressing the file
again. We find that it won’t compress as well as before. Its information
content has increased due to the random mutation of bytes! Meanwhile,
of course, its value as representation of what Ricardo said is eroding. Is it
possible to make any sense of this?

Yes. The degraded work contains more information since to reconstruct
it one would need to know the trajectories of the cosmic rays which de-
graded the stored copy, plus the original copy. We may not be interested in
the paths of these cosmic rays,15 but it is additional information, provided
to us courtesy of the Second Law.

15In other circumstances, archeological dating for example,such radiation damage gives
us useful information.
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CHAPTER3

LABOUR PRODUCTIVITY

Cockshott

Those who possess rank in a manufacturing country, can scarcely be
excused if they are entirely ignorant of principles, whose development
has produced its greatness. The possessors of wealth can scarcely be
indifferent to processes which, nearly or remotely have been the fer-
tile source of their possessions. Those who enjoy leisure can scarcely
find a more interesting and instructive pursuit than the examination of
the workshops of their own country, which contain within them a rich
mine of knowledge, too generally neglected by the wealthierclasses.
(Babbage (1832), Preface.)

3.1 RAISING PRODUCTION IN GENERAL

In this chapter we examine the means by which labour productivity in-
creases over time. The level of our analysis here is essentially technical.
We are looking at productivity in physical terms rather thanin value terms.
We are not at this point interested in how many Euros’ or dollars’ worth of
output each worker produces per hour. Instead we are lookingat physical
production—tons of steel, meters of rope, numbers of cars, and so on.

This concentration on physical productivity means that ourfocus is not
only limited to technical considerations, it is also narrow, looking at one
industry at a time. We cannot yet look at the economy in general since,
by abstracting from prices or other means of valuation, we have deprived
ourselves of any scale by which we could measure the nationalproduct. The

59
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total product of the economy comprises a heterogenous mixture of goods.1

For the moment we will consider one product at a time, and the natural units
of that product will provide us with our scale.

We are primarily interested in the flow of product per unit time—17 mil-
lion tons of steel per year, 15 meters of cloth per hour. We arealso interested
in product flow per unit time per worker since this is the dimension along
which the wealth of society in general increases.2

There are three fundamental ways by which the flow through anypro-
duction process can be increased.

(1) Accelerating the production cycle.

(2) Parallelizing production.

(3) Eliminating wasted effort.

These basic methods apply whether the production process ishuman
or animal, mechanical or biological, carried out by men, bees or robots.
Examination of them will provide the main substance of the chapter.

3.1.1 Entropy analysis

Before going into the above-mentioned methods of increasing productivity,
we shall first extend our analysis of information and entropyto look at the
changes in entropy that take place in during industrial production.

We have already considered the thought experiment of digital paper. We
showed that if you wrote text on it, although this text represented informa-
tion, it contained much less information than the paper potentially could. If
we transfer what we have learned from this example to ordinary paper and
the process of producing a book we see that the production process encom-
passes two opposite phases.

First, we have the production of the paper. This is an entropy-reducing
process. The blank sheets of paper obviously have low information content
with respect to human language, but they also constitute a low entropy state
with respect to the raw material. In a sheet of paper the cellulose fibres

1Technically speaking, it is avector, a list of numbers:[x tons of steel,y cars,zbarrels of
oil, ... ]. Vectors are a means of describing positions in multi-dimensional space. To get an
unambiguous measure of changes in production you need a scale to measure the changes,
a scalarquantity like $w.

2Abstracting for now from the division of this wealth betweenthe different classes in
society.
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are constrained in both orientation and position. With regard to orientation,
the fibres must lie in a plane rather than being free to take up any angle.
This implies a reduction in the volume of state space that thefibres occupy,
and thus, from Boltzmann, a corresponding reduction in entropy. The fibres
are also constrained to exist within a small volume a few hundredths of
a millimeter thick. This restriction in physical space obviously entails a
smaller entropy, as shown in our discussions of Maxwell’s daemon.

Second, there is the writing of the text—whether by hand, as in the dis-
tant past, or using a printing press. This is an entropy-increasingprocess.
Imagine that the text to be printed exists as binary data in a file on disk,
encoded using ASCII or UNICODE.3 Clearly the book contains this infor-
mation, since by sending the book in the post to someone we enable them
to recreate the relevant binary file. Thus, by the equivalence of information
and entropy, we have increased the entropy of the book relative to the blank
sheets of paper. For another perspective, consider the factthat while all
blank sheets are alike, printed sheets can be different. Thenumber of possi-
ble different pages that can be printed is so huge as to dwarf the concept of
astronomically large.4 Since entropy is logarithmically related to the num-
ber of possible states, the increase in the number of possible states implies
a rise in entropy.5

In the first phase a low-entropy material is created; in the second phase
the entropy of this material is increased in a controlled way. Initially natural
information is removed; subsequentlyanthropicor human-created informa-
tion is added. The natural information removed in the first stage is of no
interest to us, while that added in the second stage is dictated by our con-
cerns.

3ASCII is the American Standard Code for Information Interchange, a code which uses
7 bits to represent each letter or symbol. It is restricted tothe characters appearing on
US typewriters. UNICODE is a newer 16-bit code that can represent every letter or glyph
used in any of the world’s languages, including ideographicscripts like those of China and
Japan.

4If we allow 40 lines of 60 characters, with these characters drawn from a lexicon of all
of the world’s languages, we have of the order of some 1010000possible printed pages. For
comparison, the volume of the universe in terms of the Planckdimension—the quantum of
space, 10−35m—is of the order of 10210

5It may be objected that while there are a vast number of possible pages that could
be printed, we are only interested in printing a particular page. This is true, but it is the
particularity of the page that constitutes the added information and thus the added entropy.
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The first process—pulping wood, bleaching it, forming it into sheets,
drying it—has to use energy to produce the reduction in entropy. Thermo-
dynamics gives any local reduction in entropy its energy price. The second
process, increasing entropy, could in principle be done at no energy cost.6In
practice our technologies are not that efficient. Still, thepower consumption
of a printworks is a lot lower than that of a paper mill.

Considerable research is currently underway to develop nano-technologies
that use self-assembly of microstructures. In this case theincrease in en-
tropy that occurs as the structures acquire form and information occurs di-
rectly by thermodynamic means, albeit starting off from precisely controlled
compositions and temperatures (FIXME citation Witesides 95).

3.1.2 Replicated parts

Consider two books by two different authors, each 200 pages long, printed
with the same size of letters. Each has roughly the same amount of in-
formation added to the paper in the printing process, but in each case the
information is different. On the other hand two copies of a book have the
same information added. The added information is what on theone hand
differentiates books, and on the other makes replication possible.

It is easy to see the relevance of information theory to the printing in-
dustry. Its product, after all, contains information in theeveryday as well as
the technical sense of that word. Does this approach provideinsights into
how other production processes function?

For a rather different example, consider the process of producing cloth.
The starting material is wool or cotton fibres in a random tangled state. This
is first carded to bring the fibres into rough alignment, and then simultane-
ously twisted and drawn to spin the fibres into yarn. In the yarn both the
volume and orientation are sharply reduced. Energy is used to reduce the
entropy of the cotton. The weaving of the cotton then increases the entropy
by allowing two possible orientations of the fibres at right angles to one
another (or more if we take into account the differences in possible weave).

In the case of man-made fibres the extrusion and drawing processes that
precede spinning are designed to align the polymer molecules with the axis
of the fibres, again this is clearly an entropy reducing process.

6The not gate proposed for quantum computing is in principle amechanism by which
a process analogous to the printing of information onto blank paper can take place in a
reversible and thus non energy consuming way DiVincenzo (1995).
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Other industries that use thin, initially flat materials clearly have a lot in
common with printing. The manufacture of car body parts fromsheet steel,
or the garment industry, share the pattern of producing a lowentropy raw
material and adding information to it. In pressed steel construction, added
information is encoded in the shape of the dies used to form the car doors,
roof panels etc. We can quantify it using Chaitin’s algorithmic information
theory, as proportional to the length of the numerically controlled machine
tool tape that is used to direct the carving of the die. In the making up of
garments from bolts of cloth, the added information comes inthe form of
the patterns used to cut the cloth.

All of these involve the replication of standard products, dependent on
the existence of materialized information in the form of patterns and dies.
If steam powered the industrial revolution, the technologies of replication
were the key to mass production. The classic example of the importance
of accurate replication was in the production of the Colt revolver in the
mid 19th century. Prior to Colt establishing his factory thegun trade was
dominated by handicraft manufacturing techniques. The different parts of a
gun’s mechanism were individually made by a gunsmith so thatthey fitted
accurately together. While the components of an individualfowling piece
might fit together beautifully, if the hammer were removed from one gun, it
would be unlikely to fit accurately into another. Mass production required
the use of replicated interchangeable parts. For parts to beinterchangeable
they must be made to very precise tolerances. This improvement in accu-
racy of production involves the parts having a lower entropy, occupying a
smaller volume of phase space, than the old hand made parts. Again by
the equivalence of information and entropy this means that the standardized
parts embody less information than the hand made ones. This makes sense;
for example it may have been possible to identify the maker ofa hand made
gun, whereas this would be impossible with a standardized Colt.

In the 19th century, prior to the introduction of numerically controlled
machine tools, replicated parts had to be composed of circular and planar el-
ements which could be produced on lathes or milling machines. The limited
information content of these can be seen when you consider that in turning
a smooth bore gun barrel one only has to specify the inner and outer radii
and its length. If an axle and a bearing are being produced separately to fit
together, then one wants the uncertainty in the surface of the bearing, given
the surface of the axle, to be reduced below a certain limit.
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Figure 3.1: When inserting axle A into bearing B we want to minimize the
conditional informationH(B|A), between B and A.

Information theory analyses this in terms ofconditional entropy. The
Chaitin formulation of this is as follows: the conditional entropy of a char-
acter sequenceB dependent upon a sequenceA, which we write asH(B|A),
is given by the length of the shortest prefix Turing machine program that
when fed with the program forA will generateB.

How can we apply this concept to our previous mechanical example?
Let A stand for an encoding of our axle andB an encoding of our bearing (
Fig. 3.1). We divide space up into cells of a fixed size, let us say a 1

10th of
a millimeter on edge. If the space is occupied by metal we denote this with
a 1 otherwise we denote it by a 0. We can then use arrays of characters like
those in Fig. 3.2, to represent slices through the axle.

According to the Chaitin view, the information content of the cross sec-
tion through the axle is given not by this array of 1s and 0s butby the shortest
program to generate it. Here is an example of a short program that will print
out the pattern in Figure 3.2:

program circ ;
const

b: array [boolean ] of char =( ‘1’ , ‘0’ );
c =20;
r =18;

var
a: array [-c ..c ,-c ..c ] of boolean ;

begin
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00000000000000000000000000000000000000000
00000000000000000000000000000000000000000
00000000000000000000000000000000000000000
00000000000000000111111100000000000000000
00000000000000111111111111100000000000000
00000000000011111111111111111000000000000
00000000001111111111111111111110000000000
00000000011111111111111111111111000000000
00000000111111111111111111111111100000000
00000001111111111111111111111111110000000
00000011111111111111111111111111111000000
00000011111111111111111111111111111000000
00000111111111111111111111111111111100000
00000111111111111111111111111111111100000
00001111111111111111111111111111111110000
00001111111111111111111111111111111110000
00001111111111111111111111111111111110000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00001111111111111111111111111111111110000
00001111111111111111111111111111111110000
00001111111111111111111111111111111110000
00000111111111111111111111111111111100000
00000111111111111111111111111111111100000
00000011111111111111111111111111111000000
00000011111111111111111111111111111000000
00000001111111111111111111111111110000000
00000000111111111111111111111111100000000
00000000011111111111111111111111000000000
00000000001111111111111111111110000000000
00000000000011111111111111111000000000000
00000000000000111111111111100000000000000
00000000000000000111111100000000000000000
00000000000000000000000000000000000000000
00000000000000000000000000000000000000000
00000000000000000000000000000000000000000

Figure 3.2: A slice through the axle.



66 Chapter 3. Labour Productivity Cockshott

a←
√

ι2
0+ ι2

1 < r ;

write(ba);
end .

We cannot guarantee to have found the shortest such program.7 Indeed
Chaitin shows that in the general case one can never prove that a given
program is the shortest to produce a particular output. But the program is
considerably shorter than the pattern that it produces, andwith the alteration
of the definition of two variablesc and r it will generate arbitrary sized
circular patterns of 1s in a field of 0s.

Clearly if the bearing exactly fitted the axle the expanded encoding for
a slice through the bearing would be an array similar to Fig 3.2 but with
1s and 0s swapped round. This can be produced by a trivial change to the
program circ, the addition of a single statement. Indeed allthat is required
is that the line:

write(bnota);
replaces the line:
write(ba);
in the program. This must come close to minimizing the conditional

entropy of the two parts.
Suppose that the parts were less than perfectly made, so thatthere were

rough spots on the surface of the axle. Figure 3.3 shows a cross section
through a pin A’ that should be circular, but has a step on it, generated
perhaps by improper turning.

Suppose we have our perfectly formed circular hole B, then asbefore
the conditional entropyH(B|A′) of the hole and the imperfect pin is much
greater than before. Working in the domain of generator programs we would
need to add the following lines to the generator of A’ to make the bitmap for
B:

ar,1← false;
ar,2← false;
ar+1,0← false;
ar,0← false;
ar−1,−1← true;

7The program is in Vector Pascal which is fairly concise, see Cockshott and Renfrew
(2004).
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00000011111111111111111111111111111000000
00000011111111111111111111111111111000000
00000001111111111111111111111111110000000
00000000111111111111111111111111100000000
00000000011111111111111111111111000000000
00000000000111111111111111111100000000000
00000000000011111111111111111000000000000
00000000000000011110111111000000000000000
00000000000000000000111000000000000000000
00000000000000000000100000000000000000000
00000000000000000000000000000000000000000

Figure 3.3: Part of a pin with a fault on its circumference.

write(bnota);
This obviously contains extra information, required to correct the bitmap

of A’ to generate that of B. In pre-industrial production, the extras steps in
the generator program would translate into additional steps of filing and
grinding to make parts fit. The aim of standardized production is to arrive at
a situation where independently made parts, derived from a common tech-
nical specification, fit together because the conditional information of the
mating parts is minimal.

3.2 ACCELERATED PRODUCTION

The most obvious way in which production can be increased is by acceler-
ating the production process itself, by making people and machines work
longer and faster.

3.2.1 Longer days

If the working day is increased from 8 hours to 12 while the same tempo
of work is maintained, then output per worker will rise by a half. The ef-
fect, over a 24-hour day, is analogous to increasing the average intensity of
labour. Similarly if a machine is used for 12 hours a day rather than for 8,
we have the same effect as if the machine ran 50% faster.

From the standpoint of society as a whole, however, there arereal dif-
ferences. If machines are scarce, an economy can increase its output by
using them on a 24-hour shift system. But if a system of three shifts each
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of 8 hours is used, then three times as many workers are required. Total
production will rise threefold, but output per worker remains the same.8 If
on the other hand, the working day is extended to 12 hours, andtwo shifts
are worked, both total output and output per worker go up. This fact encour-
ages employers to lengthen the working day whenever the labour supply is
limited. Further, since daily wages rarely rise in proportion to hours, longer
hours mean more profit. But the scope for extending the working day is
still relatively limited. The maximum feasible working dayis perhaps 16–
18 hours under the most exploitative conditions, less than adoubling of the
pre-industrial working day.

These are small gains compared to those available from technology. No
free workers would willingly work such hours. It is rather the fate of slaves,
either bonded labourers or wage slaves without access to free trades unions.
The working day is ever the inverse reflection of workers’ liberty. As work-
ers gain political rights and influence, the working day comes down and
other ways have to be found to increase productivity.

3.2.2 Studied movements, intensified labours

Today we think of mass production in terms of the mechanized production
line introduced by Henry Ford at the start of the last century. But mass
production started much earlier. In the 18th century, before steam or water
power were generally applied, mass production took place inmanufacto-
ries.9. In a manufactory, the work was done with hand tools,10 by groups of
workers using a division of labour.

It is a common enough observation that a person’s speed improves with
practice. Through practice, sequences of muscle movementscease to be
under conscious control and become reflexes. We no longer have to think
about them. We do them automatically and we do them fast. Early manufac-
turing based itself upon this principle. Each worker had a simple repetitious

8The labour required to produce one unit of output may fall slightly, since the depreci-
ation of the machines may not rise proportionately with their intensity of use.

9manufactory, from manus, the latin for hand.
10‘The difference between a tool and a machine is not capable ofvery precise distinction;

nor is it necessary, in a popular explanation of those terms,to limit very strictly their ac-
ceptation. A tool is usually more simple than a machine; it isgenerally used with the hand,
while a machine is frequently moved by animal or steam power.The simpler machines
are often merely one or more tools placed in a frame, and actedon by a moving power.’
Charles BabbageEconomy of Machinery and Manufactures, 1832, Chap 1.



Accelerated Production 69

task, performed largely under reflex control. Production was accelerated
both by the increased speed that came from practice, and by eliminating the
‘lost time’ which would otherwise be spent changing from onetask to an-
other. The combination of faster movements and the elimination of wasted
time could lead to remarkable improvements in productivity;11 but the draw-
backs of this form of production are obvious. People are, forthe duration
of the working day, used as automatons, their minds and imaginations ren-
dered redundant. We use the present tense advisedly: plentyof consumer
goods in our shopping-malls today come from third world manufacturies
where children work as machines.

11‘To take an example, therefore, from a very trifling manufacture; but one in which
the division of labour has been very often taken notice of, the trade of the pin-maker; a
workman not educated to this business (which the division oflabour has rendered a dis-
tinct trade), nor acquainted with the use of the machinery employed in it (to the invention
of which the same division of labour has probably given occasion), could scarce, perhaps,
with his utmost industry, make one pin in a day, and certainlycould not make twenty. But
in the way in which this business is now carried on, not only the whole work is a peculiar
trade, but it is divided into a number of branches, of which the greater part are likewise
peculiar trades. One man draws out the wire, another straights it, a third cuts it, a fourth
points it, a fifth grinds it at the top for receiving, the head;to make the head requires two
or three distinct operations; to put it on is a peculiar business, to whiten the pins is an-
other; it is even a trade by itself to put them into the paper; and the important business of
making a pin is, in this manner, divided into about eighteen distinct operations, which, in
some manufactories, are all performed by distinct hands, though in others the same man
will sometimes perform two or three of them. I have seen a small manufactory of this kind
where ten men only were employed, and where some of them consequently performed two
or three distinct operations. But though they were very poor, and therefore but indifferently
accommodated with the necessary machinery, they could, when they exerted themselves,
make among them about twelve pounds of pins in a day. There arein a pound upwards
of four thousand pins of a middling size. Those ten persons, therefore, could make among
them upwards of forty-eight thousand pins in a day. Each person, therefore, making a tenth
part of forty-eight thousand pins, might be considered as making four thousand eight hun-
dred pins in a day. But if they had all wrought separately and independently, and without
any of them having been educated to this peculiar business, they certainly could not each
of them have made twenty, perhaps not one pin in a day; that is,certainly, not the two
hundred and fortieth, perhaps not the four thousand eight hundredth part of what they are
at present capable of performing, in consequence of a properdivision and combination of
their different operations.’ Smith (1974) Chap 1
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Figure 3.4: The lockstitch sewing machine of Elias Howe.

3.2.3 Mechanical sequencing and power

Nearly all human productive activity involves movements bythe hands or
limbs. The fingers must move in a precise sequence of motions to manipu-
late the tool and produce the desired effect on the product. The speed with
which this can be done depends on both a flow of information anda flow
of energy. The information is supplied by the brain in the form of nervous
impulses, sent in the correct sequence to the hand. The energy is supplied
by hand and arm muscles, which accelerate the hands plus tools while over-
coming mechanical resistance.

There is a limit to how fast even the most practiced hand can move, a
limit to how fast a seamstress or tailor could sew. This is imposed both
by the brain’s inability to provide the nervous impulses faster than a certain
rate, and by the speed with which the fingers can be moved. A whole class of
industrial appliances accelerated production by first providing a self-acting
mechanism to supply the information input, and then providing an external
source of power, allowing a previously manual production process to be
accelerated.

The classic example of this was the sewing machine. The first func-
tional sewing machine was invented by French tailor Barthelemy Thimon-
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nier in 1830. He was almost killed by other enraged French tailors who
burnt down his sewing machine factory because they feared unemployment.
In 1834, Walter Hunt built America’s first sewing machine. Helater lost
interest in patenting his sewing machine because he believed the invention
would cause unemployment. Sewing machines did not go into mass produc-
tion until the 1850s. The first commercially successful sewing machine was
the one designed by Isaac Singer. The Singer machine used theLock-stitch
mechanism patented earlier by Howe (Figure 3.4). It therefore differed from
a tailor in using two threads instead of one. The upper needlesimply moved
up and down while the cloth was dragged past it. Meanwhile a shuttle con-
taining a second reel of thread was rotated through the loopscreated in the
first thread. Singer’s machine could be operated either by a treadle or by
a crank. It was a huge success and Singer and Howe both became multi-
millionaires.

The key to its success was the fact that it greatly increased the produc-
tivity of sewing cloth together. The number of stitches a person could do
per hour increased by an order of magnitude.

The speed of stitching could be made much higher for two reasons. First,
the much stronger muscles of the leg replaced those of the hand in moving
the needle. Second, the sequence of needle movements was no longer gen-
erated by the human nervous system translated in finger movements. Dex-
terity gave way to rotary action as cams, cranks and levers sequenced the
thread movements to generate the lock stitch. The cams couldoperate far
faster than the nimblest fingers, turning every tailor into aRumpelstiltskin.

Training can accelerate manual skills immensely, as the control of our
muscles is transfered from conscious to reflex action. But such acceleration
meets its limits, set both by the reflex speed of our nervous system and abil-
ity of our hand muscles to accelerate and decelerate our fingers. A machine
with an external power source is freed from these limits. Thesequence of
movements to be made is now encoded in the mechanical linkages. Rotate
the drive shaft faster and the sequence speeds up. The ultimate limit now
becomes either friction or the strength of steel exposed to sudden acceler-
ation and deceleration. This can be a couple of orders of magnitude above
the limits of human dexterity.

The automatic control mechanism of the treadle sewing machine allows
muscular effort of the foot to produce an embodied information structure
in the twists and loops of the stitches It is worth noting here, that once we
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deal with a repeated process like stitching, that the algorithmic and thermo-
dynamic conceptions of entropy diverge. If an automaton is to produce a
repeated patternP = cn, containingn repetitions of a basic cellc, then we
would expect the algorithmic information to be bounded byH(c)+H(n). It
will be bounded by the information content of the basic cell plus the infor-
mation content of the numbern, But since an integral number can always
be expressed in binary, the information content ofn must be bounded by the
number binary digits inn. Thus on algorithmic grounds we would expect
H(P)≤ H(c)+ log2n. When analysing the thermodynamics of production
this formula does not necessarily hold.

Thermodynamic analysis of production is more complex. Doing one
hundred stitches clearly involves about one hundred times more physical
work than doing one. Some of that work will be dissipated in frictional
heat, a clear entropy increase. Another part goes into bending and twisting
thread both in the stitches and in the cloth being worked on. This increase
in thread entropy absorbs another portion of the work. Thus the thermo-
dynamic entropy increase varies asnh(s), whereh(s) is the increase in the
entropy of the thread involved in doing a single stitch.12

3.3 PARALLELIZING PRODUCTION

The sewing machine greatly increased the productivity of tailors, but it did
not usher in a social revolution. Individual tailors could still afford to work
on their own since the price of sewing machines was within their reach. The
sewing machine in fact became a staple of domestic equipment, allowing
women to clothe their families more cheaply. It was compatible with the
continued self sufficiency of the farm household.

3.3.1 More people

Today most work done by sewing machines is done in factories.Millions
of women are employed in Asia sewing garments for western chain stores.
In these factories productivity will be somewhat higher than in domestic

12For macroscopic products the thermodynamic entropy changes are much larger than
the algorithmic entropy changes. For sophisticated nanosystems which may be built in
the future evolving along conservative lines, like Feynmann’s proposed quantum simulator
Feynman (1999) the thermodynamic and algorithmic entropies of repeated patterns may be
equivalent.
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procedure sew ;
begin

θ← 2×π×ι0
c ;

s← 2 × r × ( ι0
c );

x1←
{

r+ s if ι0 mod c < h
s− r× (cos(θ)) otherwise

;

y1← 0.5 × r × sin (θ + π);
z1← 0.125 × r × cos(θ);
x2← x1 + r × ( - 0.2 + 0.45 × sin (θ) );
y2← - 2 + 0.1 × r × sinθ ;
z2← r × ( - 0.35 + 0.35 × cosθ );

end ;

Figure 3.5: The Lock-stitch presented in plan, elevation and perspective
views, along with a generating action program. Note that allsteps of the ac-
tion program are generated by sine and cosine functions driven byθ which
models the angular rotation of the sewing machine’s drive wheel. The com-
puter algorithm has to specify 6 degrees of freedom, 3 for each thread. This
is to ensure that our modeled thread does not intersect itself. A practical
sewing machine will work by controlling 4 degrees of freedom: a) the
movement of the cloth, modeled in the algorithm above bys; b) The ver-
tical movement of the needle, modeled byy1; and c) the circular movement
of the lower thread, modeled byx2 andz2.
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production, but not enormously so. Such productivity gainsas there are stem
from the mechanisms analysed by Smith over 200 years ago: thedivision of
labour and the repeated execution of the same task. But thesegains are not
huge. What has happened to transform the sewing machine froma tool of
family independence to an instrument of exploitation?

It is a combination of two factors. First the big difference in wealth
between the already industrialized nations of Europe, North America, Aus-
tralia and Japan means that there is a huge demand in these countries for
cheaply made clothes. Since the goods are being exported across the world,
the trade inevitably falls into the hands of capitalist middlemen. These,
through their contacts and wealth are in a position to supplymaterial to, and
sell on the products made by, individual seamstresses. Withthe passage of
time it becomes advantageous to them to bring the workers under one roof
and make the seamstresses direct employees. In so doing theygain better
control over the labour process, can impose stricter work discipline, and
save the costs of distributing cloth to lots of home-workers.

A second cause is the dominance of distribution in the developed capi-
talist world by big chain stores selling branded goods. These big companies
can place contracts for large numbers of identical garments, with local man-
ufacturers. They require cheap standardized garments produced either in
sweatshops or by homeworkers subject to the control of subcontractors.

The employers can exploit the machinists because the employers are rich
and well connected, whereas the machinists are poor. The employers don’t
exert their control due to any particularly superior technology, but due to
their social position. But they have this position because their role in an in-
ternational capitalist trade network. And this network in turn depends upon
the prior industrial development of richer nations going back two centuries.

3.3.2 More spindles

It was not sewing machines that drove the birth of the industrial revolution
but spindles.

Immediately prior to industrialization yarn in Europe was produced by
domestic treadle spinning wheels. The wooden spinning wheel looks a
much more primitive machine than Singer’s sewing machine, but in many
ways they were very similar devices. They were both driven byfoot power.
Both were, in a sense, single-threaded. The spinning wheel allows the twist-
ing and drawing out of a single strand of thread. Both involvea modicum
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Figure 3.6: Treadle spinning wheel.

of hand control—guiding the cloth in one case, drawing out the yarn in the
other. Like the early sewing machines the spinning wheel wasessentially
a domestic instrument of production. No factory system based on spinning
wheels ever established itself. The mechanization of spinning took what was
essentially a much more adventurous course than Singer did.Compton’s
Mule (see Figure 3.7) multiplied the number of spindles and also replaced
the hand actions of the spinner with a sequence of mechanicalmovements.

The spindles were mounted on a moving carriage. The sequenceof
actions emulate those done by a hand spinner.

(1) The carriage moves out, drawing the as yet unspun yarn through rollers
that impede its progress. As this happens the spindles impart a twist
onto the yarn. This emulates the first action of the hand spinner as
they move their hand away from the spindle stretching the yarn.
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Figure 3.7: Compton’s Mule. Note the multiplicity of spindles and the mov-
ing frame which substituted for the stretching movement of the hand spin-
ner’s arms.

(2) Next the carriage stops and the spindles start winding the thread onto
the bobbins. Simultaneously the carriage moves back to the starting
position as the thread is drawn in.

(3) The cycle repeats.

The mule was, in the terminology of the day,self-acting. We would now
say it wasautomated. It carried out its basic sequence of operations so long
as power was supplied. Human invervention was restricted toloading and
unloading bobbins, and connecting broken threads.

While the fact that the mule was water or steam powered meant that it
could spin each individual thread faster, this was not critical. The really
important thing was the parallelism. Combined with self action this allowed
the number of threads spun by each worker to grow enormously.The system
illustrated in Figure 3.7 illustrates an 8-fold multiplication of productivity
but later mules increased the level of parallelism to the order of 100 fold.
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3.3.3 From Samian ware to UV lithography the development of printing
like technologies

Pottery casting We will now look at a quite different method of raising
productivity, one which has a long history and is transforming society even
now. One of the early mass production industries was the Roman Samian
ware industry which flourished from .. to .. It produced ochrecoloured
pottery kitchenware vessels with raised designs as illustrated in Figure??.
These were unlike earlier pottery styles in that large numbers of identical
pieces were produced. The key to this was the use of casting.

Pottery vessels went through two earlier stages of development. In the
first phase pots were made by hand shaping the clay prior to firing. Next
came the invention of the potters wheel. This, perhaps the earliest rotary
production tool, accelerated the production of circular vessels. The rotation
of the wheel meant that the potter had only to specify two parameters for
each vertical position on the pot: its inner and outer radii.The ‘specifica-
tion’ was done by where they placed their thumb and forefingerrelative to
the axis of the wheel. The wheel enabled pots to be made with a reduced
algorithmic information content. The pots were more even and their pro-
duction was easier. The potter’s wheel was the progenitor ofa whole class
of rotary tools such as lathes and drills.

The next development dispensed with the wheel and introduced moulds.
Clay was pressed into a pre-shaped mould and took on the entire shape in a
single operation. With the wheel shaping was still a sequential process. A
one dimensional path, a spiral was traced out in the frame of reference of
the pot by the potter’s grip. With casting the shaping becamea parallel two
dimensional process. The mould is a two dimensional surfacewith infor-
mation encoded as raised and lowered details. Consider whatthis implies:

(1) The shape is impressed onto the whole surface simultaneously. Of
course this is only approximately true with the mold for a curved
vessel, but we can conceptualise this as a process in which anap-
proximately flat die comes into contact with a roughly flat sheet of
clay, imposing detail right across the surface. The archetypical model
becomes more realistic with subsequent examples of this sort of pro-
duction.

(2) Whereas the wheel accelerated production by reducing the algorith-
mic information in the product, moulding did not have this disadvan-
tage. It allowed arbitrary and detailed artistic patterns to be embossed



78 Chapter 3. Labour Productivity Cockshott

on the piece. The product of the wheel must be a solid of revolution,
and arguably, much of the beauty of hand turned pottery stemsfrom
this constraint. Moulding allowed decoration to run riot. Samian ware
seems to have an almost Victorian love of fancy detail.

(3) No two pots turned on the wheel are the same, but the Samianware
industry was able to churn out masses of identical bowls. Moulding
allowed standardized mass production. This was helped by the fact
that moulding can be recursive. Pottery moulds were a negative image
of the final pot, with raised areas on the pot being depressions on
the mould. But if the mould was ceramic, it could be made by first
pushing a positive pattern piece into an unformed mould which was
then baked. Suppose that a mould could be used 100 times before it
became too damaged. Suppose further that the master used to make
the mould coul be used 100 times, then this two step process could
turn out 10,000 copies of the original pattern piece.

It is worth returning to the paradox relating algorithmic tothermody-
namic entropy in production that was mentioned in section 3.2.3. There we
said that the algorithmic information in repeated production grows by a law
of the formH(P)≤ H(c)+ logn whereP is the total product made up ofn
repetitions ofc. If we look at the process of reproduction as a whole there
are two terms the first given by the complexity of the originaland a second
logarithmic term given by the number of repetitions.

In the case of the Samian ware pottery there is the original work of pro-
ducing the master or pattern piece which corresponds toH(c), but then the
number of copies that could be made grows exponentially withthe number
of successive steps of copying: if the master is used directly to produce the
pots thenL pots can be made, whereL is the lifetime of the master. If the
master produces moulds which in turn produce the pots thenL2 pots can be
made, etc. Invert the relationship and we find that the numberof successive
steps of copying will be related to the number of pots produced n as logL(n),
a relationship suggested by the predictions of informationtheory.

Cast iron moulding The application of mass production to iron working
required a similar path. The crucial step here was the ability to cast iron.

The transition from thestackofento the blast furnace was gradual. In
the taller furnaces the iron ore remained exposed to the reducing ac-
tion of charcoal for a longer period, and this, combined withhigher
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temperatures from the water-driven blast, generally, but not always;
caused some of the iron to melt and trickle from the bottom of the
furnace, where it solidified. This iron, having absorbed enough car-
bon to transform it into cast iron, which is brittle and unworkable in
the forge, was an annoyance to the smelter whose object was topro-
duce low carbon wrought iron. As yet he had no use for cast iron
and returned it to the furnace to be remelted. In the early part of the
fourteenth century, a new term began to appear among iron smelters
flussofen, that is, a flow oven, clearly indicating that it was capable of
producing molten iron.

It was also known in German as a hochofen and in French as ahaut
fourneau. The increasing appearance of molten iron running from the
furnace presented the smelter with a problem. We are left to conjec-
ture what may have passed through his mind. In the proportionthat
iron flowed from his furnace, the quantity of wrought iron which he
obtained was lessened.

At the same time, the return of the solidified iron to the furnace for
remelting interfered with his operations as a producer of wrought
iron. Bronze was then being cast in many forms. Among the chief,
if not the chief, cast bronze products were church bells. Theiron
smelter was certainly familiar with the bronze foundry industry. What
could have been more natural than for the producer of cast iron and
the bronze foundryman to have been brought together? The circum-
stances under which this may have occurred are obscure, but it ap-
pears most likely that church bells were the first cast iron products
extensively produced, followed by a much greater demand forcast
iron cannon and cannon balls. (Fisher (1963), p. 27)

Prior to the development of the blast furnace iron objects required re-
peated hammering to forge a shape out of the bloom. The resulting wrought
iron was tough but expensive to produce. Its use was limited to tools and
weapons. Once iron could be heated enough to cast it, one could make
shapes that would be hard to produce by hammering—for example cook-
ing pots or cast iron stoves. These could be mass produced from a single
pattern wooden pattern from which sand-moulds could be taken.13 This
allowed the mass production of iron utensiles for applications where high

13Of casting iron and other metals.Patterns of wood of metal made from drawings are
the originals from which the moulds for casting are made: so that, in fact, the casting itself
is a copy of the mould; and the mould is a copy of the pattern. Incastings of iron and
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tensile strength was not essential. Iron stoves, pipes and cookware became
available for domestic use. Cast iron pillars could be used to support the
large working areas of mills. Cast iron members operating incompressive
mode could be used for bridges. As with Samian ware we see an exuberance
in decorative detail made possible by the new technology.

The development of the Bessemer process then allowed the same sand
mould technology to be applied to steel production so that even parts used
in tension could be cast. The mass production of car engines for example,
would have been impossible without castings.

Again we have a technology that utilizes the parallel formation of a prod-
uct enabling a huge extension of production.

Plastic mouldings In the 20th century one saw a recapitulation of his-
tory as plastic moulding became available. As with cast iron, this enabled
the mass production of domestic utensiles. The significant differences were
that plastics were lighter, and could be made to higher dimensional accuracy
than cast iron. If one considers products from vacuum cleaners to buckles,
we see a progressive replacement of cast or pressed metal parts by cast plas-
tic ones. Aside from the gain in weight, manufacturing costsare reduced by
replacing a sequence of metal forming steps by the parallel forming of the
product in a mould.

Printing press The casting of pottery vessels was not the first use of im-
pressions. The use of seals as a certificate of authenticity in correspondance

metals for the coarser purposes, and, if they are afterwardsto be worked. even for the
finer machines, the exact resemblance amongst the things produced, which takes place in
many of the arts to which we have alluded, is not effected in the first instance, nor is this
necessary. As the metals shrink in cooling, the pattern is made larger than the intended
copy; and in extricating it from the sand in which it is moulded, some little difference will
occur in the size of the cavity which it leaves. In smaller works. where accuracy is more
requisite, and where few or no after operations are to be performed, a mould of metal is
employed which has been formed with considerable care. Thus, in casting bullets, which
ought to be perfectly spherical and smooth, an iron instrument is used, in which a cavity
has been cut and carefully ground; and, in order to obviate the contraction in cooling, a
jet is left which may supply the deficiency of metal arising from that cause, and which is
afterwards cut off. The leaden toys for children are cast in brass moulds which open, and in
which have been graved or chiselled the figures intended to beproduced. Babbage (1832)
, Chapter 11, section 106.
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certainly predated it. Sumerian cultures used cylinder seals that could be
rolled onto wet clay tablets. Roman administrative authorities used circular
stamps looking very like modern postmarks to mark government property.
The stamping of coins is another similar example. The purpose in these
cases was to have a mark that was unique and easy to apply. The informa-
tion on the mark could be easily replicated but the master stamp or seal was
difficult to replicate. A particular information structurethen authenticates
an object or claim on an object.

These are specialized activities though, not involving mass production.
That changes with the development of the printing press and moveable type.
Printing replaces the serial production of the scribe with parallel processing.
An entire folio of several pages is formed with a single impression. Here
we have the clearest, the archetypical, example of this class of production
process. Information, encoded in the physical structure ofthe array of type
is simultaneously transfered across an entire plane surface onto a receiving
medium, the paper. It is clear that what we have transfered isinformation:
we can read it. The transfer is done by a physical movement of the press at
right angles to the paper.

But in printing, making marks on paper is the final step in the process of
information copying. What made the printing press revolutionary in Europe
was the moveable type.14 One could in principle have carved an entire page
of a book as a single block using etching or engraving, as was done with
the earlier Chinese wood block printing. This would have speeded up the
making of prints, but the work of engraving the master plate would still have
been considerable. The use of pre-cast type reduces the labour required to
make the master. The information in a page of type comes at twoconcep-
tual levels. The semantic level is given by the sequence of words, further
decomposed, in Europe, to a sequence of letters from a small fixed alphabet.
The shape of these letters comprises a second level of information. In hand
written text each letter ‘B’, ‘W’ etc will be different. In printed text they are

14Printing from moveable types. This is the most important in its influence of all the arts
of copying. It possesses a singular peculiarity, in the immense subdivision of the parts that
form the pattern. After that pattern has furnished thousands of copies, the same individ-
ual elements may be arranged again and again in other forms, and thus supply multitudes
of originals, from each of which thousands of their copied impressions may flow. It also
possesses this advantage, that woodcuts may be used along with the letterpress, and im-
pressions taken from both at the same operation. Charles BabbageEconomy of Machinery
and Manufactures, 1832, Chapter 11, section 93.
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all identical ‘BBBB...B’ etc. The type used in each B is cast from the same
mould. This means that the information in a page of printed text is much
less than that in a page written by hand. The cheapness of printing stemmed
from the following:

(1) Each folio off the press was identical to the preceding one. This means
that in algorithmic terms we are exploiting the logarithmicterm of the
repeated production cost. In labour time it makes use of the fact that
repeated copies cost only the labour required to load a sheetof paper
and operate the press through one cycle.

(2) The fact that individual letters do not have to be carved reduces type-
setting to the choice of appropriate letters.

Taken together these represented a huge change in the productivity of
information copying. They were a material precondition forgeneralized
literacy and the eventual development of industrial civilization.

The process of parallel transfer of information to the product initiated
with ceramic casting creates an independent existence for the information
source. With seals this independent existence was harnessed to certify the
validity of documents. Only the holder of a particular seal could validate a
document. But the invention of moveable type transformed this relationship.
The particular configuration of type used in an edition of a book became
incidental as the type themselves were re-usable. The printers plates are of
little value in themselves. The information that is being impressed on the
page is only secondarily the particular shapes of the letters used. A change
in typeface alters all of these but leaves the book substantially unaltered.
It becomes clear that what is being transfered is an information structure
that has multiple possible representations. The book is an abstract identity
surviving its impressions, defined purely as a sequence of characters.

We have a three-stage evolution of the relationship betweenlabour and
information in the product here:

(1) In handicraft work, the information is impressed on the product by the
bodily movement of the artisan and has no idenpendent existence.

(2) In pattern or mould based production, the handicraft work is captured
once in a pattern or mould from which multiple copies are made.
The pattern piece is then an independently existing encoding of the
information, whose possesion implies social power. This iseither
overt in the case of the holder of a seal of office, or implicit in the
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iron-master’s ownership of a store-room of pattern pieces for stan-
dard products. The pattern pieces embody much more labour than
the individual products they inform and their monopolization gives
market power to their owner.

(3) In printing the information structure becomes abstracted from the im-
pressing apparatus and potentially mobile. Printer with a copy of a
book can turn have it typeset and turn off an impression at will. All
that is required is the labour of typesetting which is typically less than
the labour of authorship. Printing breaks the link between material
possesion and ability to reproduce.
If the labour of writing was to be recompensated in a society of in-
dependent commodity producers, the sequence of words itself had to
be made an item of property. Hence the printing press in combination
with bourgeois social relations gives rise to the law of copyright. In-
formation becomes property independent of its material embodyment.

It is notable that whereas in the case of authorship, the direct producer
of the information ususally ends up owning it, this has not been the case for
pattern-making, the author owned his copyright, the iron-master owned the
patterns, not the pattern maker. Whence the difference?

There appear to have been a number of contributory factors here. The
ponderous nature of the patterns made them analogous to other products of
direct labour which, in bourgois right, always belong to theemployer. A pat-
tern used in sand casting was apparently no different from any other piece
of exact carpentry. The pattern-maker might be the more skilled worker and
paid better than a moulder, but he was still an employee working at his mas-
ters’ direction. Next we have to consider that in the castingof machine parts,
the pattern would often be an embodiment of information already recorded
as technical drawings by an engineer. But this can not have been decisive
since the original designs would not necessarily be the property of the iron-
master, but might belong to the customers to whom he was contracted to
produce parts.

Prior to this one has to ask why the pattern-maker ends up as a wage
labourer surrendering his right to the information he produces whereas the
author typically remained an independent agent. The decisive factor has to
be the extent to which the process of producing information structures can
be carried out independently. An author can write ‘on his ownaccount’,
since there is little need for collective input to his production. The work
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of the pattern-maker forms part of an industrial division oflabour. The
function of any system of property law is to ensure the reproduction of the
agencies of production, be these agencies individuals, firms or the state.

In a commodity producing society, non-state agents of production can
only survive by the sale of their product. If that product is an information
structure, the agency that bears the cost of making it, will tend to own it.
They can then survive by selling either the information itself, or the use of
the information. This is a sufficient cause for their survival, whether it is a
necessary cause is another matter.

Photography versus painting Printing technology gave us the mass pro-
duction of images.

Picture prints could be cheaply turned out provided that a human artist
had made the master copy. This might be an etching or a lithograph but in
either case the information on the page went via human eye, brain and hand.
This meant making the master was an inherently serial process. The camera
changes this.

Photography, literally translated means drawing with light, but this is
an understatement.15 It is printing with photons. Instead of a metal plate
comming down on the paper at centimers per second, wavefronts of light
traveling at 300,000 kilometers a second impose their imageon the film. As
in printing, they work on the whole frame simultaneously.

With photography all humanist mysticism relating information to con-
cious agency is evaporated. With photography the creative subject vanishes.
The image is a work of nature. The photographer, where he is even present,
has his role reduced to selecting the vital instant at which nature can do its
work. With photography Landauer’s aphorism that ‘information is phys-
ical’ is literally made manifest. Photography was our first technology to
encounter the limits that nature places on the handling and transmission of
information. Consider some of its contraints.

Photon quantization Although the light waves that impinge on the
film approach at the ultimate speedc, this does not produce the accel-
eration in process that one might anticipate. To form an image we need

15True photographyhad to await the laser printer, whose hair thin beam, like theen-
graver’s stylus, forms its image stroke at time
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photons to interact with tiny crystals of silver iodide and seed their photo-
decomposition. Where struck by photons the crystals break down to leave
black colloidal silver.

An individual tiny crystal makes a binary choice, it is either hit by a
photon and decomposes or it does not. If struck it evolves to ablack dot, if
not, it will be dissolved away in the developing process. Butwe do not want
our picture to be just black and white. We want shades of grey.Suppose
we want to have 100 shades of grey available. Then we need 100 crystals
in each small area that we can resolve. Suppose we have crystals that are
1
10mm across. Then 100 crystals will fit into each square millimeter of film.

When we take a picture we exploit that probabalistic nature of the photo-
decomposition process. If an exposure caused all crystals to absorb photons
then we would get a totally black surface. If it was so short that no photons
hit any crystals the film would be left white. To get an acceptable grey
to black range, we need to have an exposure such that, given the ambient
light levels, we would expect that, on a randomly chosen partof the film,
about 50% of the crystals will have decomposed. The longer wehave the
shutter open the more likely it is that we will have enough photons arrive at
the surface. Because the arrival of photons is a random process the actual
number of crystals triggered will vary. An area with 100 crystals ‘should’
have half its crystals black, but sometimes has 40 sometimes60 etc. This
gives the film a grainy, noisy look.

We can remove the graininess by using smaller crystals. As you increase
the number of crystals in each small area the percentage of them that will
turn black at a given light level becomes more predictable.

The noise introduced by photon quantization is refered to as“shot noise”.
The degree of uncertainty induced by the quatized nature of light is propor-
tional to the square root of the number of photons arriving ona sensor.

Number of expected
crystals brightness error

10 16%
100 4.6%
1000 1.5%

As the number of crystals rises the error in our estimates of the light
level falls. This is visually apparent as a smoother less grainy image. Hav-
ing smaller crystals enables us to capture more informationabout the light
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falling on each small area of film. But this gain in information about light
levels comes at a cost. It makes the film slower. Smaller crystals have a
lower probability of absorbing a photon, so we have to open the shutter
for longer to capture our picture. Gaining more informationabout intensity
means that we are restricted to photographing static scenes.

We are up against the fact that information is not only physical, it is
physically quantized. The information available about a scene is encoded
in the trajectories of photons arriving from it. There are only a finite num-
ber of these available. The numbers of photons arriving setslimits on how
much we can know about the scene. A fast film allows us to image rapidly
moving objects, but the cost is a coarse and grainy image. An alternative
is to supplement the supply of photons. In film studios where they want
to capture motion and have high quality images, they have to use intense
artificial lighting.

λ is the letter conventionally used to represent the wavelength of light
or other electromagnetic radiation. Visible light has aλ≈ 0.5µ= 1

2,000,000th
of a meter.λ determines the smallest details that we can in principle rep-
resent by photography. You can not use photography to form a pattern of
light and dark whose smallest features are smaller than light waves. This is
mainly of relevance in microscopy or the manufacture of microscopic com-
ponents. But as micromanufacture has become the governing technology of
our age, this constraint weighs more and more heavily upon us.

Let us concentrate for now on photography at conventional scales. We
are still faced with constraints imposed by the wave-lengthof light. The
problem arises from diffraction. The wave nature of light imposes a rela-
tionship between the resolving power of a lens and its apperture. If you take
a picture of a star , something which is effectively a point source of light,
with an ordinary camera what you actually see is not a point but little fuzzy
circle. The angular size of this circle of confusion is roughly given by the
ratio of the wavelength of light to the aperture of the camera. If one has a
tiny camera with an aperture of the order of a millimeter, youcant expect to
be able to resolve more than few hundred distinct points across your image.
As the aperture of your lens goes up, so does the resolving power so that the
number of pixels you can have in your image rise in proportionto the area
of your lens. The constraint on the production of pictures isthen set by the
amount of information actually passing through space as light.
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Sound recording Sound recording involves copying in two senses. In the
first sense a musician plays a piece, this is recorded and subsequently people
can listen to a ‘copy’ of that performance. These copies are separated from
the original in time. The second sense involves making distinct copies of
the recording itself. These copies can then be separated in space allowing
people to simulaneously listen to the performance in many different places.

Copying in the first sense is inherently sequential. The performance has
to be done from begining to end and recorded as it takes place,while the
act of listening is also sequential. Copying in the second sense can be either
parallel or sequential.

The production of records—whether the old analog ones or themodern
CDs—is a special example of a casting processs. A master diskon which
a negative image of the tracks has been cut is used to press outthe disks
from hot soft plastic. As such it is a parallel process. The entire recording
is transfered to the disk in a single step. When music is recorded onto tapes
on the other hand the copying process is inherently sequential. Such paral-
lelism as there is, is due to having large numbers of tape recorders operating
at the same time.

The transition from Edison’s original cylindrical phonograph to disc
recording was driven by the need to economise on copying. A cylinder
could not be pressed out but had to be cut sequentially. The cheapness of
disk pressing is what created a mass market for sound recording. With the
record industry it at first appears that what is involved is merely the mass
production of a material object, and in this context the efficiency of the pro-
ductive process was vital. But the internet has revealed what should always
have been clear: records were merely an intermediary to the copying of per-
formances. People were being forced to buy the material object to get the
information it contained. All products contain information, added during
production, but for some products—initially books, then records and now
software—their use value is their information.

Radio and TV Radio and television take the technologies of sound record-
ing and photography and add to these the principle of broadcasting. Here
the product, namely, radio waves, is a direct physical, though immaterial
embodiment of information. Once released, broadcast information is avail-
able to anyone within reach of the transmitter. The number ofcopies of a
broadcast musical performance that are heard is limited only by the number
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of recievers within range. The marginal labour embodied in each heard per-
formance tends to zero as the number of listners goes up. To produce say
a live musical broadcast there is a certain fixed cost: the time of the musi-
cian, the time of the technicians operating the broadcasting equipment, the
depreciation on the equipment. These costs are essentiallyunrelated to the
number of listeners. The only component of the cost of broadcasting that
relates to the number of listeners is the power used by the transmitter. This
tends to be a relatively small part of the total cost.

From its inception therefore, broadcasting was an implicitly “commu-
nist” medium, where performances are given away free to listeners. This
free distribution meant that the labour required to run the broadcasting sys-
tem had to be in a sense directly social labour. The BBC provides a model
of this where what is essentially a special tax, the Radio License, was levied
to provide the service. The private-sector equivalent, broadcasting funded
by advertising, essentially taxes the sellers of mass produced goods to meet
broadcasting costs. Once radio and TV advertising is introduced, manufac-
turers of consumer goods are forced to finance TV, or lose out to competitors
who do.

The free nature of broadcasting prefigures the general transition of the
mode of material production to one favourable to communism.As pro-
duction becomes more and more dominated by the principle of copying
information—a principle that has been in development ever since pottery
casting by the Romans—the underlying cause of commodity production
and market mechanisms comes to be increasingly undermined.Commod-
ity forms of production can only be sustained by increasingly elaborate and
‘unnatural’ legal constructs that enforce property rightsover information.

Printed circuits and Integrated Circuits The dominant technology of
the first decade of the 21st century is digital electronics. This technology
has seen sustained rates of growth of productivity that outstrip anything seen
in past generations. At the heart of this growth has been the progressive
refinement of copying technologies. The key component of contemporary
digital technology is the NMOS transitor. This is the basic element, which
repeated millions of times over, builds our computers, cellphones etc. A
transistor is basically an electrically controlled switch. Figure 3.8 illustrates
a cross section through a transistor. It comprises 3 electrical contacts, the
source, the gate and the drain. When the switch is on, currentflows from the
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Figure 3.8: NMOS Transistor

source to the drain. When it is off, current can not flow, sincecurrent flowing
from the source is impeded by having to pass from the N-type silicon aroung
the source to the surrounding P-type semi-conductor. To turn the switch on
a positive charge is applied to the gate. This creates repells positive charge
carriers from below the gate, creating a temporary N-type channel under the
gate linking the source to the drain. The components occupy athin layer in
the surface of a silicon chip. The key to their manufacture isto lay out and
interconnect large numbers of these transistors on a chip.

Figure 3.9 shows the fabrication steps involved in making NMOS semi-
conductor chips. Reading left to right and top to bottom these are:

(1) Start with a polished wafer of P-doped silicon.

(2) Oxidize the wafer to form aSiO2 layer about half a micron thick by
heating the wafer to about 1000◦C in an oxygen atmosphere.

(3) After oxidizing, a layer of photoresist is spread on the wafer. This is
done by rapidly spinning the wafer so that drops of photoresist spread
out to a uniform layer before drying.

(4) Next use photolithography to define the source and drain areas of the
transistors (one transistor is shown). This involves shining UV light
through a shadow mask ensuring that only some areas of the photo
resist are exposed to the light. The exposed area undergoes chemical
changes allowing it to be washed away by a developing fluid. After
this step the information structure on the mask has been transfered to



90 Chapter 3. Labour Productivity Cockshott

Figure 3.9: NMOS fabrication steps

a pattern of holes and lands in the photoresist. The photo resist is then
baked so that it can resist acid which will be used to etch holes in the
oxide layer.

(5) Expose the wafer to Hydrofluoric acid to disolve the the oxide wher-
ever there are holes in the resist. The acid does not disolve pure silicon
so the etching stops once it is through the oxide layer.

(6) The photo-resist has been dissolved by an organic solvent leaving a
pattern of holes and lands in the oxide layer that matches thepattern
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on the original mask. (We are now at the right end of the secondrow
in Figure 3.9.)

(7) The silicon under the holes is now doped to N-type (black in the di-
agram) by diffusing phosphorous into it. This step forms thesource
and drain of the transistors.

(8) The oxidation of step 3 is repeated to grow a fresh layer ofSiO2.

(9) A new layer of photoresist is spun on. We are now at the end of the
third row of the diagram.

(10) The photoresist is exposed under a new mask and a hole is etched
through the oxide to expose the area of the silicon that will become
the gate of the transistor. We are now at the end of the fourth row of
the diagram.

(11) A short further oxidation step is used to place a very thin insulating
layer ( a few hundred angstrom) across the top of the gate area. This
has to be thin to allow sufficiently strong electric fields through from
the gate to switch the transitor. we dont show this step in thediagram,
but the resultant oxide layer can be seen in subsequent images.

(12) Another sequence of photoresist coating, UV exposure and etching is
used to cut contacts through the oxide down to the source and drain.
We are now at the middle of row five.

(13) The wafer is coated with aluminium. This forms the wireson the
surface of the chip. The wafer subjected to yet another roundot photo
resist coating, exposure and etching to cut the uniform aluminium
layer into a networkof wires joining the chips. This yields the final
circuit.

It is evident that the crucial repeated step in this manufacturing process
is photolithography. It is this that is used to transfer patterns from a mask to
the chip. The ability to project a clear image of a very small feature onto the
wafer is limited by the wavelength of the light that is used and the ability
of the reduction lens system to capture enough diffraction orders off of the
illuminated mask. Current state-of-the-art photolithography tools use Deep
Ultraviolet (DUV) light with wavelengths of 248 and 193 nm, which allow
minimum feature sizes on the order of 130-90 nm. Future toolsare under
development which will use 157 nm wavelength DUV in a manner similar
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to current exposure systems. Additionally, Extreme Ultraviolet (EUV) radi-
ation systems are currently under development which will use 13nm wave-
lengths, approaching the regime of x-rays, and should allowfeature sizes
below 45 nm.

The number of transistors that can be produced per square centimeter
of silicon obvious varies inversely as the square of the feature size. If you
half the feature size you can produce, then the number of transistors you
can make goes up four times. Productivity gains have also come through in-
creasing the sizes of the wafers used, allowing more transistors to be printed
with each processing cycle.

The production of ICs shows very clearly how manufacturing moves
towards being a process of copying information. In making a new processor
chip, the big costs are:

(1) The work of creating the original design for the chip. This is typically
a Computer Aided Design file or set of files which is transferedto the
master masks used in chip production.
Each generation of chips uses smaller transistors. This means that the
number of transistors used in this year’s model is likely to be twice as
many as was used in the previous model released two years earlier. In
consequence the labour of design grows over time just as the cost of
producing the individual components falls.

(2) The capital cost of setting up the IC fabrication line. This tends to
rise from generation to generation since the equipment usedmust be
increasingly precise, the standards of cleanliness in the production
facilities become more stringent, and the imaging equipment becomes
more and more esoteric.

The combined effects of these opposing movements means thatwhile
there has been a rapid exponential growth in the number of transistors pro-
duced, with a doubling time of the order of two years, the number of firms
able to bear the development costs of new products falls. This has led to
an increasingly monopolized system of manufacture. One company, Intel,
has ended up dominating the world production of CPU chips, with only
marginal competition from a few smaller firms.

PCR and genomics The 1950s saw both the birth of the electronic com-
puter industry and the discovery of the structure of DNA. It became clear
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that living organisms could be seen as self-replicating information struc-
tures. The reproduction of cells had as a precondition the copying of genetic
information. The biotechnology industry rests fundamentally upon these in-
sights. But since the invention of the Polymerase Chain Reaction (PCR),
a copying technology has become a key part of the industrial process for
biotechnology.

PCR is a technique for copying DNA. A polymerase enzyme from a
thermophilic bacterium is placed in a solution of DNA bases and an initial
starter quantity of DNA. The temperature of the solution is then cycled up
and down. Each time the solution is warmed up, the double strands of DNA
disassociate. As it is cooled, the polymerase enzyme buildsup a comple-
mentary strand of bases on each single strand. This regenerates a complete
double stranded molecule of DNA. Thus each cycle doubles thenumber of
molecules, each of which is a copy of the original starter molecule. Here
in the PCR process we seen the full industrial application ofthe principle
discussed in sections 3.2.3 and 3.3.3 whereby the algorithmic information
in repeated production grows by a law of the formH(P) ≤ H(c) + logn
whereP is the total product made up ofn repetitions ofc. If one wants to
maken copies of a DNA molecule containingc bases by automated DNA
synthesis followed by the PCR, then there will be two phases.In the first
phase a small number, in principle as few as 1, copies are madeof the DNA
using an automated synthesis machine. The number of steps tobe followed
here will be of the orderc. Next the PCR is used to repeatedly double the
number of DNA molecules we have. This phase will have to be repeated of
the order of log2n times.

With the PCR we see that the regulation of the productivity ofan in-
dustrial process follows directly from the laws of algorithmic information
theory.
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CHAPTER4

INFORMATION AND COMMUNICATION

Much of the previous discussion has hinged upon informationas patterns
of difference. What is most interesting about such patternsis that they
can carry messages: as we shall see, patterns within information may be
structured in different ways to reflect different meanings.In particular, two
entities may communicate provided they are able to transmitpatterns of
information between each other, and to interpret each other’s patterns con-
sistently

“The medium is the message.” — Marshall McLuhan

For communication to take place, patterned information must be em-
bodied in a form that enables it to be transmitted. Embodyinginformation
is relatively straight forward, requiring a medium within which it is possible
to discriminate differences.

For example, consider two people talking face to face. The speaker’s
voice sets up patterns of vibrations in the air between them and the listener.
The vibrations pass through the air and enter the listener’sears, eventually
enabling them to hear what was said. The communication can take place
because vibrating air molecules can embody patterns in information.

If the people were talking by telephone, then speakers voicewould, via
the air, vibrate the microphone in their handset. In turn, this would set up
variations in the electricity in the wire connecting their phone to the ex-
change. That wire is, courtesy of the telephone system, connected to the
wire to the loudspeaker in the listener’s handset. The loudspeaker vibrates
the air, enabling the listener to hear what was said by the speaker. Here,
while electricity is an additional medium for communication, the electric
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variations carry the same meanings as the vibrating air. This ability to em-
body information patterns in electricity lies at the bottomof the profound
revolution in machine aided communication and informationprocessing,
that started in the mid 19th century with the telegraph.

If our telephonists were using a digital telephone system, then the vi-
brating electricity from the speaker’s microphone would beconverted by
electronic circuits to digital patterns of electric ‘on’s and ‘off’s for trans-
mission. Eventually they would be converted back to vibrating electricity to
drive the listener’s earpiece. These digital patterns contain the same mean-
ings as the continuous patterns in the electricity or air, but are much better
suited for manipulation by electronic means, especially computers. For ex-
ample, its much easier to detect when something’s gone wrongwith digital
transmissions and to correct them. That’s why the record manufacturers
feared CD’s, and the video manufacturers feared DVD: digitally structured
information can be copied perfectly, and manufacturers’ recordings are no
longer superior to home copies.

“Between thought and expression, there lies a lifetime.” — Lou Reed

When two entities interact by sending patterned information through a
medium, they take it in turns to transmit and receive information. For their
communication to be effective, the receiver must be able to understand the
transmitter’s message. That is, there must be consistency between the mean-
ings that the transmitter generates and that the receiver interprets. Curiously,
such consistency is not a property of the information itself: the same pattern
of information may be interpreted as having different meanings in different
contexts.

Consider, for example, the pattern “111”. This might be interpreted as
“three” in Roman numerals(1+1+1), or as “one hundred and eleven” in
Arabic numerals(1×100+ 1×10×1×1), or as “seven” in binary digits
(1×4+1×2+1×1). Here, the same pattern of information bears different
meanings in different languages.

Consider for example, Dr Seuss’ immortal refrain “Yes I likegreen eggs
and ham”. We can show that this has different meanings by placing brackets
to indicate how the salient words are associated with each other. The more
obvious meanings are “Yes I like green (eggs and ham)” i.e. “Ilike both my
eggs and ham to be green”, and “Yes I like (green eggs) and ham”i.e. “I
like my eggs to be green and I like ham in general”. A less obvious though
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equally valid alternative is “Yes I (like green eggs) and ham” i.e. “I like my
eggs to be green and I’m a bad actor”. That is, we can discern different
structures with different meanings within the same patternof information,
even in the same language.

Nonetheless, entities communicate most effectively when they use the
same language. In general, a language defines a class of information struc-
tures that bear meanings. Its usual to distinguish between the alphabet, sym-
bols, syntax and semantics.

The alphabet consists of the base units of embodiment in the medium,
for examples phonemes in speech, letters in writing or ‘on’sand ‘off’s in
digital communication. These base units don’t have any necessary meanings
themselves. Rather, they provide a first level of structure to apparently raw
information.

The symbols are the base units of meaning, for examples wordsin hu-
man languages. While symbols carry meanings, once again they don’t have
necessary meanings. For example, in Scots “mind” means “remember”, as
in “Should auld acquaintance be forgot and never brought to mind”. In other
dialects of English, “to mind” means to object to. Hence the old joke:

Scots person: Do you mind my face?
English person: No, you look fine.

The syntax defines sequences of symbols which correspond to afurther
level of rules for structuring information. Thus, its usualto view many
written human languages as composed of phrases, clauses, sentences and
paragraphs.

Finally, the semantics describe what the well formed symbolsequences
mean. As yet, we have little idea about how to define the semantics of
human languages well enough for them to be understood by computers.
Nonetheless, we all imbibe semantics as we learn our native tongue. We
will return to this problem later on.

Human beings are raised in cultures that seethe with language. Chil-
dren are immersed in language from the moment they are born: all around
them people engage in social transactions using language. The sooner chil-
dren acquire language they sooner they can take part in effective interaction.
More to the point, languages carry ideologies. In learning language children
become socialised, that is they imbibe memes that both reproduce and chal-
lenge societies.
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It is striking how hard people with different languages find communi-
cation, even when their cultures are very similar. Althoughthey share the
same potential meanings they lack a common means of expressing them.
Apparently trivial activities, like buying train tickets,involve astonishingly
rich powers of expressiveness.

Contrariwise, people from different cultures but with a common lan-
guage can communicate unfamiliar, culturally specific meanings. This was
the dream behind Esperanto, an attempt to devise an international language.
Of course, Esperanto bares the hallmarks of its time, havingbeen invented
in 1887. For example, male and female genders are distinguished in con-
texts in which they are irrelevant. Nonetheless, Esperantowas motivated by
the lofty ideal to break down barriers between cultures. However, its failure
to compete with, let alone displace, its contemporaries shows how firmly
language is rooted in the societies in which it evolves.

While it is not clear whether or not there are linguistic universals that
are shared across all human languages, it is likely that human brains are
equipped to acquire arbitrary languages. Babies will learnthe language
they are brought up in and young children from one culture very quickly
learn the language of another. Indeed, it is common for immigrant children
to mediate between their parents and the host community, on first arrival in
a new society. However, this linguistic plasticity is quickly lost. Generally,
adults find it much harder to learn new languages. It seems that our brains
come to depend on the first language that we acquire, as a high level way to
structure accounts of reality.

No one knows how human languages originated. Animals certainly
communicate using languages, but they are not able to generate and inter-
pret rich ranges of meanings compared with humans. Most species have
limited repertoires of behaviours and very restricted learning capabilities.
One implication is that animal brains are not able to represent and process
information in such a way as to enable them to change the worldas well as
interpret it.

This is somewhat unfair. Animals necessarily change their worlds sim-
ply by living in them. For example, the eat/shit cycle is central to the repro-
duction of the natural environment. But most change is localised to animals’
habitats, if we conveniently overlook the impact the world’s cow population
has on global warming, and most animals cannot live outside of relatively
constrained habitats. Animal brains and bodies seem best adapted to en-
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abling them to survive in the presence of the sort of slow predictable change
experienced in any one locale on our planet as it gently wobbles its way
round the sun.

In contrast, human beings survive all over the globe, displacing and ex-
terminating other species, as well as each other, as they spread. Human
language is one of the fundamental tools that has helped us tobecome the
dominant species on this peculiar planet of ours. It enablesus to make
models of our circumstances such that we can predict the effects of our be-
haviours and modify them to achieve diverse aims.

Of course animals also make models of their environments butmuch an-
imal modelling is hardwired. For example, hares’ coats change from brown
to white as autumn turns to winter and from white back to brownagain as
spring approaches. But this is driven by the temperature andthe length of
daylight rather than some fiendish harey plan to escape detection amongst
the snows.

Unlike hares, chimpanzees seem to have rich inner existences. They
have highly structured societies, held together by well understood social
rules that are passed from parents to children. Chimpanzeescan learn to use
rudimentary tools, for example using sticks to winkle honeyout of hives,
and such tool use is again passed on through the generations.

“If lions could speak, we wouldn’t understand them.” — Witgenstein

Alas, all attempts to teach chimpanzees human language so far have
failed to progress beyond a simple vocabulary based, Paulo Freire fash-
ion, on everyday experiences. Chimpanzees can learn symbols for food and
places, and for colour and quantity, and can learn to use themto interact with
humans. However, chimps are poor at learning grammar and rarely produce
novel word sequences, instead repeating sequences that they know will elicit
appropriate responses in their keepers. It is as if chimpanzee brains cannot
form and manipulate information structures of adequate complexity to see
how things might be different and to make them so.

Chimpanzees are far more bound to their hard wiring than we are. For
example, chimps can be taught that if they nominate either oftwo quantities
of food, it will be given to another chimp leaving them with the remaining
plate. When pictures of food are used, chimps always point tothe smaller
quantity and receive the larger. But when real food in closedglass jars is
used, chimps cannot stop themselves reaching for the largerquantity, even
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though they loose it as soom as they do this. In the wild, if youdon’t eat
when you can then something else will instead. This responsehas become
deeply ingrained as a powerful survival mechanism in most animals’ psy-
ches, and cannot be displaced by a little local learning.

We share 98 percent of our DNA with chimpanzees. The other 2 percent
is why they use tools and we make them. Chimp brains are well adapted for
living in unchanging forests, or in circuses and research laboratories. But
their limited ability to manipulate information structures is why they don’t
hold human tea parties in their zoos.

Human information structures like natural language have helped make
us masters of our own dung heaps. They have also enabled us to transmit
descriptions of our knowledge of our circumstances to otherpeople. Our
information structures can be embodied in artefacts, like cave paintings and
scrolls and books and floppy disks, that long outlast us as individuals. But
that knowledge is only useful to others if it can be discernedfrom the infor-
mation structures that carry it.

Consider the Rosetta stone, mentioned in the previous chapter, contain-
ing inscriptions in hieroglyphic, demotic and Greek alphabets. Because
Greek was already understood, and it was assumed that all three inscrip-
tions bore the same meanings, it was possible to decipher thehieroglyphic
and demotic inscriptions. This assumption of consistency might be wrong.
The demotic might actually be a cry for help from the unfortunate slave
that carved the stone. However, there are sufficient structural similarities
between the inscriptions, and with other inscriptions using the same alpha-
bets, to give confidence that they do all represent the same message.

Consider, for example, the strange fate of the Pioneer 10 space craft,
launched from the USA in March 1972. In 1997, Pioneer 10 was 10.10
billion kilometres from earth and is still heading out across the cosmos. On
its side is a gold plaque showing, amongst other things: the behaviour of a
hydrogen atom, the most common element in the universe; the location of
our planet relative to the centre of the galaxy; a waving human man next to
a smaller human woman. The intention was to persuade passingaliens that
there was intelligent life on earth. Perhaps this symbolismis reasonable.
We have no idea what information structures aliens will use,so our own are
probably as good as any. But the aliens may utterly misconstrue our message
of goodwill. Perhaps they will think its junk mail, advertising vacations in
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a hydrogen rich atmosphere. In truth, they may have no commonpoint of
reference whatsoever with our graphical information structures.

“If you want to know the taste of a pear, you must change it by eating it
yourself.” — Mao Tse-Tung

But it isn’t just explicit messages that bear meanings. All information
structures have meanings for the entities that interpret them. And manipu-
lation of information structures is fundamental to extracting meanings from
them. Our aliens will undoubtedly find out more about us by taking the
space craft to bits and working out how it functions, that is by interpret-
ing our artefacts themselves as information structures that reflect something
about their origins. Similarly, in understanding language, brains and com-
puters tear internal representations of messages to pieces, to identify and
interpret their information structures.

Consider a URL in the HTML language used for communication be-
tween people and computers:

http://www.klingon.planet/˜whorf/fun/fighting.jpg

First of all, this URL is made up of a sequence of letters: ‘h’,‘t’, ‘t’, ‘p’, ‘:’
and so on. These are the letters we type to enter the URL into a computer.
We know which keys to use because they have similar, if not thesame, let-
ters on them. These letters are also close to the lowest levelrepresentations
that computers use to communicate.

Within the letter sequence, different letters mark different regions of
the URL. In HTML, as in most human languages, symbols are madeup of
sequences of a fixed set of alphabetic letters. Thus, we and the computer can
distinguish the words “http”, “www”, “klingon” and so on, asbeing bearers
of basic meanings.

The punctuation marks structure the symbol sequences and help us an
or a computer elucidate the URLs meanings. The ‘://’ marks the separation
between the type of message and the start of its main content.The first
word, “http” tells us, and computers, that the rest of the words specify a
WWW location. If the first word were “emailto” then we would know that
the rest of the words describe an email address. This first word effectively
tells us the dialect of HTML in which the rest of the URL is written.

The sequence separated by ‘.’s up to the first ‘/’ is the main address
of the WWW location. Curiously its read from right to left rather than
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left to right. It tells us to look for a specific locale, often associated with
an individual organisation, called “klingon”, amongst a number of systems
associated with the common domain “planet”. The “www” tellsus to start
from a standard place in that system’s files, in order to move to the fine
detail of the location.

The international standard for WWW locations and email addresses is
to write from most specific to most general, as it has been for hundreds of
years with top to bottom addresses on envelopes. However, from the point of
view of finding an address it would be easiest to start with themost general
locale and then home in. Both human and artificial languages suffer from
the vagueries of the contexts in which they evolve. Indeed, early UUCP
email addresses used to be from most general to most specific from left to
rught.

Next, the ‘̃’ before “whorf” tells us to look in a standard directory (also
called “www”) at the top level in the files belonging to the user whose login
is “whorf”. The next ‘/’ marks the start of the name of a subdirectory in
whorf’s “www” file. Here, that directory is called “fun”. Thenext ‘/’ marks
the start of the name of a file in that subdirectory called “fighting.jpg”. The
“.jpg” tells us that this file contains a picture, in yet another encoding.

Our understanding of English, and of American TV, helps us deduce that
we may have been told to look at a picture of Mr Whorf, from the planet
Klingon, fighting. On the other hand, the URL tells a computerto send a
set of information structures from its memory to a display screen or printer.
Computers don’t yet watch Star Trek and the computer is unable to be even
indifferent to our crude representations of alternative ways of being.

Unlike Mao Tse-Tung’s pear, information structures need not necessar-
ily be destroyed in the process of being understood. Even though an in-
dividual embodiment of an information structure may be taken to pieces
in the process of understanding it, an identical copy may still embody the
original information structure. Thus, if our aliens chanceupon Pioneer 10’s
companion, Pioneer 11, they will find exactly the same gold plaque on its
side. And if they broke something in examining Pioneer 10, they can always
start again with Pioneer 11. As with the Rosetta stone, they aliens may find
reassurance in the duplication of information structures.

We might say that an information structure bears meaning foranother
information structure when the interactions between the structures cause the
second one to change. Computers are information structuresand not just in
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the basic sense of being a particular configuration of atoms.Computers have
memories which at any one time can hold a very large number of different
patterns of ”1”s and ”0”s. Those patterns will in turn determine how the
computer will behave. The microprocessor in the computer inspects the
patterns in the memory, one after another, treating them as instructions in
a language which is understood by all other microprocessorsof the same
family. These instructions typically specify that other patterns should be
manipulated. We can characterise the state of a computer in terms of all
the patterns in its memory and the position of the pattern it is currently
inspecting. If we can take a copy of this state then, in principle, we can
load it into another computer which will then behave exactlylike the first
computer.

When two computers pass each other information they change each
other’s internal states. Human beings are also informationstructures with
internal states in brains, consisting of links between neurones, electric po-
tentials between synapses where two neurones meet and chemical balances
establishing the electric potentials within the neurones themeselves. When
human beings interact they also change each other’s internal states. Sup-
pose your neighbour has a pet rabbit. There will be some component of
their brain state that determines how the presence of the rabbit affects their
behaviours. For example they will routinely feed the rabbitand clean its
hutch. When you tell your neighbour that their rabbit has been eaten by
your cat, you have changed fundamentally their conception of their rabbit,
and hence their subsequent behaviours. For example, they now need to learn
not to feed the rabbit. These changes are ultimately mediated by changes in
their brain states.

Brain states are fabulously complicated and characterising a person’s
brain state as a sequence of symbol patterns is well nigh impossible. This
effectively precludes the possibility of cloning truly identical individuals.
It may be possible to clone genetically and physically identical individu-
als, but in the absence of a precise characterisation, they cannot be loaded
with the same brain state. Computers are much simpler and thesame pro-
gram running on two computers with the same configurations will display
consistent behaviour.

If we can give a precise characterisation of an information structure then
we can measure its meaning in terms of the minimum amount of work nec-
essary to generate or interpret it. There are profound mathematical results
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which say that it is impossible to make a precise measurementof the mean-
ing of an arbitrary information structure. However we can make crude mea-
surements which divide meanings up into broad classes.



CHAPTER5

POLITICAL ECONOMY: VALUE AND LABOUR

Cottrell

5.1 SMITH AND WATT

Chapter 1 discussed the development of the physical conceptof work by
James Watt. It is probably no coincidence that Watt’s colleague at the Uni-
versity of Glasgow, Adam Smith, was in the same period developing what
would later be called the labour theory of value. We say ‘probably’ no co-
incidence because although we gather that Smith and Watt were friends and
discussed intellectual matters together,1 we don’t know if there was any di-
rect connection between Watt’s development of the concept of work and
Smith’s conception of labour as the basis of value; this remains an intrigu-
ing speculation. Certainly Watt’s work and Smith’s labour are not the same
thing—we have pointed this out above and we expand on the differences
below—yet the abstraction is similar. As Smith remarks, “The greater part
of people . . . understand better what is meant by a quantity ofa particu-
lar commodity than by a quantity of labour. The one is a plain palpable
object; the other an abstract notion, which, though it can bemade suffi-
ciently intelligible, is not altogether so natural and obvious.” The “abstract
notion” of labour as employed by Smith is not entirely new with him. His
friend David Hume had written that “every thing in the world is purchased
by labour” in hisPolitical Discoursesof 1752, and John Locke had hinted
at a labour theory of value in the chapter on property in hisOf Civil Gov-

1“Watt’s workshop was a favourite resort of Smith’s during his residence at Glasgow
College, for Watt’s conversation, young though he was, was fresh and original, and had
great attractions for the stronger spirits about him” (Rae,1965, p. 74).
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ernment. But these earlier statements were undeveloped, and Smith was
writing against the background of the ‘natural law’ tradition (imported to
Glasgow via Gershom Carmichael’s edition of Samuel Pufendorf’s De offi-
cio hominis et civis): in that tradition value was analysed in terms of ‘utility
and scarcity’ (Hutchison, 1988), and not, as in Smith, in terms of labour.

Smith began his career as a moral philosopher, particularlyconcerned
with the analysis of human sympathy, but he later turned his attention to
political economy and of course his magnum opus wasAn Enquiry into the
Nature and Causes of the Wealth of Nations(1776). The opening sentence
of this work announces a perspective in which labour plays a central role:

The annual labour of every nation is the fund which originally sup-
plies it with all the necessaries and conveniences of life which it an-
nually consumes, and which consist always either in the immediate
produce of that labour, or in what is purchased with that produce from
other nations.

Smith is interested in the proportion this “produce” bears to “the number of
those who are to consume it” (or real Gross Domestic Product per capita, as
we might say today), and he remarks that

this proportion must in every nation be regulated by two different cir-
cumstances; first, by the skill, dexterity, and judgment with which its
labour is generally applied; and, secondly, by the proportion between
the number of those who are employed in useful labour, and that of
those who are not so employed.

We can think of this as the identity

output
population

≡ output
worker

× workers
population

where output per worker, or labour productivity, is governed by Smith’s
“skill, dexterity, and judgment”.

The first three chapters ofThe Wealth of Nationsare given over to a dis-
cussion of the division of labour, which Smith sees as the keyto increasing
labour productivity. (FIXME: say a bit more about this?) In asociety where
the division of labour has taken hold, individual producersdo not produce
their own subsistence; they produce a surplus, over their own requirements,
of their own product, and rely upon others for articles they require but do
not themselves produce. Smith takes for granted that the developed form of
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this interdependency iscommodity production(the term is actually Marx’s).
That is, individual producers confront each other as independent property
owners, and produce their respective goods as commodities,products des-
tined for exchange via a market. In this respect Smith’s argument is lack-
ing in generality (as Marx would point out): commodity exchange via the
market is one way—historically a very important way, to be sure—of orga-
nizing an economy based on a complex division of labour, but it is not the
only way. The alternative is that the division of labour is planned, and that
the goods produced by the specialized workers aretransferredto their con-
sumers rather than purchased by the consumers. This is the model followed
in the division of labour within a peasant household or, on a larger scale,
in the planned industrial economy that existed in the SovietUnion from the
late 1920s till the late 1980s.

At any rate, talk of commodity exchange as a concomitant of the division
of labour leads Smith to money in chapter IV ofThe Wealth of Nations, and
thence to value. The term ‘value’, as applied to goods and services, has
various meanings or shades of meaning. When we talk of a commodity
being ‘good value’ or ‘value for money’ we mean that it has a favourable
ratio of useful or desirable qualities to price. This corresponds to the first
pole of the opposition Smith established, between ‘value inuse’ (or use
value) and ‘value in exchange’ (or exchange value).

The word value, it is to be observed, has two different meanings, and
sometimes expresses the utility of some particular object,and some-
times the power of purchasing other goods which the possession of
that object conveys. The one may be called ‘value in use’; theother,
‘value in exchange’. The things which have the greatest value in use
have frequently little or no value in exchange; and, on the contrary,
those which have the greatest value in exchange have frequently little
or no value in use. Nothing is more useful than water: but it will pur-
chase scarce anything; scarce anything can be had in exchange for it.
A diamond, on the contrary, has scarce any value in use; but a very
great quantity of other goods may frequently be had in exchange for
it.

In light of subsequent developments in modern economics, itis worth
noting that for Smith (and for the classical political economists in general)
‘value in use’ seems to be understood as an objective category. Smith is
perfectly confident in saying that water is highly useful anddiamonds have
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little value in use; there is no suggestion that this could bea matter of ‘in-
dividual tastes and preferences’. Even when objective, in the sense of being
independent of individual tastes, value in use can depend onthe situation.
Which has the greater value in use, a hammer or a screwdriver?It’s not a
matter of opinion, but it depends on the task in hand. By contrast, modern
economics has replaced the term ‘value in use’ by ‘utility’,and has cast util-
ity not as a matter of the objective usefulness of goods but asa matter of the
subjective ‘psychic satisfaction’ an individual derives from consumption of
the good. This rather strange analysis would seem to apply best (if at all)
to the highly refined luxury products of an advanced culture.Which has the
greater utility, a novel by Charles Dickens or one by Jane Austen? A bottle
of California Chardonnay or a Chablis? Here the satisfaction obtained by
the individual is all we have to go on.

Although classical ‘value in use’ is not a subjective matter, it is clearly
relative to the state of technology. We can infer from Smith’s dismissal of
diamonds as having “scarce any value in use”, if we didn’t know it already,
that diamond-tipped drills were not in use for oil exploration in Smith’s day.

Anyway, having made the distinction between use value and exchange
value, Smith proceeds to concentrate on the latter. He sets himself three
problems.

In order to investigate the principles which regulate the exchangeable
value of commodities, I shall endeavour to show:

First, what is the real measure of this exchangeable value; or, wherein
consists the real price of all commodities.

Secondly, what are the different parts of which this real price is com-
posed or made up.

And, lastly, what are the different circumstances which sometimes
raise some or all of these different parts of price above, andsometimes
sink them below their natural or ordinary rate; or, what are the causes
which sometimes hinder the market price, that is, the actualprice of
commodities, from coinciding exactly with what may be called their
natural price.

In understanding these questions it is important to be clearon terminol-
ogy. Smith’s first question concerns the ‘measure’ of exchangeable value:
he wants to know how exchange value is best measured or expressed. This
is quite distinct from the question of thedeterminationof exchange value.
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Well, actually ‘determination’ can mean two things. Itcanmean measure-
ment, as in ‘How would you determine the height of that tree?’(By trian-
gulation, perhaps.) Or it can mean causation: in this sense the height of the
tree is determined by its genetic material (Is is a dogwood ora redwood?)
and its environment (How much sunlight and water were available to it?).
When we use the phrase ‘determination of value’ below we takeit strictly
in the second sense, to refer to the causal processes governing the exchange
value of commodities.

Smith’s second question (What are the different parts of which real price
is made up?) relates to the determination of value, but note that he seems to
prejudge the issue, taking for granted that exchange value is determined by
an adding up of component parts. His third question introduces the impor-
tant concept of ‘natural price’: this is the price that is just sufficient to call
forth a supply of the product that meets the demand for it. In Smith’s view
natural price constitutes the “centre of gravitation” of actual, day-to-day
market prices. To update Smith’s Newtonian metaphor using the language
of modern dynamics we might talk of natural price as anattractor for mar-
ket price. We shall have more to say about this below.

5.2 LABOUR COMMANDED AS A MEASURE OF VALUE

The title of Smith’s Chapter V—‘Of the Real and Nominal Priceof Com-
modities, or their Price in Labour, and their Price in Money’—tells us where
he’s headed on his first question. He is emphatic that the ‘real’ price of com-
modities must be measured by ‘labour commanded’.

Labour was the first price, the original purchase-money thatwas paid
for all things. It was not by gold or by silver, but by labour, that
all the wealth of the world was originally purchased; and itsvalue,
to those who possess it, and who want to exchange it for some new
productions, is precisely equal to the quantity of labour which it can
enable them to purchase or command.

In the day-to-day operations of a market economy it is ‘natural’ to ex-
press the exchange value of goods in terms of money: the moneyone would
have to hand over to acquire the good, or that one could realize by selling
it. But Smith argues this measure is superficial and potentially misleading.
Superficial, because it does not take into account the point that the “real
price of everything, what everything really costs to the manwho wants to
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acquire it, is the toil and trouble of acquiring it.” Potentially misleading,
because money is not constant in its own value over time. A better measure
of the exchangeable value of a commodity is the quantity of labour which
it enables its possessor to “purchase or command”. Smith’s particular for-
mulation of labour commanded is appropriate to an age when people (of a
certain class, of course) were accustomed to hiring servants. Thus if I own
a commodity with a market value of one guinea (twenty-one shillings), and
if the labour of a servant can be had for one shilling per day, then with the
money obtained by selling the commodity I can command the labour of a
servant for three weeks. For the modern reader an alternative, equivalent
version of Smith’s calculation may seem more natural: the ‘labour com-
manded’ by a commodity represents the time you would have to work (say,
at the average wage) in order to buy the commodity. In both cases—Smith’s
version and the modern one—the calculation of labour commanded is the
price of the item divided by the average wage.

This is a good comparative measure of the cost of goods to a working
consumer at widely separated points in time or across nations at a point
in time, when the exchange rates of national currencies are aquestionable
guide to the respective purchasing power of the currencies in their home
economies. Thus for instance a new Ford Model A car (4-door model) cost
$570 in 1928, while a new Ford Escort 4-door cost about $11,000 in 2000.
Is the Escort in 2000 really almost 20 times as costly as the 1928 model?
Not in any meaningful sense. The average hourly wage for manufacturing
workers was $0.56 in 1928, and $14.50 in 2000. If we take a working month
to be 160 hours, this means that the labour commanded by the Model A in
1928 was 6.3 months, while the labour commanded by the Escortin 2000
was 4.7 months.2

Notice that the labour time required to produce a good and thelabour it
commands in exchange are not the same thing. Say a basic car inthe USA
today commands five months’ labour at the average wage. What can we say
about the labour time required toproducea car? Well, suppose that were
also five months; in that case the average worker could work five months to
obtain a commodity that embodies five months’ labour. That is, his wage
over the period would equal the value of the output he produces over the
same period. But this means that the workers’ wages would exhaust the

2The data in this paragraph were collected from The Bureau of Labor Statistics and
Collectibles Cornerfor August 27, 1999, at www.krause.com.
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value of the product—there would be nothing left over for profit. If the profit
margin on car production is positive, it must be that wages per month are
less the exchange-value produced per month, or in other words the labour-
time required to make the car is less than the labour-time it commands. If
the car commands five months’ labour, it might take, say, three worker-
months to produce. Further, the factors making for changes in the labour
required to produce a commodity, and those making for changein the labour
it commands, are not the same. A change in the wage rate will alter the
amount of labour commanded by any commodity of given price, while it is
changes in technology, not wages, that produce changes in the labour time
required to produce things.

5.3 LABOUR TIME AND THE DETERMINATION OF VALUE

Having argued that labour commanded is the best measure of value, Smith
turns in Chapter VI ofThe Wealth of Nationsto “the Component Parts of
the Price of Commodities”.

In that early and rude state of society which precedes both the accu-
mulation of stock and the appropriation of land, the proportion be-
tween the quantities of labour necessary for acquiring different ob-
jects seems to be the only circumstance which can afford any rule
for exchanging them for one another. If among a nation of hunters,
for example, it usually costs twice the labour to kill a beaver which
it does to kill a deer, one beaver should naturally exchange for or be
worth two deer. It is natural that what is usually the produceof two
days’ or two hours’ labour, should be worth double of what is usually
the produce of one day’s or one hour’s labour.

Here we have the idea that the labour time required to producea given
product governs or determines the exchange value of the product. There
is, Smith says, a ‘natural’ proportionality between required labour time and
exchange value. He proceeds to qualify this idea, saying that labour which
is harder, or requires more skill, will count for more than simple labour. But
the more important qualification is the one he starts with in the quotation
above: he confines the basic principle that exchange value reflects required
labour time to an “early and rude state of society”. Why does he do this?

Reading further, it seems that, for Smith, the distributionof the product
of labour is the key factor. In the early and rude state, “the whole produce
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of labour belongs to the labourer; and the quantity of labourcommonly em-
ployed in acquiring or producing any commodity is the only circumstance
which can regulate” its exchange value. By contrast, in a developed mar-
ket economy, where “stock [i.e. capital] has accumulated inthe hands of
particular persons”, we have a state where

the whole produce of labour does not always belong to the labourer.
He must in most cases share it with the owner of the stock whichem-
ploys him. Neither is the quantity of labour commonly employed in
acquiring or producing any commodity, the only circumstance which
can regulate the quantity which it ought commonly to purchase, com-
mand, or exchange for. An additional quantity, it is evident, must be
due for the profits of the stock which advanced the wages and fur-
nished the materials of that labour.

The profits of stock, says Smith, constitute a second “component part” of
price, over and above the wages of labour. He then goes on to say that the
rent due to the landlord constitutes a third component part of price. Ex-
change value can no longer be based on labour alone.

Smith has got into a muddle here. He seems to have persuaded himself
that if the prices of commodities remained proportional to the labour time
required to produce them then profit would be ruled out. But this doesn’t
follow at all. In a capitalist economy the exchange values ofcommodi-
ties cannot, in general, equal thewages paidin their production, else there
would be no profit. But the propositions (a) that prices are proportional to
the labour time required to produce things, and (b) that prices are equal to
the wages paid in the production of things, are quite distinct: neither one
implies the other.

Smith seems closer to getting it right when he writes, “The value which
the workmen add to the materials . . . resolves itself . . . intotwo parts, of
which the one pays their wages, the other the profits of their employer.” That
is, one can think of the value of a commodity as being determined by the
labour time required to produce it, and then, as a distinct question, consider
the ‘resolution’ or decomposition of this value into wages and profit. This
was the position taken by David Ricardo, the first writer after Smith to make
real progress in political economy.



CHAPTER6

THE PROBABILISTIC APPROACH TO THE LAW OF

VALUE

Wright

In this chapter we take a probabilistic approach to what was the foundational
question of political economy: what is the relationship, ifany, between the
time it takes people to produce things and the prices they exchange for?

6.1 PROBABILISTIC MODELS

Once we know the possible outcomes of a situation it is natural to consider
how probableeach of those outcomes are. The probability of an event is a
number in the interval[0,1], where 0 represents an impossible event and 1 a
certain event.

For example, if we perform a large number of coin tosses we soon dis-
cover that about half the outcomes are heads, and half are tails. So although
we cannot predict the outcome of a particular flip, we can say that the out-
come is equally likely to be heads or tails, or more preciselythe probablity
of heads or tails is one half, P(X = heads) = P(X = tails) = 1

2, whereX is
the outcome of the toin coss.

Knowing that P(X = heads) = 1
2 means that about half the time a coin

will land heads. In fact, this is a probabilistic predictionof the frequency of
a particular outcome. It does not predict what will actuallyoccur, but what
will probably occur, given knowledge of the possible outcomes. Although
weaker than a deterministic prediction a probabilistic prediction is still very
useful for acting in the world. For example, knowing that an area has a
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high probability of earthquake activity tells us to build robust homes, even
though we do not precisely know when an earthquake will strike.

The theory of probability is an appropriate tool for situations where we
simply do not know the full range of causal mechanisms that determine the
outcome of a situation, or cases in which we think we know whatdeter-
mines the outcome but in practice it is difficult to use our theories to make
robust predictions. In such cases we give up on the idea of predicting actual
outcomes but instead predict what will probably occur giventhe known pos-
sible outcomes. Instead of using a deterministic model to predict thevalue
of a variable x, such as predicting whetherx = heads orx = tails, we use a
probabilistic model to predict thedistributionof a random variable X, such
as predicting that P(X = heads) = 1

2 and P(X = tails) = 1
2, which is equiva-

lent to stating that the distribution ofX is uniform, that is all outcomes have
an equal probability of occurring.

Consider the purchasing decisions of all individuals in theUSA during
one month. There are an enormous range of reasons why certaingoods are
sold in certain amounts for certain prices. Some goods are bought regularly
in stable amounts, such as basic utilities like gas and water, other goods
are ephemeral and their sales are contingent on transient fashions, such as
the market for childrens’ toys. The weather can affect sales. People are
very different and have different goals and tastes. Some goods wear out
periodically and may need to replaced. In sum, there are almost as many
reasons for exchange events as there are events themselves.

The variability and contingency that necessarily occurs when complex
and intelligent human beings competitively interact with each other implies
that it is impractical to try to model market exchanges in detail. Although
it is possible to model and predict human behaviour in controlled experi-
mental settings that constrain the space of possible actions, or in situations
where conventions or rules play an important part, it is not possible to model
the everyday creativity of market participants aiming to satisfy their goals in
open-ended and mutually constructed economic environments. It is evident
that, ignoring special cases, predicting the actual price of a good on a par-
ticular day, or predicting the demand for a newly invented commodity type,
is a lost cause. Prices and goods are always changing. A market economy
is therefore an ideal candidate for probabilistic modelling.
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6.1.1 A simple exchange economy

Recently physicists have turned their attention to economic phenomena, cre-
ating a new field called econophysics. Econophysics approaches to tradi-
tional economic problems are essentially probabilistic innature. We can
illustrate this approach by examining a very simple model ofa market econ-
omy developed by the physicists Dragulescu and Yakovenko (2000).

Imagine a simple economy consisting ofN people, which we shall call
actors. Each actor has an amount of moneym, which for the sake of con-
creteness let’s assume is denominated in dollars. The totalamount of money
in the economy, which is simply the sum of all the individual money amounts
held by each actor, is a fixed constantM.

In a market economy people exchange goods and services for amounts
of money. But we’ll completely abstract from the nature of those goods and
services, the time they take to produce or complete, and who does what and
when. We won’t consider institutions either, so firms, banksand the eco-
nomic operations of the state are out of the picture. Instead, we will focus
on an essential characteristic of a dynamic monetary economy – the fact that
money is continually exchanged between actors in differentamounts but is
almost always conserved.1 We will not attempt to deterministically model
all the local reasons why particular actors exchange particular amounts of
money at particular instants of time, but instead assume that all this contin-
gency can be modelled as random noise. Given these mighty abstractions a
single rule can drive the dynamics of the simple model:

Exchange ruleE1:

(1) Randomly pick an actori (1≤ i ≤ N) according to a uni-
form distribution. Actori is the buyer.

(2) Randomly pick an actorj according to a uniform distribu-
tion. Actor j is the seller.

(3) Randomly pick a pricep from the interval[0,mi] accord-
ing to a uniform distribution, wheremi is the amount of
money held by the buyeri.

(4) Reduce the money held byi by p. Increase the money held
by j by p.

1In 1994 scottish avant-garde artists Bill Drummond and Jimmy Cauty burnt one million
pounds, earned from the sales of their pop records. But such events have low probability.
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Economic change is simulated by repeatedly applying this rule to the econ-
omy of N actors. The rule transfers random amounts of money between
randomly selected individuals. And that’s all there is to it. Call this model
thesimple economymodel. As mentioned, it is a very simple model. It is
so simple it is perhaps difficult to believe that it can contribute much to our
understanding. But in fact it is able to replicate one of the enduring and
characteristic empirical regularities of market economies.

The number of actors with $0, $1, ..., M$ in their pockets can be counted.
Each dollar amount can be considered a ‘bucket’, and any particular actor
at any particular time is ‘in’ one of these buckets, depending on how many
dollars they hold. For example, if we initialise the model sothat each actor
hasM/N dollars in their pocket, and then measure the size of each of the
dollar buckets, we find that the money distribution is degenerate. Every
bucket is empty, except forM/N, which is of sizeN. The distribution is
called degenerate because there is only one possibility.
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Figure 6.1: Stationary wealth distribution in a simple exchange economy
plotted in linear-log scale. The straight line represents the Boltzmann dis-
tribution, P(m) ∝ λe−λm. The inset is a section of the wealth distribution in
standard scale, which more clearly shows that most actors have very little
wealth but exponentially few have a great deal.
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But if rule E1 is repeatedly applied, let’s sayN2 times, the distribution
will begin to diverge from its degenerate state as money is exchanged in
unequal amounts between the actors. Some actors will be lucky and en-
joy a sequence of advantageous trades and obtain great wealth, while others
may repeatedly spend money and get very little in return. If this process is
continued the economy settles to a particular kind of distribution, illustrated
in figure 6.1.1. This distribution is called an exponential distribution. The
inset graph in figure 6.1.1 shows the money buckets along thex-axis and
a count of the number of actors that were in that bucket over a period of
time along they-axis. The steep downward sloping graph can be fitted to an
exponential function P(m) ∝ λe−λm as shown by the straight line fitted to
the linear-log transformation of the data. The money distribution is highly
unequal. The majority of actors have very little money, whereas exponen-
tially few have a great deal. In fact, a very small number of individuals have
relatively enormous amounts of money.

Remarkably the exponential distribution of wealth is foundin real data
from real economies. There is some divergence from an exponential distri-
bution in the top 5%-10% of wealthy individuals, but an exponential dis-
tribution accurately describes the vast majority of the population (Nirei
and Souma 2003b, Dragulescu 2003, Dragulescu and Yakovenko2002),
whichever advanced capitalist country is considered.2 The distribution is
also stable over long periods of time. Although mean wealth may change
from one year to the next, the overall functional form of the wealth distribu-
tion remains exponential. In conclusion, the simple probabilistic model in
spite of (or due to?) its high level of abstraction and simplicity has replicated
an important feature of modern capitalist economies.

The probabilistic approach also provides some new economicinsights,
in particular the importance of statistical equilibria andentropy in economic
phenomena.

6.1.2 The concept of a statistical equilibrium

The simple economy model illustrates the concept of a statistical equilib-
rium. Over time the distribution of wealth in the economy converges to an
exponential distribution, and stays there. Even though theeconomic actors

2Some of the empirical studies use income over a time period asa proxy for instanta-
neous wealth, but the details do not matter here.
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continue to exchange money, and ascend or descend the incomescale, the
overall distribution of wealth in the economy remains constant.

Contrast this kind of equilibrium with the better known concept of a
mechanical equilibrium. For example, consider a set of weighing scales,
1kg on the left plate, and 1kg on the right: the scales balance, all forces
equalise, and the arms are still. The system is is in mechanical equilibrium
and will remain so until some external force is applied. A statistical equi-
librium is a different kind of equilibrium. Unlike a mechanical equilibrium,
in which the system configuration remains static, a system can be in sta-
tistical equilibrium even when its configuration is continually changing. It
is the probability distribution over possible system configurations that re-
mains constant over time. For example, if we sample the distribution of
money in the simple economy over a period of time, and then repeat this
experiment at a later time, the two distributions will be nearly identical with
high probability, despite money continually changing hands. Therefore, un-
like a mechanical equilibrium, there is always the possibility that a system
in statistical equilibrium will spontaneously deviate from equilibrium. But
the probability it will do so is small. For example, the probability that the
simple economy will spontaneously return to its initial egalitarian wealth
distribution is so vanishingly small it may as well be considered impossible.

The standard economic theories we have inherited from the twentieth
century are deterministic models, following the path laid down by theorists
in the nineteenth century who copied the tools and methods ofthe prevail-
ing mechanical theories in the physical sciences (Mirowski1989). The first
definitive formulation of this approach is Debreu’s short book The Theory
of Value(Debreu 1959), in which a market economy is pictured as a huge
deterministic calculator that computes a set of market exchanges between
economic actors, agreeable to all, given initial endowments of goods. In
this model the concept of a mechanical equilibrium is employed to under-
stand the meaning of economic phenomena. But unlike mechanical con-
figurations of matter, which do sometimes come to rest, a market economy
never does: it is inherently a dynamic system, with economicactors whose
agency continually upsets any possibility of the attainment of a mechanical
equilibrium. A market economy is more like a bag of marbles vigorously
shaken than a set of weighing scales at rest.

The simplest case of a statistical equilibrium analysed in the physical
sciences is that of an ideal gas. An ideal gas consists of millions of identical
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particles enclosed in a container that is perfectly insulated. The volume
and temperature of the gas are assumed to be constant. Every gas particle
continually moves within the container, bouncing off the walls and other
particles, changing direction, and gaining or losing speeddepending on the
local contingencies that determine collision outcomes. Atthe micro-level
there is seeming chaos. Despite all the uncoordinated chaos, however, all
the particles are connected to each other via the principle of the conservation
of energy. Each collision conserves energy, therefore the total energy of
the system is constant. Hence, if one particle is travellingunusually fast,
and has a large kinetic energy, then this necessarily implies that some other
particles must move at a slower speed. It is a physical impossibility that
all particles have the highest kinetic energy at the same instant of time. In
other words, there is a shared pool of available energy that is distributed
amongst the gas particles. This total energy is a macro-level constraint on
the micro-level disorder. All possible system configurations, that is possible
distributions of kinetic energy amongst the gas particles,cannot violate this
global constraint.

The fundamental law of equilibrium in statistical mechanics is the Boltzmann-
Gibbs law, which states that the probability distribution of energyε is P(ε) ∝
λe−λε, where 1/λ is the temperature of the gas, or the average energy per
particle. This is the exponential distribution once again.This is not too sur-
prising when we consider that the simple economy model and the ideal gas
are formally equivalent.

Simple economy Ideal gas
Large number of identical actors Large number of identical particles

Each actor has moneymi Each particle has energyεi

Total moneyM is constant Total energyE is constant
Exchange is money conserving Collisions are energy conserving

Economy enters statistical equilibrium Gas enters statistical equilibrium
Boltzmann-Gibbs money distribution Boltzmann-Gibbs energy distribution

P(m) ∝ λe−λm P(ε) ∝ λe−λε

1/λ is average wealth 1/λ is average temperature

6.1.3 The maximum entropy distribution

In section 1.4 the second law of thermodynamics was introduced. The law
states that the total entropy in a closed system tends to increase. The simple
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economy and ideal gas are closed systems. The second law implies that the
equilibrium distribution, which we have seen is the exponential distribution,
must be the distribution that has maximum entropy given the overall con-
straint on the total money in the economy (or the total energyof the gas).
Let’s check this. Consider the following entropy measure for the simple
economy:

−
M

∑
m=0

P(m) lnP(m) (6.1)

where P(m) is the probability that a randomly picked actor has moneym.
There areN actors in the economy andM dollars, both of which are con-
served. Letnm be the number of actors that holdm dollars. It is necessarily
the case that:

M

∑
m=0

nm = N

and
M

∑
m=0

nmm= M

The probability that a randomly picked actor will have moneym is P(m) =
nm/N. If we substitutenm = P(m)N into the above two equations we get
two constraints on the probabilities:

M

∑
m=0

P(m) = 1

which is the simple constraint that all probabilities must sum to one, and

M

∑
m=0

P(m)m=
M
N

which is the constraint that the probabilities must conformto the total wealth
constraint.

The mathematical problem is to determine a formula for P(m) that meets
the constraints and maximises the value of the entropy equation. This prob-
lem can be solved in a variety of ways, the details of which areunimportant.
3 But it turns out that the solution is indeed the Boltzmann-Gibbs (expo-
nential) distribution P(m) ∝ λe−λm. The exponential distribution of wealth

3The interested reader should consult Kapur (1989) and Kapurand Kesavan (1992).
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is therefore the mostdisorderlydistribution under the assumption that the
only constraint on the system is conservation of money. Clearly, if the eco-
nomic system were composed of more sophisticated agents such as ‘eco-
nomic demons’, who, for example, formed coalitions or initiated joint plans
in order to consciously change the income distribution, then new constraints
on the probabilities would need to be considered, and the mathematical ar-
gument would change. But the fact that the majority of the empirical income
distribution in capitalist economies is exponential suggests that such factors
are not significant between individuals in the exponential regime of the in-
come distribution.

In reality, unlike in the simple economy model, there are many schemes
for money reallocation, for example limited redistribution of income via
state taxes. But it is a surprising fact that such mechanismsdo not affect the
overall functional form of the income distribution. Markets appear to have
a very robust tendency to maximise entropy, and generate highly unequal,
predominately exponential income distributions.

We’ll revisit the topic of income distribution in Chapter 9,where we’ll
discover that the full income distribution has lower entropy than the expo-
nential distribution. So new causal factors, missing from this simple econ-
omy model, are at work, which place further constraints on the probabilities
P(m). This implies that some kind of entropy-reducing demonic work is
being performed to ‘sort’ money amongst different economicclasses.

6.1.4 Random agents versus rational agents

It may be objected at this point that economic actors are clearly purposive
and it is therefore essential to model individual rationality, even when con-
sidering macro-level phenomena, such as emergent income distributions.
For instance, people do not exchange money according to random rules,
and, depending on the amounts involved, often think very carefully about
what they spend. But this objection confuses epistemology with ontology,
a picture with reality. A random model need not imply that thecausality it
represents is random, only that it it is intrinsically difficult to model all the
causality in perfect detail. The randomness is intended to representall the
many and varied rational (or otherwise) decisions of the economic actors.

The underlying assumption of the rational actor approach toeconomics
is that macro phenomena are reducible to and determined by the mecha-
nisms of individual rationality. Farjoun and Machover (1983) noted some
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time ago that the successful physical theory of statisticalmechanics is in di-
rect contradiction to this assumption. For example, classical statistical me-
chanics models the molecules of a gas as idealised, perfectly elastic billiard
balls. This is of course a gross oversimplification of a molecule’s structure
and how it interacts with other molecules. Yet statistical mechanics can
deduce empirically valid macro-phenomena. Quoting Khinchin (1949):

Those general laws of mechanics which are used in statisti-
cal mechanics are necessary for any motions of material parti-
cles, no matter what are the forces causing such motions. It is a
complete abstraction from the nature of these forces, that gives
to statistical mechanics its specific features and contributes to
its deductions all the necessary flexibility. ... the specific char-
acter of the systems studied in statistical mechanics consists
mainly in the enormous number of degrees of freedom which
these systems possess. Methodologically this means that the
standpoint of statistical mechanics is determined not by the me-
chanical nature, but by the particle structure of matter. Italmost
seems as if the purpose of statistical mechanics is to observe
how far reaching are the deductions made on the basis of the
atomic structure of matter, irrespective of the nature of these
atoms and the laws of their interaction. (Eng. trans. Dover,
1949, pp. 8–9).

The method of abstracting from the mechanics of individual rationality, and
instead emphasising the particle nature of individuals, isvalid because the
number of degrees of freedom of economic reality is very large. We can
picture individual decision making as a highly simplified random selection
from possibilities constrained by overall macro-level principles, such as the
conservation of money. At this level of abstraction, individual psychology
can be modelled as extraneous noise.

Let’s now consider a slightly more complex economy, in whichthe ac-
tors take time to produce different kinds of commodities, which are then
exchanged against money.
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6.2 A SIMPLE PROBABILISTIC MODEL OF A COMMODITY ECONOMY

6.2.1 The law of value

Marx, following Ricardo, held a labour theory of the economic value of re-
producible commodities. According to Marx the value of a commodity is
determined by the prevailing technical conditions of production and mea-
sured by the socially necessary labour-time required to produce it (Marx
1954). The value of a commodity is to be distinguished from its price, which
is the amount of money it fetches in the marketplace. Although economic
actors may differ in their subjective evaluations of the worth or ‘value’ of
commodities there are emergent regularities in commodity economies that
ensure that prices tend to ‘gravitate’ around labour values.

An important feature of Marx’s theory of value is the strong distinc-
tion between value and price. Prices are what we see everydayin a market
economy, but we never see values. In Marx’s view the unknown and hidden
real values of commodities constrain and shape the formation of commodity
prices, whether we are aware of it or not, and despite the subjective evalu-
ations we may form of the relative importance of the available goods and
services. Prices are noisy and at any precise time are subject to multiple
causes, not least the scarcity or abundance of goods, or the shifting tastes
of the consuming public. Marx’s theory of value is not intended as a di-
rect explanation or prediction of particular prices on particular days, but
abstracts from temporary or accidental conditions, and instead investigates
a necessary determinant of price.

There is nothing unusual about this approach. In fact, the logical sep-
aration of different mechanisms that in practice mutually interact to cause
an event to occur is a necessary part of scientific inquiry. For example, the
law of gravity is a common and permanent factor that partially controls the
movement of objects on earth. But the fact that books stay on shelves or
planes fly does not invalidate the law; rather, the law explains the need and
function of bookshelves and wings. And although the law of gravity cannot
always be used to predict the trajectory of objects, it is nonetheless a real
casual factor. Similarly, the law of value is a theory of a common and per-
manent factor that partially controls the movement of prices in commodity
economies. The fact that a monopolistic firm may permanentlyover-charge
for its services, or the price of non-reproducible goods, such as great works
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of art, appear to have no relationship to labour-time, does not invalidate the
law of value.

It is important to develop theories of single mechanisms hypothetically
considered to be working in isolation. Only then can we hope to predict
actual events. Newton famously asserted, contrary to all appearances, that
all bodies move at constant velocity unless an external force is applied. This
is not an empirical statement, because apart from the odd special case, most
bodies do not move at constant velocity. Simplification and abstraction is
necessary in order to identify underlying, hidden causal mechanisms, partic-
ularly if the events that need to be explained, whether movement of bodies
or movement of prices, are multiply determined by lots of different mecha-
nisms working together.

In a theoretical simplification of capitalism often referred to as the ‘sim-
ple commodity economy’, Marx claims that prices will tend to‘correspond’
to labour values. Only a few simple conditions need be met forthis to occur:

For prices at which commodities are exchanged to approx-
imately correspond to their values, nothing more is necessary
than 1) for the exchange of the various commodities to cease
being purely accidental or only occasional; 2) so far as direct
exchange of commodities is concerned, for these commodities
to be produced on both sides in approximately sufficient quanti-
ties to meet mutual requirements, something learned from mu-
tual experience in trading and therefore a natural outgrowth of
continued trading; and 3) so far as selling is concerned, forno
natural or artificial monopoly to enable either of the contracting
sides to sell commodities above their value or to compel themto
undersell. By accidental monopoly we mean a monopoly which
a buyer or seller acquires through an accidental state of supply
or demand.

The assumption that the commodities of the various spheres
of production are sold at their value merely implies, of course,
that their value is the centre of gravity around which their prices
fluctuate, and their continual rises and drops tend to equalise
(Marx, 1972, p. 178).

The theory of the law of value motivates such statements. It is a funda-
mental building block of Marx’s economics.
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The law of value is intended to explain how the total labour ofa society
of commodity producers, who freely exchange their productsin a market-
place, is divided and allocated to different branches of production via the
market mechanism. The exchange of commodities at prices that deviate
from values is the mechanism by which social labour-time is transferred
from one sector of production to another. When prices equal values the di-
vision of labour has reached an equilibrium that satisfies social demand: ‘the
law of value is the law of equilibrium of the commodity economy’ (Rubin
1973):

[I]t is only through the ‘value’ of commodities that the work-
ing activity of separate independent producers leads to thepro-
ductive unity which is called a social economy, to the intercon-
nections and mutual conditioning of the labour of individual
members of society. Value is the transmission belt which trans-
fers the movement of working processes from one part of soci-
ety to another, making that society a functioning whole (Rubin,
1928, p. 81).

In brief, the law of value is the process by which a simple commod-
ity economy (i) reaches an equilibrium, in which (ii) pricescorrespond to
labour values, and (iii) social labour is allocated to different branches of pro-
duction according to social demand (where ‘social demand’ is understood
to mean consumption requirements constrained by income).

We will investigate Marx’s claim in some detail. The main result is
that Marx’s law of value does emerge as an unintended consequence of
uncoordinated market activity. We will see how the law of value natu-
rally emerges from ‘behind the backs’ of economic actors solely via money
flows that place budget constraints on their local evaluations of commodity
prices, which are otherwise subjective and unconstrained.The probabilis-
tic model reveals particularly simple and satisfying dynamic relationships
between values, prices, social labour-time and money.

It must be emphasised, however, that Marx did not think that prices
correspond to labour values in capitalism. Instead, he thought there was
a systematic deviation between labour values and profit-equalising ‘prices
of production’. But here we wish to exclude this complication and instead
concentrate on a hypothetical case of the law of value operating in isolation.
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6.2.2 The model

The model consists of a set ofN economic actors (labelled 1, . . . ,N) that pro-
duce, consume and exchange a set ofL commodity types (labelled 1, . . . ,L),
a fixed amount of paper moneyM, which is distributed amongst the actors,
a market mechanism that mediates commodity exchange.

For simplicity, we will assume that every actor specialisesin the produc-
tion of a single commodity at any one time. The current specialization of
actori is given byA(i). All commodities are simple, and do not require other
commodities for their manufacture. Each commodity requires the work of
a single actor for its production. Constant returns to scaleprevail and con-
sequently there is no rationale for the existence of firms. Actors never cease
production. A production column vector,l = (1/l1, . . . ,1/lL), wherel j > 0,
defines the rate at which an actor can produce each commodity type. For
example, an actor that specialises in commodity typej produces at a rate of
1/l j units per time step. Eachl j is the labour value of commodityj. The
production vector is identical and fixed for all actors. Labour in the econ-
omy is therefore homogenous and is not subject to changes in technique.
Once a commodity is produced it remains the property of the actor until
consumed or exchanged. Each actor has an associated endowment vector
that represents how much of each commodity is currently held.

Actors produce according to the following rule:

Production update ruleP1: (Deterministic). At the start of
the simulation initialise the endowment vector for actori to
zero:ei = 0.

Actor i subsequently generates one unit of commodityA(i)
every lA(i) time steps, and the appropriate element of the en-
dowment vector,ei [A(i)], is incremented by one.

Although no producer is more efficient than another a distinction between
socially necessary labour-time and actual labour-time expended can be main-
tained. Overproduction of a commodity relative to the social demand im-
plies that some of the labour-time expended was socially unnecessary.

Actor consumption

Every actor desires to consume all commodity types. This behaviour can
be interpreted as subsistence or aspirational. A consumption column vector,
c = (1/c1, . . . ,1/cL), wherec j ≥ 0, defines the desired rate of consumption
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events for all actors. For example, every actor desires to consume commod-
ity j at a rate of 1/c j units per time step. The consumption vector is iden-
tical and fixed for all actors and represents an economy with homogenous
tastes that do not change. Note the asymmetry between production rates
and consumption rates: an actor always meets its single production rate, but
only conditionally meets its consumption rates. Actual consumption rates
depend on the availability of commodities produced by otheractors.

Actors consume according to the following rule:

Consumption update ruleC1: (Deterministic). At the start
of the simulation initialise the consumption deficit vectorfor
actori to zero:di = 0.

Actor i subsequently generates one unit of consumption deficit
for each commodityj = 1, . . . ,L everyc j time steps, and the ap-
propriate element of the deficit vector,di [ j], is incremented by
one.

Each time step actori consumesoi = min(ei,di) commodi-
ties from its endowment to satisfy its current consumption deficit.
A new endowment vector,e′i = ei−oi , and a new deficit vector,
d′i = di−oi are formed.

Note that in each time step more than one commodity may be consumed,
although only one commodity may be worked on. The assumptionof uni-
versal and constant production and consumption vectors could be relaxed by
introducing supply and demand noise due to heterogeneity ofconsumption
tastes and production efficiency, but we won’t pursue this extension.

The reproduction coefficient

The reproduction coefficient,η = ∑L
j=1 l j/c j , measures whether, given the

‘social facts’ of the production and consumption vectors, the economy may
realise an overall social surplus, deficit or balance. A value ofη = 1 implies
the economy can achieve a state of simple reproduction (where total pro-
duction equals total consumption),η > 1 implies an economy permanently
in overall deficit (unrealised consumption capacity) andη < 1 implies an
economy permanently in overall surplus (redundant production capacity).
We will restrict our attention to economies withη = 1 that can theoretically
achieve a balance between supply and demand but may over-andunder-
produce commodities due to a sub-optimal division of labour.



128 Chapter 6. The probabilistic approach to the law of valueWright

Money

Each actori owns a sum of symbolic money,mi ≥ 0, which is used to pur-
chase commodities for consumption. The total amount of money in the
economy,M = ∑N

i=1mi , is conserved. The unit of measure of money is the
‘coin’, although it is an arbitrarily divisible unit. Coinsare neither pro-
duced nor consumed by actors. Actors exchange money for commodities,
and therefore gain money when they sell, and lose money when they buy.
Complications due to changes in the money supply are ignored.

Subjective prices

Actors form subjective evaluations of commodity prices during bi-lateral
exchange. Two requirements are placed on the evaluations: (i) a purchaser
cannot offer more coins than they possess, and (ii) offer prices must not be
fixeda priori. The second requirement is important because the law of value
trivially does not hold in an economy of homogenous,a priori evaluators.
For example, if every actor evaluated commodityj at 0 coins for all time
then prices cannot converge to labour values. The law of value operates
‘behind the backs’ of economic actors because they adapt to changing local
circumstances that are not of their own choosing but the result of global
properties of the economic system.

To simulate adaptation we could select a machine learning algorithm,
which has some psychological plausibility, that minimizesthe consumption
error. But this is an unnecessary level of detail at present.Instead, actors
form selling and buying prices for each commodity accordingto:

Price offer ruleO1: (Stochastic). The price of commodityj

according to actori is p(i)
j , and is randomly selected from the

discrete interval[0,mi] according to a uniform distribution. The
price is random but bound by the number of coins currently
held.

The actors are adaptive in a weak sense: if they have less (resp. more) coins
they probably will offer less (resp. more). Their changing circumstances
are defined solely by how many coins they hold. The law of value, if it is to
function, must therefore do so only via money flows, not by directly influ-
encing or changing individual cost evaluations.O1 is one of many possible
adaptive rules, but it is the simplest, and represents minimal theoretical com-
mitment to the decision processes employed by actors in realeconomies. In
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addition, Gode and Sunder (1993) have shown that random traders with a
budget constraint realise the same allocative efficiency ashuman actors un-
der the same market discipline, so there is reason to believethat market
structure plays a more important causal role than the individual rationality.
Our aim is to concentrate on the structural determinations of the conditions
under which evaluations take place, rather than the processof evaluation
itself. RuleO1 assumes that, absent a decision theory, a range of possible
decision outcomes are equally likely.

The market

Periodically actors meet in the marketplace. Trading behaviour continues
until the market is cleared when for every commodity type there are either
no buyers or no sellers. Commodities are bought and sold in single units. A
cleared market does not imply that all needs are satisfied or all commodities
sold.

Market clearing ruleM1: (Stochastic). Initialise the set of
uncleared commodities toC = { j : 1≤ j ≤ L}.
(1) Randomly select an uncleared commodityj from the set

C according to a uniform distribution.

(2) Form the set of candidate sellersS, which contains all ac-
tors with a desire to sell commodityj (i.e.,S= {x : ex[ j] >
dx[ j],1≤ x≤ N}). Select the sellers from Saccording to
a uniform distribution.

(3) Form the set of candidate buyersB, which contains all
actors with a desire to buy commodityj (i.e., B = {x :
dx[ j] > ex[ j],1≤ x≤ N}). Select the buyerb from B ac-
cording to a uniform distribution.

(4) If no seller or no buyer (i.e.,S= /0∨B = /0) then remove
commodity j from C; otherwise, invoke market exchange
ruleE1 (see below).

(5) Repeat until there are no remaining uncleared commodi-
ties (i.e.,C = /0).

RuleM1 matches buyers with sellers who then conditionally exchange coins
for commodities according to:
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Market exchange ruleE1: (Stochastic). Given a buyerband

sellers of commodity j with offer pricesp(b)
j and p(s)

j respec-
tively, determined by price offer ruleO1, select the exchange

price,x, from the discrete interval[p(b)
j , p(s)

j ] according to a uni-
form distribution. The exchange price is randomly selectedto
lie between the two offer prices.

If the buyer has sufficient funds (mb ≥ x) then the transac-
tion takes place. Actorb losesx coins and gains one unit of
commodity j, and the appropriate element of its endowment
vector,eb[ j], is incremented by one. Actorc gainsx coins and
loses one unit of commodityj, and the appropriate element of
its endowment vector,es[ j], is decremented by one.

RulesM1 andE1 do not represent a typical Walrasian market in which trans-
actions take place at equilibrium after a process of extended price signalling
or ‘tatonnement’. Instead, transactions occur at disequilibria prices, com-
modities may go unsold, and the same commodity type may exchange for
many different prices in the same market period. Further, commodities in
oversupply may initially fail to sell only to find willing buyers at a later
time, and commodities in undersupply may not necessarily realise a higher
price. In sum, although the rules do implement short-term price signalling
due to disequilibrium between supply and demand the detailed dynamics
of this process are not straightforward, and can only be approximated by
mathematical models that assume continuous price adjustment.

Division of labour

The setAj = {i : 1≤ i ≤ N,A(i) = j} contains those actors that specialise
in the production ofj. The setD = {Aj : j = 1, . . . ,L} partitions the actors
into production sectors and represents the total division of labour of the
economy. The division of labour is dynamic because actors can change
what they produce. Actors attempt to meet their consumptionrequirements
but do not explicitly maximise wealth. They switch from one production
sector to another according to the following rule:

Sector-switching ruleS1: (Stochastic). For actori at the end
of everynth period of lengthT time steps form the consump-
tion error, defined as the Euclidean norm of the consumption

deficit vector,‖d(n)
i ‖. ‖d

(n)
i ‖ is compared to the consumption
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error of the previous period‖d(n−1)
i ‖. If ‖d(n)

i ‖ > ‖d(n−1)
i ‖

then randomly select a new production sector from the avail-
ableL according to a uniform distribution. In other words, if
the consumption error has increased from the previous period
then swap to a new sector.

T is a constant multiple of the maximum consumption pe-
riod, max(ci), such that actors produce and have the opportunity
to sell at least one commodity before sampling the consumption
error and deciding whether to switch.

There are no switching costs. The result of all actors following ruleS1 is to
perform a parallel search over possible social divisions oflabour. Dissatis-
fied actors randomly switch to new sectors in search of sufficient income to
meet their consumption requirements.

Simulation rule

The cycle of production, consumption, exchange and reallocation of social
labour proceeds according to the following rule:

Simulation ruleR1: Randomly construct production (l) and
consumption vectors (c) for the economy, such that the repro-
duction coefficientη = 1. AllocateM/N coins to each of theN
actors (the initial distribution does not affect the final outcome).

(1) Increment the global time step.

(2) For each actor invoke production ruleP1.

(3) For each actor invoke consumption ruleC1.

(4) Invoke market clearing ruleM1.

(5) For each actor invoke sector-switching ruleS1.

(6) Repeat.

The ruleset for the simple commodity economy

SCE = {R1,P1,C1,O1,{M1,E1},S1,}
defines the computational model. The implementation has fiveparame-
ters: (i) the number of actorsN, (ii) the number of commoditiesL, (iii)
the amount of coins in the economyM, (iv) an upper bound,R, on the max-
imum possible consumption period, which is used to constrain the random
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construction of production and consumption vectors duringinitialisation,
and (iv) a switching parameterC that is the constant multiple of the maxi-
mum consumption period required by sector-switching ruleS1.

6.2.3 Simulation results

Computational models are suited to the detailed analysis ofcausal pro-
cesses that are not amenable to straightforward mathematical treatment.
The detailed supply and demand dynamics in this model are an example.
But unlike mathematical proofs, which normally quantify over the whole
parameter-space, the execution of a computational model isonly a sin-
gle sample of the parameter-space. It isn’t practical to explore the entire
parameter-space so the sampling process is biased toward subspaces that
may be feasibly computed (for example, the time cost of the simulation
rapidly increases withN), are realistic (for example, economies with a sin-
gle coin are not considered) and conform to the requirementsfor the law of
value to operate (for example, if the consumption period of acommodity
j greatly exceeds the number of actors, i.e., ifR≫ N, then the probability
that a seller ofj will find a buyer in the marketplace is low; hence exchange
becomes occasional, failing a requirement for the law of value to operate).
All simulation runs follow a similar pattern of initial non-equilibrium ac-
tivity prior to settling down to stable averages and stationary distributions
(appendix B contains further experimental details). We will measure the sta-
tionary distributions of the division of labour and market prices. But many
other variables of interest could be tracked.

Division of labour

The distribution of actors in each sector of the economy settles to a normal
distribution centred on a mean sector size. Figure 6.2 showsthe stationary
distributions of a typical sample. The equilibrium mean size of sectorj is
always approximatelyN(l j/c j). Figure 6.3 reveals this relationship sampled
over many runs.

Definition 1. A division of labour isefficientif for every commodity type
the number of commodities produced equals the social demand.

Proposition 1. Let a j = |Aj|/N be the proportion of actors producing com-

modity j. Thena j =
l j
c j

( j = 1, . . . ,L) is an efficient division of labour.
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Figure 6.2: Stationary distributions of sector sizes with fitted normal distri-
butions collected from a random sample of a 4-commodity economy with
parameter settings N:500, L:4, M:2.5×105, R:25, C:2. The mean division
of labour,(159,54.8,152,134), is close to the theoretical efficient division
of labour,N( l i

ci
) = (152,56,146,146).

Proof. The social demand for commodityj is N
c j

units per unit time. When

a j =
l j
c j

the number of units produced isNa j
l j

= N
c j

units per unit time, which
equals the social demand.

On average the division of labour is approximately efficient, but due to
stochastic fluctuations perfect efficiency is not achieved.An efficient divi-
sion of labour implies that the global consumption error is minimised and
all actors meet their consumption requirements. Actual simulation runs only
approximate maximum consumption, and unsold commodities and unsatis-
fied demands either stabilise or slowly accumulate over time. The results
show that theSCEattains a (dynamic) equilibrium of the division of labour,
and that the labour equilibrium is approximately efficient.
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from 20 ran-
dom samples of 3-commodity economies with parameter settings N:50, L:3,
M:2500, R:25, C:2. The straight line represents the identity relationship
y = x.

Objective prices

The stationary distributions of commodity prices can be approximately fit-
ted by exponentials. Figure 6.4 shows the evolution of mean prices during
a typical run and the associated stationary distributions.The price distribu-
tions have an exponential tail at the high end, but drop to zero at the low
end, but the exponential distribution accurately models the price distribu-
tions over most of the price range. In equilibrium a single commodity type
does not have a single price, but has a range of prices that occur with differ-
ing but fixed probabilities.

The law of value states that, in equilibrium, market prices ‘correspond’
to labour values. The Pearson correlation coefficient,r, between two vec-
tors,x andy measures the linear relationship between them (−1≤ r ≤ 1). A
value of -1.0 is a perfect negative (inverse) correlation, 0.0 is no correlation,
and 1.0 is a perfect positive correlation.r = 1.0 implies that there is a sin-
gle scalar constant,λ, such thatx = λy. We will check the correspondence
between market prices and labour values by measuring their correlation.

Denote the average price of commodityj by 〈p j〉. Figure 6.5 graphs
representative time series of the correlation between the market price col-
umn vectorp = (〈p1〉, . . . ,〈pL〉) and the labour values column vectorv =
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Figure 6.4: Evolution of mean commodity prices in a 3-commodity econ-
omy (left figure) and stationary distribution of commodity prices with fitted
exponential distributions (right figure).

(l1, . . . , lL) (recall thatl j is the time period required to produce commodity
j). We can now state the main simulation result of this chapter: the corre-
lation between mean market prices and labour values approaches unity in
equilibrium. Table 1, in the appendix, contains further experimental results
that demonstrate the robustness of this result.

The results show that theSCEattains a (dynamic) equilibrium in which
the mean equilibrium price of a commodity, measured over a sampling pe-
riod, is proportional to the labour-time required to make it. Prices ‘gravitate’
around labour values and this equilibrium coexists with local and subjective
pricing decisions constrained only by money endowments.

The equilibrium constant of proportionality,λ, between mean prices
and labour values, such thatp ≈ λv, must have dimensionscoins per unit
labour-time. λ summarises the causal relationship between expenditure of
labour-time in production and the representation of that time in the market
price of commodities. It measures how much labour-time money represents.
Duménil (1983) and Foley (1982) emphasise the importance of this constant
in Marxist economic theory. They define it in the context of a capitalist
economy.

Definition 2. The Monetary Expression of Labour-time(MELT) is the ra-
tio of the net product at current prices relative to the productive labour ex-
pended in an economy over a given period of time.
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Figure 6.5: Evolution of vector correlation of mean prices and labour values
over four samples of 3-commodity economies.

In a simple commodity economy there is no distinction between gross
and net product and hence the MELT is the ratio of the product at current
prices relative to the labour expended, which can be directly measured as:

λ =
γM

∑L
i=1 l ivi

(6.2)

whereγ is the proportion of the total money in the economy that on average
exchanges per unit time (soγM is the average velocity of money), andv j is
the average exchange velocity of commodityj. The numerator in the defi-
nition is the rate of money exchange, the denominator is the rate of labour-
time exchanged in the form of commodities, and the MELT is theratio of
the two, measured in coins per unit of labour-time. This definition translates
into a computational rule to sampleλ that executes per application of rule
R1. The mean velocities of commodities and coins are calculated as histor-
ical averages. Figure 5 plots equilibrium mean prices,〈p j〉, against labour
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values multiplied by the MELT,λl j , for a typical run of a 10-commodity
economy. It demonstrates that the MELT is the constant of proportionality
implied by the correlation results. The role of money as a representation of
labour-time is particularly clear in this relationship.
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Figure 6.6: Stationary market prices and MELT transformed labour values
in a 10-commodity economy withr = 0.96. The straight line represents the
identity relationshipy = x.

The definition of the MELT is not a causal theory of how the MELTis
determined. The value of MELT will vary under different ‘institutional’ ar-
rangements, such as how the market operates in detail, what kind of money
and commodity throughput obtains, and so forth. Unlike the venerable
quantity theory of moneyMV = PT (whereM is money,V is money veloc-
ity, P is the price level, andT the level of transactions), which is an account-
ing identity between market phenomena, the MELT abstracts anon-obvious
causal relationship between non-market phenomena (production times) and
market phenomena (prices).

6.2.4 Analysis

The results of the simulation experiment demonstrate that (i) a (dynamic)
equilibrium is reached, in which (ii) mean prices are linearly related to
labour values by a constant of proportionality called the monetary expres-
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sion of labour-time (MELT), and (iii) social labour is allocated approxi-
mately efficiently. The computational model generates these regularities,
but it does not provide an adequate explanation of them. The law of value
emergesfrom dynamic interactions of the constituent parts of theSCE, but
a theory is required to explain this emergence.

The qualitative theory of the law of value was most fully developed by
Isaak Rubin in his 1928 book,Essays on Marx’s Theory of Value. In what
follows, theSCE is modelled by a system of ordinary differential equations
that refer to the means of the variables of interest, therebyextending Rubin’s
theory.

The mathematical analysis aims to provide an intuitive explanation of
the gross causal features of the computational model ratherthan provide
definitive proofs of its properties or develop an accurate stochastic theory of
the steady distributions. The mathematical model is a derivative and highly
simplified analysis of the causal properties of the computational model. For
example, discrete change is approximated by continuous change under the
assumption that the size of discrete variables in the computational model is
large compared to their change in magnitude per time step.

The labour equation

Let’s think about what is happening when we run the simulation. We know
that the rate money enters and leaves the market, or money velocity, is a
proportion of the total money in the economy, which we will denote as
γM (0≤ γ ≤ 1). Assume thatγ is fixed constant (an approximation). A
money allocation column vector,b(t) = (b1, . . . ,bL), where∑L

j=1b j = 1 and
0≤ b j ≤ 1, represents the instantaneous proportion of the total money flow
received by each sector at timet. The sectoral income rate is therefore given
by b jγM.

The labour allocation column vector,a(t) = (a1, . . . ,aL), wherea j =
|Aj|/N (see section 6.2.2),∑L

j=1a j = 1 and 0≤ a j ≤ 1, represents the pro-
portions of actors ‘employed’ in each sector at timet.

Use the mean price of a commodity to approximate its price distribution.
Recall that the average price of commodityj is 〈p j〉. The average cost of
the universal commodity bundle, given current prices, is then∑L

j=1〈p j〉/c j .
Actors switch sectors based on the consumption error, whichis a func-

tion of the quantities of commodities received. To simplifythe analysis we
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will use price signals, in the form of the mismatch between income and the
average cost of the commodity bundle, as a proxy for the consumption error.
This simplifying assumption holds for the remainder of the analysis.

Each sector has an ideal expenditure rate that represents the money that
would need to be spent in order for the constituent actors to meet their de-
sired consumption rates. The rate is a function of the numberof actors in
the sector and current prices, and is given by:a jN∑L

k=1〈pk〉/ck.
The sectoral income error, denotedφ j , measured in coins per unit time,

is the difference between the actual income rate and the ideal expenditure
rate:

φ j(t) = b jγM−a jN
L

∑
k=1

〈pk〉
ck

A value of φ j > 0 implies a sectoral ‘profit’ (the sector receives more in-
come than its constituent actors require to purchase the commodity bundle),
φ j < 0 implies a sectoral deficit (there is insufficient income forthe actors
employed in the sector to purchase the commodity bundle), and φ j = 0 im-
plies sectoral income equals ideal expenditure.

Approximate the switching behaviour of actors by assuming that the rate
of change of labour allocation (or sector size) is proportional to the sectoral
income error:

d
dt

a j = ψφ j(t) = ψ(b jγM−a jN
L

∑
k=1

〈pk〉
ck

) (6.3)

whereψ > 0 is a reaction coefficient. It follows from the definition that
φ j < 0 implies a net decrease in the sectoral population, andφ j > 0 a net in-
crease, subject to the constraint∑L

j=1a j = 1. Call (6.3) thelabour equation
because it defines how the allocation of labour to different sectors of pro-
duction changes according to the money income received fromthe sale of
commodities. The labour equation for the whole economy in vector notation
is:

ȧ = ψ(γMb−N(p ·c)a) (6.4)

wherep ·c is the dot product of the average price vector and the consumption
vector.

The production rate for commodityj is given bya jN/l j . Define the
average price of a commodity to be the current sectoral income rate divided
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by the sectoral production rate:

〈p j〉=
γM
N

b j

a j
l j (6.5)

Hence, each〈p j〉 is a function ofa j andb j .

The money equation

The labour equation describes how the division of labour changes depending
on current incomes. But we do not yet have a model of how changes in
incomes depend on the current division of labour.

A sector’s income depends on the number of commodities produced.
The maximum possible social consumption rate or ‘social demand’ for com-
modity j is N/c j . The sectoral ‘production error’, denotedξ j , measured in
units of commodityj per unit time, is the difference between supply and
demand:

ξ j(t) =
a jN

l j
− N

c j

A value ofξ j > 0 implies over-production,ξ j < 0 implies under-production,
andξ j = 0 implies supply equals social demand. It is assumed that market
ruleM1 operates such that it can be approximated by the expected relation-
ship between supply, demand and price: commodities in over-supply have
lower average prices than those in under-supply. This implies that the rate of
change of sector income is negatively proportional to the production error:

d
dt

b j =−ωξ j(t) =−ωN(
a j

l j
− 1

c j
) (6.6)

whereω > 0 is a reaction coefficient. It follows from the definition that
ξ j < 0 implies an increase in sectoral income, andξ j > 0 a net decrease,
subject to the constraint∑L

j=1b j = 1. Call (6.6) themoney equationbecause
it defines how the allocation of money to different sectors ofproduction
changes according to the over or under-production of commodities. The
money equation for the whole economy in vector notation is:

ḃ =−Nω(Al −c) (6.7)

whereA is theL by L diagonal matrix with element(i, i) equal toai and
element(i, j) (i 6= j) zero.
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Equilibrium

The 2L labour (6.4) and money (6.7) equations mutually interact and de-
scribe the evolution of the division of labour via the mechanism of market
price changes. The causal schema is as follows: (i) an existing division of
labour results in (ii) over and under-production of commodities that causes
(iii) error-correcting price changes on the market due to supply and demand,
which (iv) generate changes in sectoral incomes that (v) cause actors that
cannot meet their consumption requirements to swap sectors, resulting in
(vi) a new division of labour. Some mathematical results arenow derived
that show that the mutual interaction results in an equilibrium point at which
prices equal labour values.

Definition 3. A simple commodity systemis described by the following sys-
tem of 2L coupled differential equations:

ȧ = ψ(γMb−N(p ·c)a) (6.8)

ḃ =−ωN(Al −c) (6.9)

and

〈p j〉=
γM
N

b j

a j
l j

subject to the constraints

L

∑
j=1

a j = 1, 0≤ a j ≤ 1

L

∑
j=1

b j = 1, 0≤ b j ≤ 1

L

∑
j=1

l j

c j
= 1 = η l j ,c j > 0

M,N > 0 ω,ψ > 0

0≤ γ≤ 1

Lemma 1(Equilibrium point). The simple commodity system has the unique
equilibrium point

a∗ = (
l1
c1

,
l2
c2

, . . . ,
lL
cL

) = b∗ (6.10)

(The proof is in appendix A.)
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This lemma states that ˙a j = ḃ j = 0 (i.e., the system is at rest) when the
proportion of actors employed in a sector equals the proportion of money
received by the sector, and that proportion isl j/c j . This makes intuitive
sense: every actor consumes the same consumption bundle, therefore, on
average, they require the same income (otherwise actors move to different
sectors and the system is not at rest). The lemma does not imply that every
actor receives the same income in equilibrium, only that sectoral averages
are equal. (In fact, the stationary income distribution in theSCE is highly
unequal and approximately exponential).

Lemma 2 (Global stability). The equilibrium point is globally asymptoti-
cally stable. (The proof is in appendix A.)

This lemma states that the system, regardless of its initialconditions,
always approaches the equilibrium point. The simple commodity system is
a feedback system that functions to minimise both income andproduction
‘errors’. This formalises Rubin’s assertion that ‘[a] given level of market
prices, regulated by the law of value, presupposes a given distribution of
social labour among the individual branches of production.... Marx speaks
of the “barometrical fluctuations of the market prices”. This phenomenon
must be supplemented. The fluctuations of market prices are in reality a
barometer, an indicator of the process of distribution of social labour which
takes place in the depths of the social economy. But it is a very unusual
barometer; a barometer which not only indicates the weather, but also cor-
rects it’ (Rubin (1973, p. 78)). Lemma 2 explains why simulation runs tend
to equilibrium.

Corollary 3 (Efficient division of labour). The division of labour is efficient
in equilibrium.

Proof. By lemma 1 the proportion of actors in sectorj at equilibrium is
a j =

l j
c j

, which by proposition 1 is efficient.

Corollary 3 is an explanation of why the simulation tends to an approx-
imately efficient division of labour. The experimental results do not ex-
hibit perfect efficiency because theSCE is non-deterministic and undergoes
stochastic fluctuations in equilibrium.
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Theorem 4 (The law of value). Labour values are global attractors for av-
erage market prices.

lim
t→∞

p(t) = λv (6.11)

Proof. Substituting the equilibrium point,a j = l j/c j = b j , into (6.5) yields
〈p j〉 = λl j , which by lemma 2 is the globally asymptotically stable market
price.

At equilibrium the average price of a commodity is proportional to the
labour-time required to make it. The constant of proportionality, λ = γM/N,
represents the monetary value of one unit of labour-time. Theorem 4 ac-
counts for the observed correlations between prices and labour values.

In equilibrium actors receive equal mean incomes but are engaged in
productive activity of unequal periods. Hence, commodities that take longer
to produce sell for higher mean market prices. This is the fundamental rea-
son why prices correspond to labour values at the equilibrium of the simple
commodity economy.

Disequilibrium deviation of price from value

A key insight of Marx’s theory of the law of value is that prices refer to
amounts of labour time anddeviationsof prices from values are socialerror
signalsthat function to redistribute labour. Only in the hypothetical situa-
tion of balanced supply and demand in which labour is efficiently distributed
are prices proportional to labour values. We can analyse thedeviation of
price from value out of equilibrium by introducing the concept of labour
commanded.

Definition 4. A commodity commands an amount of labour in exchange.
The labour commandedby a commodity is its money price divided by the
MELT, measured in units of labour-time. The mean labour commanded

〈ε j〉=
〈p j〉

λ
(6.12)

represents how much social labour-time a commodity on average fetches in
the marketplace.

If a commodity type commands an amount of social labourε j < l j then
it is undervalued, if it commands amountε j > l i it is overvalued. The labour
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commanded is an objective property of the exchange, and is distinct from
any subjective valuations of the utility of the transactionfrom the perspec-
tive of a particular actor. At equilibrium〈ε j〉 = l j for all j = 1, . . . ,L but
otherwise commodities sell below value or above value, in accordance with
the laws of supply and demand.

An act of exchange involves more than swapping of a commodityfor an
amount of money. It is also an exchange of a representation ofan amount of
social labour-time, measured by the labour commanded, for an amount of
private labour-time actually expended in the production ofthe commodity.
Normally this is not an exchange of equivalents.

If the global division of labour mismatches the social demand then labour
associated with scarce commodities is rewarded with accessto additional
social labour-time, whereas labour associated with unwanted commodities
is punished by a reduction of access. Out of equilibrium not all private
labours are mutually equalised and not all private labours are socially neces-
sary. But if the reallocation of labour resources is based onthese monetary
reward signals then the feedback loop completes and a division of labour
emerges in which unnecessary private production is minimised and prices
approach labour values. The dynamic relationship between labour embod-
ied and labour commanded as regulator of the division of labour is apparent
in the following relationship

ȧ j = a j
(〈ε j〉

l j
−1
)

ψγM (6.13)

which is derived in the appendix. The term in brackets is positive if the
commodity type is overvalued (implying an increase in the sector size) and
negative if the commodity type is undervalued (implying a decrease in the
sector size). Equation (6.13) reveals the causal connection between labour
allocation and prices that occurs under the surface of the simple commodity
economy. It is a precise formulation of Rubin’s observationthat ‘value is
the transmission belt that transfers the movement of working processes from
one part of society to another, making that society a functioning whole’ (Ru-
bin (1973, p. 81)) that summarises how the interaction of private commodity
producers, using a monetary representation of the total social labour-time,
spontaneously allocates labour to different branches of production accord-
ing to social demand.
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The precise price distribution will be sensitive to the particular price
offer rule (or rules) employed by the actors. The more important point,
therefore, is that in statistical equilibrium the same commodity type realises

a range of different market prices,p(1)
k , p(2)

k , . . ., each of which represents
different transfers of social labour-time between buyer and seller. The role
of the mismatch between labour embodied and labour commanded in reg-
ulating the division of labour is apparent ‘on average’ and is a property of
the price distributions, not a property of individual transactions. Hence, a
commodity type may be correctly valued in equilibrium while, at the same
time, particular transactions may represent under or overvaluations of the
commodity instance. The law of value states that, whatever the precise dis-
tribution of exchange prices, mean equilibrium prices are proportional to
labour values.

6.2.5 Discussion

The choice of modelling symbolic money (e.g. paper or coins), which has
nominal but no intrinsic value, rather than money in the formof a commod-
ity such as gold, which has intrinsic value in virtue of the labour required
for its production, differs from Marx’s presentation but has the advantage
of separating two definitions that may be easily conflated in his analysis of
money (for a discussion, see Foley 1983): (i) the ‘value of money’, which is
the inverse of the MELT and is the labour-time represented bythe monetary
unit (e.g. 1 hour of social labour-time is represented by 1 coin), and (ii) the
‘value of the money commodity’, which is the amount of sociallabour-time
required for the production of a unit of the money commodity (e.g. 1 ounce
of gold requires 1 hour of social labour-time for its production).

Roemer (1982, pp. 27–31) argues that in a simple commodity economy
the only prices capable of reproducing the system are those proportional to
embodied labour times. The derived prices satisfy the constraints of the eco-
nomic situation represented as a linear programming problem. The deduc-
tion abstracts from market interactions that occur in historical time and dis-
equilibrium supply and demand dynamics; hence, the mechanism by which
such prices are reached is absent. The model is constraint-based rather than
causal. The idea that labour values areattractors for prices in the sim-
ple commodity economy does not contradict this static result. A dynamic
analysis, however, is a more stringent test of the conceptual integrity of the
Marx-Rubin law of value, which is essentially concerned with how markets
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function to allocate social labour-time via error-correcting price signals. In
static models, such as Roemer’s, prices are nominal and lacka casual con-
nection with the reallocation of labour. The mechanism of the law of value
should not be reduced to its attractor.

Krause (1982) understands the importance of the dynamic coordination
of concrete labours in market economies via the price mechanism. He con-
tends that most modern formulations of the labour theory of value assume
that concrete labours of different types are equivalently valued, an assump-
tion he labels ‘the dogma of homogenous labour’ (Krause (1982, pp. 160–
161)). According to Krause, the ‘supposition of homogenouslabour sup-
plants any analysis of the specific coordination of concretelabours’ (Krause
(1982, p. 101)). The static methods employed by Krause, which repre-
sent the economic situation in terms of linear algebra, are sophisticated, and
can quantify over complex production structures, in particular the produc-
tion of commodities by means of others. In contrast, the dynamic approach
taken here is relatively immature and models a simple production structure.
Unlike static approaches, however, the dynamic approach can model the co-
ordination of concrete labours, and this reveals a new dynamic relationship
between homogenous and heterogenous labour.

Following Krause letαi j be the reduction coefficient of concrete labour
type i to j (i 6= j), such that 1 hour of labour of typei is equivalent toαi j

hours of labour typej, where the equivalence relation is induced by market
exchanges. The assumption of homogenous labour is thatαi j = 1 for all i
and j. The reduction coefficients in the simple commodity system are:

αi j =
〈pi〉/l i
〈p j〉/l j

=
bi/ai

b j/a j

Note that the assumption of homogenous labour is not made. Theorem 4
can be reformulated as

lim
t→∞

bi

ai
= 1

and by the quotient rule for limits it follows that for alli = 1. . .L and j =
1. . .L

lim
t→∞

αi j = 1 (6.14)

The statement that labour values are attractors for prices is equivalent to
the statement that homogenous reduction coefficients are attractors for het-
erogenous reduction coefficients. Krause writes: ‘It is conceivable that
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certain assumptions about the mechanism of coordination could produce
equal reduction coefficients. But the classical/contemporary labour theory
of value does not formulate such assumptions, so the homogeneity is mere
dogma’ (Krause (1982, p. 101)). But it is inaccurate to statethat the Marx-
Rubin formulation of the law of value assumed homogenous labour without
justification. The law of value is a dynamic theory of labour allocation based
on the tendency of heterogenous labour to be homogenised viacommodity
exchange, and in this sense is very different from modern static formulations
of it. The reduction coefficients are continuously calculated by a distributed
computation that is implemented through the actions of the economic ac-
tors. Homogeneity emerges in the simple commodity economy under the
assumption that economic actors have equal productive powers as mem-
bers of the same species, strive for equal renumeration for their labour time,
that is they consider themselves equal, and are free to realise their equality
through unconstrained economic activity. Rubin states that the ‘equalization
of exchanged commoditiesreflects the basic social characteristic of the com-
modity economy:the equality of commodity producers’. The SCE models
this ideal situation by allowing identical actors to freelymove between sec-
tors of production in order to meet identical consumption requirements. In
reality, things are not so simple, and in the context of tendencies to narrow
the wage dispersion, Rubin (1973, ch. 15) discusses factorsthat prevent
homogenisation.

6.2.6 Labour values as attractors for prices

The law of value is a phenomenon that emerges from the dynamicinter-
actions of private commodity producers. In the model presented (i) labour
values are global attractors for market prices, (ii) marketprices are error
signals that function to allocate the available social labour between sec-
tors of production, and (iii) the tendency of prices to approach labour val-
ues is the monetary expression of the tendency to efficientlyallocate social
labour. The constant of proportionality of the linear relationship between
labour values and market prices is the monetary expression of labour-time
(MELT), which measures how many units of money represent oneunit of so-
cial labour-time. The MELT summarises a non-obvious causalrelationship
between non-market phenomena (production times) and market phenomena
(prices), and links the total available social labour-timeto its monetary rep-
resentation. The concept of labour commanded, which measures how much
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social labour-time a commodity fetches in the marketplace,is important
for theorising how deviations of price from value are labourre-allocation
‘signals’. The labour commanded by a commodity normally mismatches
the private labour-time expended in its construction, indirectly signalling
whether the labour was socially necessary or not.

The law of value operates ‘behind the backs’ of actors via money flows
that place income constraints on their local evaluations ofcommodity prices.
The equilibrium of the simple commodity economy is a statistical equilib-
rium, in which a single commodity type may realise many different prices.
In consequence, the regulating role of exchange value is a property of price
distributions, not individual transactions. Further, thelaw of value can only
emerge in broad models of economic systems that complete thefeedback
loop between production, consumption, exchangeandreallocation of labour
resources.

An actor engaged in free exchange derives personal benefit from trans-
actions and the immediate apprehension of this fact motivates subjective
theories of value. But an exchange has causal consequences beyond the im-
mediate moment and the satisfactions of mutual commerce that derive from
its embodiment within a system of generalised commodity production. Ac-
tors do not normally think money into existence although they do decide
to spend more or less of what they have. Their income is a localrepre-
sentation of a global resource constraint not under their subjective control.
Although moneyexchangesaccording to demands for use-values, and is
normally accompanied by the satisfaction of desires, itrefersto amounts of
social labour-time. Local flows are easier to apprehend thanglobal refer-
ence, which partially accounts for the relative neglect of objective theories
of value.



CHAPTER7

VALUE IN A CAPITALIST ECONOMY

Cottrell, Cockshott

7.1 THE PROBLEM OF PROFIT RATES

In our analysis so far we have looked at how the labour theory of value
applies to an economy in which indidividuals exchange commodities, which
they have themselves made, with other independent producers. The classical
political economists Smith, Ricardo and Marx believed thatthings differed
’after the accumulation of stock’, that is to say once production was carried
out by larger enterprises using significant amounts of capital.

Suppose it is the year 1800 and we have two capitalists Mr Miller pro-
ducing flour and Mr Arkwright producing yarn. Flour production was con-
siderably more automated than cotton manufacture. A large cotton mill
might employ 500 people, a flour mill fewer. Let us suppose that Mr Miller
has only 200 employees to Mr Arkwrights 500. The spinning of cotton and
the grinding of flour both required large amounts of mechanical power. So
both sorts of miller needed very substantial capital investment to dam rivers,
divert the water through lades and over water wheels, and then to construct
and equip the mill buildings. We will assume that the capitalinvested in the
two mills was the same: £200,000. At that time in Britain a year’s labour
created a value of about £200 of which the worker might be paid£100. The
annual value added by Mr Millers employees would be £40,000 and by Mr
Arkwrights £100,000. The implication of this is that the rate of profit that
they would earn on their capital would be different ( see Table 7.1).

Faced with this discrepancy the classica economists eitherhad to accept
that capitalists in different industries would earn different rates of profit,
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Table 7.1: Two Millers

Mr Miller Mr Arkwright
Capital in mill £200,000 £200,000
Employees 200 500
Value Added £40,000 £100,000
lessWages £20,000 £50,000
Profit £20,000 £50,000
Rate of Profit 10% 25%

or they had to conclude that the labour theory of value had to be modi-
fied to adapt it to the new world of capitalist industry. In fact, they found the
idea that capitalists in different industries would earn widely divergent profit
rates implausible. They thought that the rate of profit in different industries
should be the same, for were it not, capitalists would shift their funds into
the industry earning the higher profit rate. A consequence ofthis was that
they assumed that actual prices would diverge somewhat fromlabour val-
ues to allow capitalists in different industries to earn thesame rate of profit.
Among the classical economists the most thorough treatmentof these cor-
rections was given in Marx (1971). In the literature of Maxian economics
the technique of applying these corrections was called the ”transformation
problem” because it transformed of a set labour values into aset of prices at
which profit rates would equalise.

During the 20th century a considerable body of mathematicalliterature
(see for instance Sraffa (1960), Samuelson (1973), Steedman (1981)) grew
up analysing how prices in a capitalist economy would be determined on the
assumption of an equal rate of profit accross all branches of industry. This
branch of economics came to be called the neo-Ricardian school.

But if were allowed that profits on stock caused prices to diverge from
labour values, what was the point of the labour theory of value?

Could one not say that both capital and labour contributed jointly to the
value of the product?

As a result the labour theory of value is now taught to students as some-
thing of a historical footnote, interesting but now considered obsolete. But
this judgement is to harsh to great thinkers like Adam Smith and Karl Marx.
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They were onto a basically sound intuition in emphasising the role of labour
in creating value.

7.2 QUESTIONING THEPROFIT RATE

What theorists have been inclined to forget, is that the equalized rate of
profit is not a fact. It is an assumption, one that is absolutely crucial to
all neo-Ricardian theories.? was able to show that many examples used
by Steedman to demonstrate the frailty of the Labour Theory of Value, fell
apart and became economically meaningless given the slightest deviation
from equal profit rates.

What is a fact, is that the distribution of the rate of profit incapitalist
economies is quite wide, and broadly stable over time. Yes, there are forces
working in the direction of equalization, but there are complementary forces
working in the direction of dis- equalization; and the jointoutcome of these
forces seems to be an ”equilibrium” degree of dispersion of profit rates, with
different capitals occupying different places in the distribution at different
times1.

The greater the equilibrium dispersion of profit rates, the worse are neo-
Ricardian prices as approximations to actual prices – or even to their ”cen-
ters of gravity,” discounting the effects of short-run supply- demand disequi-
libria. On the other hand, on the maintained hypothesis of anequalized rate
of profit, the greater the dispersion of the capital to labourratio, the worse
are labour-values as approximations to actual prices. Since both of these dis-
tributions are non-degenerate, the question of whether neo-Ridardian prices
or labour- values offer the better systematic approximation to actual prices is
an empirical one. The evidence to date shows, with remarkable consistency
across data-sets drawn from different capitalist economies and different time
periods, that the two approximations are roughly equally good (see Chapter
7.3 ). The labour theory of value is at least as good a predictor of actual
prices as the neo-Ricardian theory.

It might be objected by some Marxist economists that treating the Labour
Theory of Value and the Sraffian system as alternative theories of relative
prices is to miss the point. Is it valid bracket Ricardo and Marx as propo-
nents of the Labour Theory of Value when Marx was concerned tocriticise
Ricardo, not merely to second him?

1See Farjoun and Machover (1983)
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There is some force in this objection, but it is overdone. True, Marx’s
primary object was not to develop a theory of relative prices. He wanted to
lay bare the basis of profit in the capitalist exploitation oflabour, to discern
the ”laws of motion” of capitalism, and to demonstrate that capitalism is
a historically transient mode of production, whose internal contradictions
necessarily propel it in the direction of its supercession by socialism. From
this standpoint, the Labour Theory of Value was but a stepping stone to-
wards his theory ofsurplus valuesomething quite foreign to Ricardo. And,
it may be said, whatever is valid or salvageable from among the latter am-
bitions may be reconstructed without appeal to the Labour Theory of Value.
This last claim we will tackle shortly. For the moment we wantto point out
that although a theory of relative prices was not Marx’s central concern, as
such, it does nonetheless play a key role in his work, and is a valid scien-
tific question in its own right. One might add that Ricardo, too, placed the
Labour Theory of Value in the service of an analysis of the ”laws of mo-
tion” of capitalism as he saw them – e.g. the progress towardsthe famous
”stationary state” via a falling rate of profit.

Marx’s analysis of exploitation assumes that the prices of commodities
in terms of money are in proportion to their labour-values. There is weak
and a strong reading of this assumption. On the weak reading,it is just
an expositional tactic for representing at the level of the individual factory
and the individual worker, social relations that obtain between the class of
workers and the class of capitalists. It projects onto theindividual working
day a division into surplus and necessary labour time that isin reality a
relationship between parts of thetotal social working day. This is divided
between time spent in industries producing workers’ consumer goods and
time spend producing goods used by the capitalists. The weakposition
would say that these conditions of projection need not hold empirically for
the thesis about the social totality to be valid.

The strong position would state that the conditions of projection are
more or less empirically valid, in the sense that there is such a strong corre-
lation between the prices of commodities and their values that what is true
at the social level is also true at the micro level.

Hence, although the principal concern of Marx in his famous chapter on
the commodity (Marx (1954)) may have been the analysis of thesocial form
of value, this does not indicate that he was unconcerned withthe empirical
relationship between price and value. Generally he held that movements in
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price reflected movements in value. This indeed was the specific form of
representation of the category value (abstract social labour) in capitalist so-
ciety. The essence of this form of representation was that there was a close
correspondance between the structure of prices and the structure of values.
Marx of course allows for disturbing elements – temporary imbalances of
supply and demand, differing compositions of capital between branches,
etc. – but the existence of these distorting factors no more invalidates the
underlying hypothesis than the reality of air resistance invalidated Galileo’s
theory of falling bodies. The claim is that the underlying tendency will pro-
duce clear measurable effects, which can be distinguished from the effects
of the disturbing factors.

What does one need to know in order to calculate labour-values?
The input-output structure of the economy2, including intersectoral tech-

nical coefficients and direct labour coefficients. With thisknowledge, one
can invert the ”Leontief matrix” (or perform an iterative approximation of
same) and derive the full set of labour-values. With the sameinformation,
and by means of the same computations, one can determine the vector of
gross outputs required to support any given vector of final demand – a basic
planning problem3.

What does one need to know to calculate neo-Ricardian prices?
Basically the same: the full set of input-output coefficients, plus a distri-

butional variable – either the (uniform) wage or the (uniform) rate of profit.
Is it in any way necessary to calculate labour-values as a step on the way

to calculating neo-Ricardian prices?
No. This is one of Steedman (1981)’s key points, and of coursehe is

right. In this sense there is no ”transformation problem”. If one’s objective
is to derive the set of Sraffian prices or ”prices of production,” one does
not have to go via labour-values. That would be an awkward detour. And
the question ”What is the correct mathematical relationship between labour-
values and prices of production?” would seem to be of interest only if one
has some prior commitment to labour-values. Why should one have any
such commitment?

Labour-values seem to be analytically redundant.
But this argument loses its force if, as shown later, it turnsout that

labour-values and prices of production are about equally good as predic-

2This is discussed in more detail in Sections 7.3.1, 12.1 .
3We explain this in more detail in Section 7.3.1
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tors of actual prices in capitalist economies. labour-values are a ”detour”
only if one’s theoretical terminus is neo-Ricardian prices– but why should
that be one’s theoretical terminus if one’s ultimate objectis to analyze real
economies and their laws of motion?

Suppose that labour-values and neo-Ricardian prices are, about equally
good as predictors of actual prices. Are there then any grounds for preferring
one theory over the other?

There are several, but here is one perspective to start with.
If, in the neo-Ricardian system, one asks, ”What determinesprices (or

price movements over time)?” the answer is, more or less, ”Everything.”
(The full set of technical relationships and the profit-rateor wage.) This
answer is strikingly uninformative.

But ask the same question of the Labour Theory of Value and youget a
clear, informative answer: the systematic component of both cross-sectional
and time-series relative price variation is primarily governed by the labour
time socially necessary to produce the various commodities. On the grounds
of parsimony in explanation (Occam’s razor), the Labour Theory of Value
looks pretty good.

Why has the relative price of computing power fallen so dramatically
over the last decade?

The testable explanatory hypothesis of the Labour Theory ofValue is
that technology in the computer industry has progressed in such a way as
greatly to reduce the labour time necessary to make a computer of given
specification, while also, of course, upping the specifications dramatically.
By contrast, the neo-Ricardian answer – it would presumablygo like this:
the input-output structure of the economy has changed in such a way as to
reduce the price for computers consistent with the computerindustry earn-
ing the average rate of profit – seems not to offer any real explanatory pur-
chase at all.

7.2.1 Does the Labour Theory of Value have a mechanism?

David Hume famously argued that we can never discover any necessity in
causal connections between matters of fact. Necessity resides solely in the
realm of mathematics and logic; among matters of fact there can at best be
”constant conjunctions”, brute empirical associations. Hume’s argument is
notoriously difficult to refute, yet surely most scientistsfeel that there must
be something wrong with it.
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We expect of a good theory that it does more than produce predictions
that happen to come out right most of the time. We expect the theory to
specify some underlying mechanism responsible for the production of the
effect in question. So: Empirical success apart, what is themechanism of
the Labour Theory of Value supposed to be?

Of the classical proponents of the Labour Theory of Value – Smith, Ri-
cardo and Marx – only Adam Smith (whose version of the Labour Theory
of Value was of course considered confused by the latter two)actually spec-
ified a mechanism.

In Smith, the pressure towards the exchange of commodity bundles con-
taining equal quantitites of labour time resided in the subjective reckoning
of the parties to the exchange. The beaver-hunter, seeing that his ”output”
took twice as much labour to produce as that of the deer-hunter, refuses to
part with the beaver for less than two deer. But unfortunately this mech-
anism would seem to operate, at best, only in the ”early and rude state of
society which precedes both the accumulation of stock and the appropriation
of land”. Capitalists don’t calculate the labour-content of their products, or
of the commodities they purchase. Plus, even if they wanted to, it’s much
more difficult to calculate the labour-content of a commodity produced via
a complex division of labour.

Neither Ricardo nor Marx specified an alternative mechanism. Ricardo
was perfectly confident that the Labour Theory of Value was right, but if you
look for a definite mechanism in the Principles you will be disappointed.
What purports to be an argument for the Labour Theory of Valueappears
on p. 25 of the Sraffa edition, but it is actually no more than an account of
what will happen under certain circumstanceson the maintained hypothesis
of the Labour Theory of Value.

Marx, though he doesn’t give a mechanism as such, does offer an argu-
ment, in chapter 1 of Capital, I. It goes roughly like this.

(1) Commodity exchange should be conceived as an equation. To make
sense of the ”exchange of equivalents” we must suppose that there is
somethingpresent in equal quantities on both sides of the exchange.

(2) Labour time is the only acceptable candidate for this ”something”;
since the use-values of commodities are incommensurable.

This argument has not persuaded many people. At least on the face of it, it
seems to be full of holes. For instance:
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(1) Why do we have to conceive of exchange as an equation, other than,
trivially, of equal monetary magnitudes?
There doesn’t seem to be anything compelling about this picture.

(2) Even if we do think of exchange in that way, and if we acceptMarx’s
point about the incommensurability of disparate use-values, is labour
time really the only candidate for the thing that is equated?
What about, say, energy-content?

(3) Besides, when we get to volume III of Capital, Marx admitsthat em-
bodied labour time is *not* actually equated in commodity exchange
under capitalism, even in ”long-run equilibrium,” so to speak.

There would seem to be two possibilities here. Either the confidence
of Ricardo and Marx concerning the Labour Theory of Value wasjust mis-
placed. Their failure to come up with a convincing mechanismis fatal.
Alternatively the intuition of Ricardo and Marx was sound, but outran their
capacity to articulate a proper justification of the Labour Theory of Value:
the job can, however, be done. We think the second interpretation is the
right one.

Capitalists don’t calculate labour-contents. But they do calculate profit
rates, and act on those calculations, so there is a theoretical warrant for the
idea of a tendency towards the equalization of the rate of profit. Under
certain conditions: the rate of profit is ”small” and/or the dispersion of the
value composition of capital across industries is limited,the equalization
of profit rates will produce a tolerable approximation to relative prices =
relative labour-values.

So we can produce a mechanism for the Labour Theory of Value, as
approximation, after all – only it is ”parasitic” on the mechanism for gen-
erating Sraffian prices, which justifies the idea that the Labour Theory of
Value is theoretically redundant!

But this is wrong. Farjoun and Machover (1983) showed that ifthe
Labour Theory of Value is cast in a probabilistic form, one can derive a
stochastic version of price–value proportionality without appealing to a uni-
form rate of profit. We develop this approach further in Chapter 6.

Thus Farjoun and Machover supply a definite mechanism supporting a
stochastic version of the Labour Theory of Value, one that isnot parasitic
on the uniform- profit condition. This mechanism is statistically emergent.
It is certainly not the direct result of agents’ paying attention to the labour-
content of commodities in the mode of Smith’s hunters; and itwould seem
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to be invisible to methodological individualism. On the other hand, the
probability law in question clearly must be realized via theinteractions of a
multitude of capitalists and workers. The situation is analogous to statistical
mechanics. The ideal gas laws, for instance, are statistically emergent from
the interaction of millions of individual molecules.

7.2.2 On the specialness of labour

Suppose you grant the above, at least for the sake of argument. You may
still wonder: But after all, what is really special about labour?

Couldn’t you do the same sort of statistical number using oil-content,
timber-content or what-have-you?

Why is the Labour Theory of Value of any more intrinsic significance
than the Oil Theory of Value or the Timber Theory of Value?

Everybody knows that human labour is a special process and labour-
power a very special commodity. But a certain sort of hard-nosed theorist
is very unwilling to grant labour any special theoretical privilege. This atti-
tude, although ultimately theoretically debilitating, isunderstandable. One
doesn’t want to be caught sneaking into one’s basic economictheory a priv-
ileging of labour that is based on scientifically ”extraneous” ideological,
political or humanitarian concerns. If the Labour Theory ofValue acquires
its validity only from, say, a standpoint of political-ideological sympathy
with the labour movement, this seems like sufficient reason for rejecting it4.

The thrust of the earlier chapters of this book has been to show that the
granting of a special privilege to human labour time, and thecommodity
labour power, is not in the least the effect of the intrusion of extraneous
factors into the realm of theory.

The economy is ”about” the production of goods that serve certain hu-
man purposes, by human beings, via their labour time. The stipulation that
the goods serve human purposes – though those purposes may bequite var-
ious – is necessary to distinguish economic production from, e.g., the pro-
duction by humans of carbon dioxide and other bodily wastes.This is not
an ”ideological” statement, extraneous to science, since some such state-
ment is absolutely required to prevent the ”economy” from vanishing as a

4Sraffa’s very title, ”The Production of Commodities by Means of Commodities,” seems
to bespeak such a concern, which is more explicit in some of his followers. From the ab-
stract theorist’s point of view, labour (or rather labour-power) is just one of the n commodi-
ties that jointly produce each other.
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specific object of theoretical investigation. Otherwise how can one make a
principled distinction between the economy, and all the other stuff going on
in the biosphere with which, of course, the economy is intricately linked?

One could try delimiting the economy as the set of activitiesthat earn,
and participate in the determination of, the equalized rateof profit. But
strictly speaking, this would be the empty set. Or ”the set ofactivities in-
volving the allocation of scarce resources by and on behalf of humans.” But
that is too broad to isolate the economy as such; and besides,it skirts the
point that labour is the key ”scarce resource.”

Here are three quotations, one from each of the classical proponents of
the Labour Theory of Value.

A. Smith:

The real price of everything, what everything really costs to the man
who wants to acquire it, is the toil and trouble of acquiring it. ...
Labour was the first price, the original purchase-money thatwas paid
for all things. It was not by gold or silver, but by labour, that all the
wealth of the world was originally purchased...

B. Ricardo:

Possessing utility, commodities derive their exchangeable value from
two sources: from their scarcity, and from the quantity of labour re-
quired to obtain them.

There are some commodities, the value of which is determinedby
their scarcity alone. No labour can increase the quantity ofsuch
goods, and therefore their value cannot be lowered by an increased
supply. Some rare statues and pictures, scare books and coins, wines
of a peculiar quality, which can be made only from grapes grown on
a particular soil, of which there is a very limited quantity,are all of
this description. Their value is wholly independent of the quantity
of labour originally necessary to produce them, and varies with the
varying wealth and inclinations of those who are desirous topossess
them.

These commodities, however, form a very small part of the mass of
commodities daily exchanged in the market.By far the greatest part
of those goods which are the object of desire, are procured bylabour;
and they may be multiplied, not in one country alone, but in many,
almost without any assignable limit, if we are disposed to bestow the
labour necessary to obtain them.(emphasis added)
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C. Marx:

Every child knows that any nation that stopped working, not for a
year, but let us say, just for a few weeks, would perish. And every
child knows, too, that the amounts of products corresponding to the
differing amounts of needs demand differing and quantitatively deter-
mined amounts of society’s aggregate labour. It is self-evident that
this necessity of the distribution of social labour in specific propor-
tions is certainly not abolished by the specific form of social produc-
tion; it can only change its form of manifestation.

Can one in principle construct an X-theory of value (an XTV),substitut-
ing some other item in place of the labour of the Labour Theoryof Value?

And if so, does that mean that the Labour Theory of Value has nospecial
claim to privilege?

There is a first technical requirement: X must be a ’basic’ commodity,
i.e. one which enters either directly or indirectly into theproduction of all
others. But surely we can find some of these besides labour – oil, perhaps.

Now notice a second technical point. When calculating labour- values,
it is necessary to value all inputs to production in terms of the amount
of labour-time it takes to produce them – except for labour- power! Di-
rect labour inputs must be ’valued’ at one hour per hour of labour per-
formed. What would happen if one instead valued the direct labour in-
put itself in terms of the labour-time required to reproducethe workers’
labour-power, when that is less than one hour per hour of labour performed?
Then all ”labour-values” would go to zero. It can be seen moreintuitively
if you imagine calculating labour-values by an iterative method: start out
by approximating the labour-value of each commodity by itsdirect labour-
content; then adjust your first approximation by bringing into account the
first-round labour-values of all the other inputs; and so on.The point is
that if the direct labour input itself is revalued, in the second round, at its
’labour-content’, conceived as the value of labour-power,the second ap-
proximations will be smaller than the first; and “labour- values” will shrink
every time round this loop until they disappear.

The same applies to oil: in order to prevent the “oil-values”of all com-
modities from going to zero, one has to attribute to each barrel of oil that
enters the production process directly, a value of one barrel – and not the
(smaller) amount of oil that it takes to *produce* a barrel ofoil. In ef-
fect, one has to make a distinction analogous to that betweenlabour and



160 Chapter 7. Value in a Capitalist Economy Cottrell, Cockshott

labour-power, e.g. between the combustion of oil, and a barrel of oil itself
as“combustion-power”.

But is this distinction really significant for anything other than human
labour?

As the possessor of a unit of human labour-power, it matters to me to
what extent my labour-power is exercised in actual labour per unit time. I
want it to be exercised to some degree, preferably in interesting ways, but
enough is enough. Suppose somebody urges me to work more thanthis,
saying “After all, your labour-power will still be reproduced. If you use up
more calories labouring, you’ll be provided with more to eat.” This misses
the point. I am not just concerned that my labour-power be reproduced
(though this is important): I am independently concerned about the amount
of work I do, since there are other things I like to do with my time.

Here, of course, there is no analogy with oil. A barrel of oil simply
doesn’t care if it’s used up or not: it has nothing else to do. And neither
does anybody else care,except insofar as it is a non- reproducible resource
that is liable to run out(or at any rate become much more costly in terms
of labour-time to extract, over a relevant time-horizon). Asociety that is
capable of reproducing its stocks of fuels (”combustion-power”) over all
relevant time-horizons has no additional reason to be concerned about the
rate at which actual combustion is taking place per period. But a society
that is capable of reproducing its stock of labour-power over all relevant
time horizons does have an additional reason to pay attention to the rate at
which actual labour is performed by its members per unit time, since this is
of concern to all its members individually.

It may be helpful here to make a distinction between ”strongly pro-
ducible goods” and ”weakly producible goods”. A strongly producible good
is one that requires as ”ultimate” inputs only labour and natural resources
the planetary supply of which is, at least for practical purposes, unlimited.
A weakly producible good is one that requires as an input somenatural
resource whose supply is limited, and may pose a definite constraint over
some economically-relevant time- horizon.

There is no possible justification for taking any strongly producible good
X as the basis for an ”XTV”. The scarcity of such a good is strictly ”derived”
–derived, that is, from the scarcity of labour-power and possibly of other
weakly producible inputs.
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On the other hand, it would be possible, in principle, to basean XTV on
some weakly producible X other than labour. But notice a formal constraint
on an X-content theory of value (as opposed to a non X-contenttheory,
such as the ne-Ricardian or General Equilibrium systems). Since exchange
ratios, the explananda of such a theory, are scalars, X- content must itself
be a scalar. In other words, X must be homogeneous – or at leastit must
be possible to treat X as homogeneous for theoretical purposes, without de-
parting too radically from reality. This requirement clearly rules out “land”,
i.e. one can’t even begin to think of the land-content of a commodity as a
scalar quantity, though it would seem not to rule out oil. Neither, of course,
does it rule out labour. Yes, human labour-time is not truly homogeneous.
But nonetheless human labour-power is an all-purpose resource, in the sense
that anyone of average intelligence and dexterity can be trained to perform
almost any of the tasks required in the economy.

Conclusions so far: An XTV is in principle possible for any X that

(1) is ’basic’ in the technical sense,

(2) is only weakly producible and

(3) may be conceived as homogeneous as a tolerable first approximation.

There is an aphorism that Marxian economics is the economicsof capi-
talism, while neoclassical economics is the economics of socialism.

You can see the general idea: Marxian categories are fine for exposing
the injustices of capitalism and diagnosing its tendenciestowards crisis, but
if you can assume that the means of production are in the handsof the as-
sociated producers and the distribution of income is right,and you want to
get down to some serious resource allocation, then what you want are the
neoclassical marginal conditions. There may be a grain of truth in this. But
there is more than a grain of truth in a proposition that is close to an inver-
sion of it: One can see the rationale of the Labour Theory of Value most
clearly by adopting the standpoint of a socialist planner.

It is fairly standard practice in domains such as investmentand growth
theory to frame the problem initially in terms of a ’command’system, to
work out the optimal solution from this perspective, and then to claim that
– Hey, presto! – a perfectly competitive system will duplicate the command
optimum5. One may have some skepticism about this but nonetheless, per-
haps one can say this: To the extent that capitalist economies approximate,

5Some of Solow’s stuff is in this vein; and for a more recent example, see?.
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loosely, stochastically, in certain dimensions, and relative to their peculiar
distribution of income, to economic rationality, theoretical results relating
to a planned economy may provide insights into the workings of capitalism.
The Labour Theory of Value is a case in point.

Labour-power is a scarce resource: it is also a universal, all- purpose
resource. And its scarcity is, unlike that of strongly producible items, direct
and not derived6.

The reason for this is that while labour-poweris clearly reproducible,
its reproduction takes place under ”special” conditions relative to the rest
of the economic system. People can decide to put more resources into pro-
ducing labour-power: they can have more children. But variations in the
birth rate are, for the most part, not driven by the sorts of forces that drive
other production decisions. In a capitalist economy, procreation is not a
profit-oriented production process (and the ”output” is notthe property of
the possessors of the relevant means of production!). Similarly, in a planned
economy, procreation does not fall within the sphere of planning of produc-
tion. Even though the state may wish to encourage or discourage the having
of children, and may have some impact on the birthrate, it canhardly plan
this sector in anything like the way it can plan industry. This makes the pro-
duction of labour-power the ”exceptional” sector of the economy, as Farjoun
and Machover put it.

Furthermore, it is not just that the plannerscan’t plan the production of
people like the production of steel: Why would theywant to augment the
population (hence relaxing the ”labour-power constraint”on the plan)?

There may be special instances where rapid population growth is in the
interests of a state, but surely the general object of a plan is to maximize
per capita production, not total production. And this objective will not,
in general, be served by expanding the labour force via expansion of the
population.

Thus, the very general fact that the planned economy is beingplanned
for the benefit of human beings – and not for the benefit of oil, iron, elec-
tricity, or what have you – is not merely an extraneous “social” or “ideo-
logical” consideration, but rather connects directly withthe issue of rational
economic calculus. The focus on labour-per- unit-output asthe appropri-

6Ricardo:“By far the greatest part of those goods which are the object of desire, are
procured by labour; and they may be multiplied... almost without any assignable limit, if
we are disposed to bestow the labour necessary to obtain them.”
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ate measure of cost for each good is simply the converse of one’s focus
on output-per-unit-labour (strictly, per person, but if weassume that labour
and number of people are positively linearly correlated, this amounts to the
same thing) as the general maximand. Conservation of non-reproducible
natural resources, while it may well be important, is in general only a means
of ensuring that the maximization of output-per-unit-labour – minimization
of labour-per-unit-output – is sustainable for future generations. We con-
sider ’productive’ natural resources here: conservation of other species is
arguably a different matter – a moral imperative.

Further, consider the issue of full employment. Clearly, this was a pri-
ority under socialism. The minimization of the labour time required to pro-
duce things was also a priority. As a first approximation, theidea might be:
”Use all the labour-power there is, but spread the resultinglabour as thinly
as possible over the things you are producing, so as to be ableto produce as
many things as possible.”

This requirement creates another special feature of labour. Not only is
labour scarce, leading to the need to economize it in any particular branch
of production, but it should be fully used each period. This feature does not
carry over to other resources.

A non-reproducible natural resource such as oil may be scarce, in the
sense that its ultimate supply is finite, yet there is no requirement that it
be ”fully used” each period. Indeed, what would that mean in the case of
oil? All we can say here is that there is no point in extractingmore oil each
period than one wants to use during the period; unless one hasa specific
reason for adding to stocks. In that sense the current flow output of oil
should be ”fully used”. But of course this current flow outputis endogenous:
one produces just as much oil as one plans to use, and the planned usage in
turn is determined by technology, in the form, let us say, of the oil-input to
labour-input ratio in production, in conjunction with the amount of labour
one plans to perform.

Thus, while it would in principle be possible to construct anoil theory of
value in place of the Labour Theory of Value, there are several reasons why
the Labour Theory of Value is of special significance to humansocieties.
One can imagine circumstances in which the calculation of embodied oil-
values might be desirable in a planning context. For instance if scarcity of
oil is the most pressing constraint on the economy, and thereis no possibility
of substituting some alternative, producible via the application of labour, but
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these do not in fact obtain. Labour-content is clearly the best single, scalar
measure of the cost to society of producing each sort of good.To the extent
that relative prices under capitalism reflect, albeit in a highly imperfect and
distorted fashion, social cost of production, one would expect to see the
Labour Theory of Value borne out empirically – as indeed one does.

7.3 EMPIRICAL EVIDENCE FOR LABOUR THEORY OF VALUE

The view of orthodox economics in the West has been that the labour theory
of value is ’discredited’. The labour theory of value has been replaced by
the dominant marginalist price theory in university economics courses. But
this discrediting has entirely been based on a-priori theoretical arguments. It
has not been discredited by the the discovery of empirical evidence that was
inconsistent with the theory. In science competing theories are supposed
to be evaluated on the basis of their ability to explain observed data. Eco-
nomics does not proceed in this way. The practical politicalimplications of
different economic theories are so great that it is very difficult for scientific
objectivity to take hold. Whilst people build political parties on the basis of
different economic theories, they dont fight in the same way over alternative
theories of galactic evolution.

It was not until the 1980s that a serious scientific effort wasmade to
test whether or not the labour theory of value actually held in practice. The
pioneering work was done by Anwar Shaikh Shaikh (1984) and his collab-
orators? ? at the New School in New York. Following this, there is now a
considerable body of econometric evidence in favour of the proposition that
relative prices and relative labour values are highly correlated, or in other
words, in favour of the law of value.

7.3.1 Method of calculation

The key to testing the labour theory of value has been the use of input-output
tables. An input-output table is a way of showing the structural interaction
of different industries. These tables are periodically constructed by govern-
ment statistical departments for the leading economies of the world. The
idea behind them can be grasped by looking at the example in Table 7.2.
This shows in a very aggregate fashion the structure of an economy with 4
main industries labeled A,B, C, D. The columns corresponding to the in-
dustries show how much of the output of each other industry isused up by
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Table 7.2: Example input output table

industry A B C D final consumption

A 100 100 10 100
B 100 100
C 20 280
D 10 20 10

Wages 100 45 85 14
Profits 100 35 95 16

Sales 310 200 300 40

a given industry. Thus industry A uses 100 from B and 10 from D.The
numbers would refer to quantities of money, for now we can think of them
as being billions of dollars. At the bottom we have rows showing the total
amount of wages and profits earned in each industry and the total final sales
of the industry. The final sales row is the sum of the wages, profits, and
indirect inputs above.

It is possible to use input output tables to work out how many hours of
labour went into producing the total output of each industry.

We start up by simply adding up the number of units of labour that were
directly employed in each industry.

If we divide the directly utilised labour by the dollar valueof the indus-
try’s output, we get an initial figure for the amount of labourin each dollar
of the output. For industry A we see that 0.32 units of labour go directly into
each dollar of output. Since we already know the number of dollars worth
of A’s output used by every other industry, we can use this to work out the
amount of indirect labour used in each industry when it spends a dollar on
the output of industry A.

This gives a second estimate for the labour used in each industry, which
in turn gives us a better estimate for the number of units of labour per dollar
output of all industries. We can repeat this process many times and as we do
so, our estimates will converge on the true value. This process is illustrated
in Table??. If the labour theory of value is empirically correct, then if you
buy a dollar’s worth of any product you would get back roughlythe same
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Table 7.3: Average percentage deviations between market prices and labour
values for the USA over selected years. Figures extracted from (Shaikh
1998).

Year Deviation
1947 10.5%
1958 9.0%
1962 9.2%
1967 10.2%
1972 7.1%
Average 9.2%

quantity of labour. In other words, the figures for labour/$ for each industry
would be very similar as shown in the final line of Table??.

7.3.2 Results

Our example is very small and uses completely fabricated data. What hap-
pens when you look at a real economy?

Well for a start the tables are much larger, typically with around a hun-
dred industries listed. But the same method can be applied, it just requires
more computational effort. The work of calculation would have been daunt-
ing prior to the ready availability of computers for economic research. This
may be why nobody seriously investigated the matter until the 1980s. But
when Shaikh and others tried, they obtained results very similar to our toy
example.

The general procedure in these studies has been to use data from national
input–output tables to calculate the total labour content of the output of each
industrial sector, and then to see how closely the aggregatemoney value of
sales from each industry match their total labour content. Various different
ways have been devised to measure the correspondence between the prices
and the values. Shaikh (1984) explains the details of the process, and also
offers a theoretical argument in favour of a logarithmic specification of the
price–value regressions. Table 7.3 shows some results fromShaikh and his
collaborators.
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Table 7.4:Comparing the correlation of prices to labour values in dif-
ferent countries (Figures?).

Country year #industries price/labour
correlation

Japan 1995 85 98.6%
Sweden 2000 48 96.0%
USA 1987 47 97.1%
Greece 1970 35 94.2%
UK 1984 101 95.5%
Germany 1995 33 96.5%
France 1995 37 97.6%

As you can see, the average error you get when predicting United States
prices using the labour theory of value is only about 9%. Thishas proven to
be the case accross many industries and several decades.

An alternative way of measuring the similarity of prices to labour values
is to draw a scatter plot relating the two and then try to fit a straight line
to the data. If the labour theory of value is true, then the observations will
tend to fall close to this line, and the line will pass throughthe origin. How
close the observations are to the line is measured by what is termed theR2

value of the data. If theR2 = 1 then all points fall on the line and the line
perfectly predicts the results. If theR2 = 0 then the line is of no use at all in
predicting the observations.

Studies—utilizing data from the United States, Sweden, Greece, Italy,
Yugoslavia, Mexico and the UK—have produced remarkably consistent re-
sults, with strong correlations observed:R2s of well over .90. It also seems
to be the case from the literature that the larger the population of the country,
the closer is the fit between observed prices and labour values, (Table 7.4).
This may be an example of the way that statistical regularities become more
apparent the larger the population on which the observations are performed.

Our presentation of how to calculate labour values from input output
tables in section 7.3.1 said that you use the wages row of the input output
table to estimate labour inputs to an industry. It could be argued that because
this row is denominated in money, rather than in hours of labour, it is not
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really measuring labour inputs. It is possible to compensate for this by using
data on hourly wage rates in the different industries. If we know the average
hourly wage in an industry, we can translate that industrieswage bill into
actual hours worked.

The effects of doing this for the United Kingdom are shown in Table7.5.7

In the published input–output tables, the labour input is expressed in £. Col-
umn (1) uses labour-value figures calculated on the assumption of a dummy
wage-rate of £1 per hour for all industries. This is equivalent to assum-
ing that any wage differentials across industries reflect differential rates of
value-creation per clock hour. Column (2) is the same as (1) except for
the exclusion of the oil industry, which is an outlier in the price–value re-
gressions, presumably due to the high rent component (in theRicardian
sense) in oil extraction. Column (3) (which again excludes the oil industry)
uses labour-value figures calculated using wages data from theNew Earn-
ings Surveyto convert backwards from wages to hours for each industry—a
correction relative to column (1) if (and only if) inter-industry wage differ-
entials are the product of extraneous factors, and do not reflect differential
rates of value-creation.

As can be seen from the equation (2) estimates, ‘simple’ labour values
produce anR2 of nearly 98% when the oil sector is excluded and the dummy
uniform wage is adopted. The effect of adjusting for differentials in wage
rates and using raw labour ours in calculating the values gives a lower cor-
relation of just over 96%. This is consistent with the hypotheses that :

(1) Labour of higher skills produces more value per hour.

(2) Inter-industry wage differentials at least partly reflect such skill dif-
ferentials.

This suggests that the use of money wage bills as a surrogatesfor labour
inputs to industries is valid.

Alternative value bases: empirical evidence

However, the question arises as to whether one could produceequally good
results using something other than labour time as the ‘basis’ of value. The
empirical answer to this question seems to be negative, as shown in Table
7.6. For the purposes of these regressions we used the Leontief inverse

7For further details regarding these estimates, see Cockshott, Cottrell and Michaelson
1995.
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Table 7.5: Price regressions for the UK in 1984

(1) (2) (3)

constant −0.055 −0.034 −0.046
(−2.04) (−1.79) (−2.00)

labour value 1.024 1.014 1.024
(46.55) (63.38) (51.20)

N 101 100 100

R2 .955 .976 .964

Figures in parentheses aret-ratios. All variables in log-
arithmic form. Data source: Central Statistical Office
(1988).

of the UK input–output tables (Central Statistical Office, 1988, Table 5) to
calculate the total (direct plus indirect) electricity content, oil content and
iron and steel content of the output of each industrial sector. Using the same
methodology as in Table 7.5 (based on Shaikh, 1984), we then regressed
aggregate price on these various ‘values’, both singly and in combination
with labour values, in logarithmic form. The sample size is 100 for each of
these regressions, the electricity industry being excluded from the equations
including electricity-content, and similarly for oil and iron and steel.

From columns (6), (8) and (10) it can readily be seen than noneof the
alternatives, taken alone, performs anything like as well as labour. The high-
estR2, at .682, is obtained for electricity content, as against .955 for labour
in column (1) of Table 7.5. Columns (5), (7) and (9) show how the alterna-
tives perform when entered alongside labour values, enabling us to address
the question of whether the alternatives contain any independent informa-
tion, or in other words offer any marginal predictive power over prices when
labour content is given. Only oil content passes this test. From thet-ratios
(in parentheses below the coefficient estimates) it can be seen that while
labour content retains its statistical significance in all cases, electricity con-
tent and iron and steel content become statistically insignificant in the pres-
ence of labour content. The fact that oil content contains some independent
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Table 7.6: Regressions of price on labour values and some alternative
‘value-bases’ for the UK.

(5) (6) (7) (8) (9) (10)

constant −.056 −0.169 0.066 0.307 −0.067 −0.263
(−2.06) (−2.425) (3.15) (3.16) −2.38 (−2.47)

labour 1.030 0.904 1.048
(23.76) (46.07) (36.53)

electricity −0.009 0.903
(−0.19) (14.60)

oil 0.109 0.615
(7.43) (13.29)

iron and steel −0.027 0.445
(−1.31) (7.09)

AdjustedR2 .953 .682 .984 .639 .954 .332

Figures in parentheses aret-ratios. All variables in logarithmic form.Data
source: Central Statistical Office (1988).

Table 7.7: Regression of alternative value bases for Greece

Value Basis R2

Agriculture 0.174
Electricity 0.668
Oil 0.674
Chemicals 0.702
Labour 0.942
Data from Tsoufildis and Maniatis
2002



Empirical evidence for labour theory of value 171

information regarding prices is presumably linked to the element of rent in
the price of oil. The North Sea fields are not marginal, which means that the
labour time taken to extract North Sea oil is less than the socially necessary
amount (on a world scale). The price of oil being determined on the world
market, UK oil will then sell at a price above that which corresponds to its
particular labour content. Table 7.7 shows similar resultsare obtained when
analysing the Greek economy.

Table 7.8 offers another perspective on this issue. It reports the coeffi-
cients of variation (standard deviation divided by the mean), across the 101
sectors in the UK input–output tables, forx-content per £’s worth of output,
wherex equals labour, electricity, oil, and iron and steel respectively. This
is the basic information supplied by the input–output tables: in Tables 7.6
and 7.5 it is worked up into regression format,8 but it is worth considering
‘raw’. Clearly, to the extent thatx is conserved in exchange, one will find
a relatively small coefficient of variation forx-content per £ of sales. From
the second column of Table 7.8 we see that the coefficient of variation is
almost four times as large for electricity as for labour, with those for oil and
iron and steel being greater still.

7.3.3 Are the results real?

One objection that has been made (Kliman 2002) to the observed correla-
tions between market prices and labour values, is that they arise as a statis-
tical artifact. What we are comparing is the aggregate selling price of, for
example, all the iron and steel produced in the USA with the total labour
that went into it, and similarly for all the other industries. What we see is
that the value of an industry’s sales proportionate to the direct and indirect
labour it uses. It has been argued that this is simply becausea large industry
has both large sales and a large workforce, and small industries have small
sales and small workforces. Thus the correlation we see is spurious, arising
as a side effect of industry size.

The comparisons of labour values with oil and electricity values etc, tell
us that the correlations between values and prices are something real rather
not spurious. If industry size generated spurious correlations for labour it
would do the same for other inputs, and oil or electricity values would be

8That is,x-content per £’s worth of output is multiplied by the total monetary value of
output to yield totalx-content, on which the total monetary value of output is thenregressed,
in log form.
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Table 7.8: Coefficients of variation

for x-content per £ of output

Coefficient C.V. relative
x of variation to labour

labour 0.189 1.00

electricity 0.698 3.69

oil 2.156 11.41

iron and steel 1.477 7.81

Source: Calculated from Central Statistical
Office (1988, Table 5). Labour figures cal-
culated recursively by authors.

strongly correlated with selling prices - which they are not. There is some-
thing special about labour.

The danger of spurious correlation is, in some contexts, real enough.
Take for example a study of the association between alcohol consumption
and violent crime. Suppose an investigator runs a regression with number of
violent crimes as the dependent variable and amount of alcohol consumed as
the independent variable, for a sample of cities of widely varying sizes. We
would expect to find a significant positive coefficient on alcohol consump-
tion, but this would be of no scientific interest: simply, larger cities would
be expected to show both more crimes and more alcohol consumed. The
obvious correction here is to scale both variables of interest by expressing
them per capita, dividing by city population. If there is a still a significant
positive association then this might be of sociological interest.

Correlations in which the units of observation are of different ‘sizes’ are
not necessarily spurious, however. Consider a variant on the city size exam-
ple. Suppose a researcher has the hypothesis that population is the principal
factor governing the size of cities as measured by their landarea, or in other
words that variations in population density are second-order. One way of
assessing this claim would be to regress city land area on population and
see if the relationship between these variables is close to proportional. In
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this case one is well aware that both land area and populationare measures
of city ‘size’, and the object of the exercise is to see how closely they are
related. Now suppose someone were to object to this hypothetical study as
follows: ‘This is a case of spurious correlation. Of course,bigger cities
will in general both occupy more land area and have larger populations. To
overcome this problem you will have to deflate land area and population by
a suitable measure of city size, say the number of residential units.’ The
objection is misplaced. In the first case above, city size (population) was
an independent ‘third factor’ that might plausibly induce an apparent cor-
relation between crimes and alcohol consumption, while in the second case
there is no such independent third factor in play.

The correlation of prices and values across industries is ofthe second
sort: it forms part of an investigation into the closeness oftwo variables that
are in themselves reasonable measures of the size of industries, namely the
aggregate market price of their output and the labour time embodied in that
output. There is no independent third factor that could plausibly induce a
spurious correlation here. The notion of the ’size’ of an industry is rather
vague, but in everyday terms it means how many people are employed in
the industry. A large industry is one that employs lots of people. But the
classical labour theory of value predicts that if an industry is large in this
sense, then the value of its output will also be big. Which is just what we
see.
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Digression 7.1Marx’s Theory of Value and the Labour Theory of Value
Marx made a distinction between what he called concrete and abstract
labour, identifying only the latter as a source of value. Whilst Marx was ex-
plicit in this, the distinction is strongly implicit in any Labour Theory of Value.
Ricardo proposes that ”commodities derive their exchangeable value from .
. . the quantity of labour required to obtain them.” To render this meaningful,
we must be able, in principle if not in practice, to quantify the labour required
to obtain any given commodity. But one can’t add up hours of baking labour,
spinning labour, mining labour, etc. (i.e. specific concrete labours), unless
one conceives of these as just various instances of human labour in general
(i.e. abstract labour). Marx was clearer and more explicit on this, to be sure,
but we don’t see the concrete labour/abstract labour distinction as some-
thing that Ricardo would have objected to; rather, he seems to have taken it
for granted.
It is a serious mistake, however, to go on to say that abstract, socially-
necessary labour-time is something that is manifest or measurable only in
the market prices of commodities. This is to render the Labour Theory
of Value empirically vacuous. If the Labour Theory of Value is to have
any empirical content, one must suppose that although one cannot identify
the actual clocked labour-content of any given commodity with its abstract,
socially-necessary labour-content, nonetheless market competition ensures
that these two magnitudes do not diverge to an arbitrary extent. And if one
is dealing with large collections of specific commodities, it is reasonable to
take clocked labour-content as a measure of Marx’s ”substance of value.”
More generally, what distinguishes Marx’s Theory of Value from the Labour
Theory of Value?
Marx’s theory is a Labour Theory of Value set in a particular theoretical and
political context; it is a Labour Theory of Value developed into a theory of
exploitation and a critique of capitalism, something foreign to both Smith and
Ricardo. To achieve this development, Marx had to distinguish very clearly
between labour the activity and labour-power the commodity: that is the key
conceptual difference with respect to Ricardo. Marx’s theory of value is also
in a sense the Labour Theory of Value generalized. That is, the exchange
of commodities at prices roughly proportional to socially-necessary labour
content is conceived by Marx as the specific manifestation, under capitalism,
of the ”necessity of the distribution of social labour in specific proportions” in
order to satisfy the conditions of reproduction of any economic formation.
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Digression 7.2Complexity of computing labour values
The computational complexity of iteratively determining labour values as
described in Table ?? is relatively low, significantly lower than the process
of computing a strict matrix inverse which is the normal way the problem
is specified in the literature. Naive matrix inversion has complexity N3

but optimal versions exist with complexity N2.38 (see Numerical Recipies
Software (1988) page 104).

The iterative approximation method has complexity kN2 where k is
the number of iterations required to get an acceptably accurate answer. The
answer converges rapidly so acceptable results are obtained with k < 10.

If fact disaggregated input output matrices are typically sparse with
most elements being zero which allows further significant speedups by
compacting the data to elide the zero elements. The resulting complexity is
of order kNM where M is the mean number of direct inputs that go to make
an output. For fully disaggregated tables M grows much slower than N, so
the overall complexity is significantly less than N2.
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CHAPTER8

FARJOUN AND MACHOVER’ S THEORY OF PRICE

Cockshott

8.1 FARJOUN AND MACHOVER’ S STATISTICAL MECHANICS APPROACH

When Shaik and other empirical investigators started to produce their re-
sults1 after 1984, these results were a surprise to economists who noticed
them. However, the year before, a remarkable book ‘The Laws of Chaos’
(Farjoun and Machover 1983) had appeared. The book, by two physicists,
argued that economists were mistaken in trying to constructpurely deter-
ministic theories. The authors pointed out that since Boltzman physicists
had been able to make useful predictions about the aggregatebehaviour of
systems which, at a small scale appear random and chaotic.

At a small scale the movements of molecules in a gas or a liquidare
random, and this random movement is even visible, as Einstein pointed out
in 1905, in the form of Brownian motion - the jiggling about ofsmall par-
ticles like pollen grains in water observed under the microscope. But at a
large scale these random motions even out, allowing useful generalisations:
the gas laws, the laws of thermodynamics. Farjoun and Machover avered
that economists were stuck with an early 19th century model of causality.
If this was dropped then quite different modes of reasoning about the econ-
omy would become possible. Dispensing almost completely with orthodox
economic theory the authors derived a series of interestinggeneralisations
about capitalist economies. One of these was a prediction that market prices
would be closely correlated with labour values.

1See section 7.3.2.
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In science, predictions always seem more convincing than postdictions.
The fact that Farjoun and Machover’s theoretical results were rapidly con-
firmed by empirical research, lends their results weight, the more so when
one considers that their predictions ran counter to recieved opinion in eco-
nomics. We can not hope to give a full account of their theory here. Instead
we will offer a simplified account, missing most of the mathematical rigour,
but which should still give an intuitive understanding of the mechanism they
proposed for the operation of the law of value.

Consider all of the commodities sold by firms in one country over the
course of a week. These will constitute a vast array of different goods and
services, some expensive and some cheap. Some will require alot of labour
to make, some a little. Suppose that the law of value holds andprices of
commodities are closely proportional to their labour content. How should
we measure this?

Farjoun and Machover introduce a random variableΨ which stands for
the average price of an hour’s worth of embodied labour. The idea is that
we express all of the national production of different goods: A380 airbuses,
chocolate digestive biscuits, disposable nappies etc in terms of their labour
content. We then divide this up into units of one hour each, and imagine that
we randomly select an hours worth from this huge aggregate. We then look
at how much that hours worth sells for in money terms.

They predicted that if one were to graph the frequency of occurence of
different values ofΨ that one observed over a sufficiently large sample of
commodities then the distribution would look like Figure 8.1. They predict
that it should take the form of a bell curve or what statisticians call a normal
distribution.

A normal distribution, as its name implies, is one of the mostcommon
sort of distribution that one comes accross. Lots of observations take this
form. For example if one plotted the heights of 10 year old boys in the city of
London, one would get a normal distribution. If you plot the actual weights
of a sufficiently large sample of point coins you will get a normal distribu-
tion. If you plot the number of photons arriving per second ina telescope
from some distant star you will get a normal distribution. Infact, wherever
the feature you are measuring is the result of summing up a large number of
random, independently operating causal processes, the distribution you get
when you plot it will be the familiar bell curve of the normal distribution.
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Figure 8.1:

Farjoun and Machovers predicted form ofΨ the relation between labour
value and price

A normal distributionN (µ,σ), is characterised by two numbers its mean
(µ) or average, which goes through the peak of the distribution, and its stan-
dard deviation (σ) which describes how wide the bell curve is. Farjoun and
Machover predicted that the plot of prices to labour values would have a
mean of 2 and a standard deviation of less than1

3. How did they arrive at
this conclusion?

First why did they say that one would expect the mean to be 2, inother-
words that one would expect the average price of a commodity to be twice
its labour value?

Well this is partly a matter of the unit of measurement they chose. As
soon as you try to construct a theory of prices you are confronted with the
question of the unit of account. When we want to measure distance we can
do it in meters, which in their turn are defined in terms of a constant of
nature - the wavelength of a particular type of light. This gives us a standard
that is unvarying across space and time. But when it comes to measuring
price, what do we use?

If we use money, should it be dollars, euros or yen?

If we stick to a single national currency, how do we account for inflation?
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To get round this Farjoun and Machover use a technique favoured by
Adam Smith and Maynard Keynes. They use the average hourly wage as
their unit of account. Smith, as we have seen, held that the real price of any
commodity was the amount of labour that it would command. Farjoun and
Machover are slightly more precise and say that the real price of a commod-
ity that took one hour’s labour to produce is the number of hours of labour
at the average hourly wage that it would command. Suppose a 4 kilo cod
took an hour of direct and indirect labour to bring to the market. Suppose
further that this cod sold for £15 and the average hourly wagewas £6. In
Farjoun and Machovers terminology then

Ψcod=
£15/4kilo£6/1hour

1hour/4kilo
=

15/4kilo6/1hour

1hour/4kilo
=

15hour/4kilo6

1hour/4kilo
=

15hour/6
1hour

=
15
6

= 2
1
2

We would expectΨ to be> 1 since the selling price of any commodity can,
as Smith showed, be decomposed into a part that pays wages anda part that
pays profit2. The sale price goes to pay wages, profit and raw material costs.
But the raw material costs likewise decomopose into wages, profits and a
residuum of raw material costs. As you push the process back more and
more stages one finds that the residual fraction of raw material costs tends
to zero, so one can, to a good approximation, say the entire selling price goes
ultimately to pay wages and profits3. Since Farjoun and Machover believed
that in most capitalist countries value added was split 50/50 between wages
and profits, it follows that the average price of the product of an hours labour
will be twice the average wage for an hour’s labour.

That explains why they expect the mean ofΨ = Price
labour content to be 2.

Why then do they settle on a standard deviation of1
3?

The argument here is very simple. They say that it is very rarefor com-
modities to be sold so cheaply that the selling price would beinsufficient to

2Smith also allowed for a part to pay rent, but Farjoun and Machover ignore this as
being less significant than in the 18th century.

3Marx objected to this saying that the residual element of rawmaterials costs never
quite reached zero. As a mathematical objection this is not very serious since the residual
raw material cost exponentially approaches zero as a limit.As a sociological objection
it has some weight since capitalist production presupposesthe existence of capitalists who
own raw materials and means of production and hire labour. Ifthe raw materials and means
of production were not in the hands of capital, then the workers would simply produce on
their own account and there would be no division into wages and profits. Accepting this
sociological point, Smith’s mathematical approximation was reasonable.
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pay the direct and indirect wages needed to make it. The cutoff point here
is a value ofΨ = 1. Below this, the production of the commodity would be
unviable, as not even wage costs would be met. For the sake of argument
they assume that there is only one chance in a thousand of a commodity
selling this cheaply relative to its cost of production.

By consulting a table of the normal distribution, one finds that the like-
lyhood of events 3 standard deviations away from the mean is about 1/1000,
hence they derive thatσ = µ−1

3 , so for aµ of 2, thenσ must equal13.
How do these predictions stack up against real data. Using data for

the United Kingdom in 1984, the year after their book was published, we
calculate4 that Ψ can be pretty well approximated by a distribution with
µ= 1.46 andσ = 0.151.

At first sight this appears significantly different from the precdition they
gave. But the difference is almost entirely due to the fact that in the UK in
1984, value added was split between profits and wages in the ratio one to two
instead of the equal split assumed by Farjoun and Machover. The full form
of their predition was that ife is the ratio of aggregate profit to aggregate
wages, thenΨ ≈ N (µ,σ) with µ = 1+ e andσ ≤ e

3. If we substitute the
relevant value ofe for the UK in 1984 into the equations, we find an almost
exact fit.

An interesting consequence of their theory is that it predicts that the
correspondence between prices and labour values will be closer when the
share of profit in national income declines. If the share of profit in the
national income declines, then relative market prices can be expected to
approximate more closely to relative labour values. Profitsallow room for
prices to have a lower signal to noise ratio.

The distribution ofΨ is random, or entropic. One can calculate the
entropy of a normally distributed random variable using an amended form
of Shannons formula. Shannon gave the entropy of a signal as

∑
i
−pi log2(pi)

wherei takes on a set of discrete values corresponding to recognisably dif-
ferent quantisations of the signal. A Normal distributionN (µ,σ) is a Prob-

4Result derived from Cockshott and Cottrell 1998, with slight adjustment to bring the
definition ofΨ used in that paper in line with the definition used by Farjoun and Machover.
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Figure 8.2:

Farjoun and Machovers predictedΨ (right) compared with a measuredΨ
for the UK in 1984, (left).

ability Density Function (PDF). It is a function over the reals such that

P(a,b) =
Z b

a
N (µ,σ)(x)dx

specifies the probability thatx will be in the interval betweena..b. If we
substitute this into the Shannon formula and numerically integrate, we can
compute the entropy of a normal distribution with a given standard devia-
tion.

We find is that normal distributions with a small standard deviation have
a low entropy and ones with a large standard deviation have a large entropy.
Figure 8.2 shows the distribution ofΨ predicted by Farjoun and Machover,
compared with a normal distribution with the mean and standard deviation
observed for the UK in 1984. The entropy of wider bell curve onthe right
is about 7.1 bits, whereas that on the left is about 5.9 bits.

From the standpoint of the thermodynamic approach to the economy,
Ψ’s entropyH(Ψ), measures the disorder of price with respect to value.
From the standpoint of information theory,H(Ψ) measures how much in-
formation there is in the deviation of prices from values. Our computed
values forH(Ψ) tell us that the market price of a commodity gives around 6
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bits of information distinct from the information providedby its value. This
raises the question : what about the rest? How much of the information in
prices comes from labour values?

8.2 INFORMATION CONTENT OF PRICES

The random variableΨ = π
λ gives the ratio of a priceπ to its labour valueλ.

It thus assumes that we know the value of a commodity as well asits price.
Strictly speakingH(Ψ) is aconditionalentropy.

A conditional entropy written asH(A |B) or the entropy ofA givenB,
is defined on two random variables:A, B, and is the disorder ofA with
respect toB. In our case we haveH(π |λ), or the entropy of price given
value. The information shared by bothA andB, which is called theirmutual
information, is given byH(A)−H(A |B). We want to know the mutual
information of prices and valuesH(π)−H(Ψ). This will tell us how much
information is common to both price and value.

To work it out we need some estimate ofH(π) the information content
of prices. To do this accurately we would need to apply Shannons entropy
formula to all prices so thatH(π) = ∑−p(π) log2(p(π)).

This would involve knowing the probability distribution ofprices. We
would have to know how frequent prices of £1.00 were, how frequent prices
of £2.00 were, etc, which must be done for all possible pricesgoing from
the lowest price at which a commodity can be bought - say 1 penny, up
to the largest observed price, perhaps something like £1,000,000,000 for a
large warship5. Although in principle this could be worked out, we don’t
have access to the data on real commodity prices required to get an answer,
so we will use an alternative approach, based on coding theory, which will
give us a rough estimate of the information content of prices.

Although prices can range from pennies to billions, a price in the billions
will not be quoted down to the last penny. A shipyard are selling an aircraft
carrier to the Navy need only quote to the nearest £million. If you are buying
a cooker in the price range £100 to £500, you only look at the pounds and
ignore the pennies. In general prices need not be quoted to more than 3
significant figures, the rest is just noise or a convention like the last 99 on a

5To be compatible with the definition ofΨ we would have to weight the probabilities
of each price with the amount of labour embodied in that price, but we need not be overly
concerned with this technicality
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£34.99 pair of shoes. What we also need to know is the order of magnitude
of the price: are the units, pennies, pounds, tens of pounds etc. This implies
that for most purposes prices can be written in so called scientific notation
as something like 1.47E3 to represent £1,470.00.

In a number with the formatx.xxEy there are 4 digits that carry all
the information. But 4 decimal digits can be encoded in just over 13 bits
of information, so we can give a rough bound on the information content
of a price asH(π) < 14. This implies that the mutual information shared
between the price and value of a randomly selected commodityis likely
to be< 14−H(Ψ) or roughly 6 to 7 bits. We reasonably assume that the
shared bits of information will tend to be the leading bits ofthe price.

We have given an outline of Farjoun and Machovers arguments let us
now look at them more rigorously.



CHAPTER9

A PROBABILISTIC MODEL OF THE SOCIAL

RELATIONS OF CAPITALISM

Wright

9.1 INTRODUCTION

The dominant social relation of production within capitalism is that between
capitalists and workers. A small class of capitalists employ a large class
of workers organized within firms of various sizes that produce goods and
services for sale in the marketplace. Under normal circumstances capitalist
owners of firms collect revenue and workers receive a share ofthe revenue
in the form of wages.

Over the last hundred years or more the number and type of material
objects and services processed by capitalist economies have significantly
changed, but the social relations of production have not. Marx (1954) pro-
posed the distinction between the forces of production and the social rela-
tions of production to convey this idea. The existence of a social relationship
between a class of capitalists and a class of workers mediated by wages and
profits is an invariant feature of capitalism, whereas the types of objects and
activities subsumed under this social relationship is not.

The social relations of production constitute an abstract,but neverthe-
less real, enduring social architecture that constrains and enables the space
of possible economic interactions. These social constraints are distinct from
any natural or technical constraints, such as those due to scarcities or current
production techniques. Many economic models describe relations of utility
between economic actors and scarce commodity types (i.e., actor to object
relations studied under the rubric of neo-classical economics), or theorise
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relations of technical dependence between material inputsand outputs. But
here we want to do something different and entirely abstractfrom these re-
lations. Instead we’ll examine relations of social dependence mediated by
economic value. The basic parts of the economic model developed in this
chapter are therefore quite simple, consisting solely of economic actors and
money. The aim is to concentrate as far as possible on the economic conse-
quences of the social relations of production alone, that ison the enduring
social architecture, rather than particular and perhaps transitory economic
mechanisms, such as particular markets, commodity types and industries.
As the worker-capitalist social relation is dominant in developed capitalism
the model abstracts from land, rent, states and banking.

In what follows we describe a dynamic, computational model of the
social architecture of capitalism. It uses a small set of assumptions about
capitalist property relations, but, when we simulate it on acomputer, we
find that it replicates some of the most important empirical features of mod-
ern capitalism. The computer serves as a logical testbed, and simulation
allows us to explore the complex consequences of our simple assumptions.
It allows us to say if important large scale features of a capitalist economy
follow necessarily from its most basic social relationships.

The features of capitalism that we want to recreate are:
(1) The structural division of society into a small employing class and a

large employed class (see section 9.3.1).
(2) The class distribution of income both between the employing and em-

ployed class (see section 9.3.2), and also the distributionof individual
incomes.

(3) The distribution of sizes of capitals/firms with a small number of large
firms and a large number of small firms (see section 9.3.4).

(4) The way in which the growth rates of firms cluster around the mean
growth rate (see section 9.3.5).

(5) The rate at which firms die or go bankrupt (see section 9.3.6).
(6) The distribution of GDP growth rates and recessions (seesection 9.3.7

and 9.3.8).
For each of these criteria we will examine the predicted statistical structures
derived from the computational model and compare these to what is known
about the statistical properties of the corresponding real-world data. Our
aim is to see if a formal model of the social relations of capitalism can pre-
dict what we know about the statistical properties of capitalist economies.
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This way we’ll begin to understand what features of capitalism are neces-
sary consequences of the way economic activity is socially organised. For
instance, we will see that extreme income inequality is a necessary feature
of capitalist social relations. This does not mean that we should accept this
as a natural feature of economic life. There can be many kindsof political
response to this scientific fact: accept the necessity of extreme income in-
equality (pro-capitalist), try to alleviate it within the current social relations
(reformist), or accept the necessity of changing the socialrelations that give
rise to it (anti-capitalist). But whatever the favoured political response the
economic model we develop in this chapter indicates there are powerful and
enduring market forces that continually generate income inequality, what-
ever the subjective intentions of politicians.

9.2 A DYNAMIC MODEL OF THE SOCIAL RELATIONS OF PRODUCTION

The elements of the model are a set ofN economic actors each of whom has
a sum of cash at their disposal. This sum may fall to zero, but in the model
we assume that nobody actually gets into debt. We do not concern ourselves
with the process by which the state issues money therefore the total money
in the economy is a constant. We assume all transactions are in cash, there
are no cheques, credit cards, etc in use. Each actor is eitheran employee,
an employer or is unemployed. So the model consists merely ofa set of
people, each of whom has a sum of money. The simulation keeps track of
who their employer is, if any.

All the actors in the economy are naturally partitioned intothree mu-
tually exclusive classes: an employing or capitalist class, if they employ
one or more other actors, an employee or working class, if they have an
employer, and an unemployed class, if they are neither an employee or em-
ployer. We assume an actor cannot belong to more than one class, but an
actor may change classes over time.

The structure of a firm is simply an employer and their employees. Firm
ownership is limited to a single capitalist employer: thereare no stocks or
joint ownership.

Although the total number of actors is fixed this can be interpreted as
a stable workforce in which individuals enter and exit the workforce at the
same rate. An actor, therefore, represents an abstract rolein the economy,
rather than a specific individual. At each instant of simulated timet the
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model has a stateSt . The evolution through time of this state,St → St+1,
is determined by a set of predominately random transition rules, which are
applied at each time step. Processes that involve subjective indeterminacy
(e.g., deciding to act in a given period) or elements of chance (e.g., finding
a buyer in the marketplace) are modelled by selection from a bounded set
according to a given probability distribution. Often the chosen distribution
is uniform in accordance with Bernoulli’s Principle of Insufficient Reason,
which states that in the absence of knowledge to the contraryassume all
outcomes are equally likely.1

The model considers a pure capitalist economy in isolation from non-
capitalist sectors. The assumption of a finite set of actors differs from
Marx’s assumption of the existence of a latent reserve army of potential
workers in the non-capitalist sector (e.g., domestic and subsistence agricul-
tural workers) that may enter the capitalist sector and regulate the wage at a
conventional level (Foley and Michl 1999).

Next we shall describe the rules that control how the actors interact with
each other.

9.2.1 The active actor

Each actor in the economy performs actions on average at the same rate,
which is modelled by allowing each an equal chance to act in a given time
period. Note however that an actor may act multiple times in agiven period,
or not at all. The following rule selects anactive actorwho subsequently has
the opportunity to perform economic actions. The unit of time is interpreted
as a single month of real time, and therefore each actor is active on average
once each month.

Actor selection rule: (Stochastic).

(1) Randomly select an actora according to a uniform proba-
bility distribution.

9.2.2 Employee hiring

The labour market is modelled in a simple manner. All unemployed ac-
tors seek employment, and all employers hire if they have sufficientex ante

1More generally, each uniform distribution can be considered as a default functional pa-
rameter of the model, which may be replaced with a different distribution that has empirical
support.
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funds to pay the average wage. The wage interval,ω = [w1,w2], is a fixed,
exogenous parameter to the model. Wages are randomly chosenfrom the
wage interval according to a uniform distribution; hence the average wage
is 〈w〉= (w1+w2)/2.

Hiring of employees by firms is controlled by a hiring rule:

Hiring rule : (Stochastic).

(1) If actora is unemployed then:

(a) Form the set of potential employers,H, consisting of
all non-employees.

(b) Select an employer,c ∈ H, according to a probabil-
ity function that weights potential employers by their
wealth.

(c) If c’s cash holdingsmc exceeds the average wage,
thenc hiresa.

The hiring rule allows all non-workers to potentially hire employees, in-
cluding hiring by other unemployed individuals to form new firms, but the
chances of hiring favour those employers with greater wealth, a stochastic
bias that represents the tendency of firm growth to depend on accumulation
of capital out of current profits (Kalecki 1954). But the stochastic nature of
the rule reflects the innumerable concrete reasons why particular firms are
willing and able to hire more workers than others. Note that the rule does
not imply that workers know the money holdings of potential employers,
only that the wealthy firms probably hire more people.

9.2.3 Expenditure on goods and services

Each actor spends its income on goods and services produced by firms. But
the particular purchases of an individual actor are not modelled. Instead,
they are aggregated into a single amount that represents theactor’s total ex-
penditure for the month. The total expenditure can represent multiple small
purchases, a single large purchase, or a fraction of a purchase amortized
over several months: the interpretation is deliberately flexible. Absent a
theory of consumption patterns the only relevant information is that expen-
diture is constrained by the amount of money an actor has. Forsimplicity
assume that the amount spent is bounded by the actor’s coin endowment on
a randomly selected day. Aconsumer actoris selected to spend its income
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but the spent income is not immediately transferred to firms.Instead, it is
added to a pool of market value that represents the currentlyavailable sum
of consumer expenditures, which firms compete for.

Expenditure rule: (Stochastic).

(1) Randomly select a consumerb other than the current actor
a according to a uniform distribution.

(2) Randomly select an expenditure amount,m, according to
a uniform distribution, from the budget set byb’s cash
holding.

(3) Transfer themcash fromb to the available pool of market
value,V.

This rule controls the expenditure of all consumers, whether workers, capi-
talists or unemployed. Clearly, a rich actor is more likely to spend more.

Different classes spend for different reasons, in particular workers nor-
mally spend their incomes on consumption goods, whereas capitalists not
only consume but invest. The payment of wages is treated separately, and
therefore capitalist expenditure is interpreted as expenditure on non-wage
goods, such as capital goods or personal consumption. The expenditure rule
is also implicitly a saving rule as in a given period the probability of an actor
spending all its wealth is low.

9.2.4 Interaction between firms and the market

To simplify matters assume that all means of production are controlled by
capitalist owners and therefore individual actors are unable to produce. Self-
employment is ignored in this model: productive work resulting in saleable
goods or services is performed only by actors within firms.

Each firm produces some collection of use-values that it attempts to sell
in the marketplace. But individual commodity types and sales are not mod-
elled. Instead, the total volume of a firm’s sales in a given period are dis-
aggregated intomarket samples, which are transfers of money from mar-
ketplace to seller, representing multiple separate transactions, or fractions
of a single large transaction. At this level of abstraction the mapping from
market samples to actual material exchanges is ignored and assumed to be
arbitrary.

Under normal circumstances a firm expects that a worker’s labour adds
a value to the product that is bound from below by the wage. A firm’s
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markup on costs reflects this value expectation, which may ormay not be
validated in the market. Obviously, there are multiple and particular reasons
why a worker adds more or less value to the firm’s total product, most of
which are difficult to measure, as partially reflected in the large variety of
contested and negotiable compensation schemes.

We will model the relationship between concrete labour and value-added
by assuming that a firm randomly samples the market once for every em-
ployee. The firm samples per employee to reflect the fact that each worker
potentially adds value, but samples randomly to reflect contingency and sub-
sume the range of possibilities, from slackers to Stakhanovites, or from re-
placeable administrators to irreplaceable film stars. Thisis a weak formu-
lation of the law of value (Marx 1954, Rubin 1973, Wright 2003b), which
implies that, absent profit-equalizing mechanisms and rents, there is a sta-
tistical tendency for the value of a firm’s product to be linearly related to the
amount of social labour-time expended on the product.

Each firm therefore samples the market to gain revenue for every worker
employed. In an idealised freely competitive economy thereis a tendency
for particular production advantages to be regularly adopted by competing
firms, including the removal of scarcities due to employmentof particular
kinds of skilled labour. We can therefore assume that the determinants of
the value-added per worker are statistically uniform across firms. The sta-
tistical variation can be interpreted as representing transient differences in
the productivity of different concrete labours.

Although different workers may be more or less productive the value
realised from their labour is constrained by the overall level of demand in
the market. The value-added by an active worker to the firm’s product is
represented by a transfer of money from the current available market value
V. The actual value received in money-form depends on the prevailing mar-
ket conditions, and mismatches between value and exchange-value, or more
plainly, costs and revenue, determine whether firms are rewarded with prof-
its for performing socially-necessary labour.

The revenue received from the market is the legal property ofthe cap-
italist owner. Capitalist owners therefore accrue revenuevia market sales
that represent the social utility of the efforts of their workers. All these
abstractions are expressed in the following market sample rule:

Market sample rule: (Stochastic).

(1) If a is not unemployed then:
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(a) Randomly select a revenue amountm from the inter-
val [0,V] according to a uniform distribution (V is re-
duced bym.)

(b) If actora is an employee then transferm coins to the
employer ( hence the employers cash is increased by
m.)

(c) Alternatively, if actora is a capitalist owner, then
transferm coins to actora (hence the employers cash
is also increased bym).

In either case the transferred coins are counted as firm revenue. In the first
case we are modelling the way that a worker contributes to thefirm’s in-
come, in the second we are modelling the way that capitalist owners also
contribute to firm revenue by their work. We are assuming thatthe expected
contribution of an employee or employer to the firms revenue will be the
same. This, of course, applies only to the expected contribution: the indi-
vidual contributions of actors will vary randomly. In a realeconomy higher
motivation might make non-absent employers contribute more per day than
their employees. But we ignore this for simplicity.

The money received may represent value embodied in many different
kinds of products and services that are sold in arbitrary amounts to arbi-
trary numbers of buyers. The market sample rule abstracts from the details
of individual market transactions and may be interpreted asmodelling the
aggregate effect of a dynamic random graph that links sellers to buyers in
each market period. The stochastic nature of the rule subsumes innumerable
reasons why particular firms enjoy particular revenues: theonly constraints
are that revenue received is determined by the available value in the mar-
ketplace, and that a firm with more employees will on average sample the
market on more occasions than a firm with fewer employees, a bias justified
by the law of value.

A firm may enjoy a sequence of high value samples of the market,which
can be interpreted as the result of a competitive advantage,for example,
highly productive workers or advanced capital equipment. However, each
sample is independent, hence we abstract from the possibility that the value-
added by workers in the same firm is correlated over a time period.
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9.2.5 Employee firing

If the revenue received by a firm is insufficient to pay the wagebill then
the employer must reduce costs and fire employees. This is captured by the
following firing rule:

Firing rule: (Deterministic).

(1) If actor a is an employer, then determine the number of
workers to fire,u, according to the rule that no workers
are fired if theex antewage bill is payable from the firm’s
current money holdings (the wage bill is calculated from
the average wage and the number of employees). Other-
wise, the firm’s workforce is reduced to a size such that
the wage bill is payable.

(2) Select theu actors from the set of employees, according
to a uniform distribution, and fire them.

In this model there are no skill differences therefore each actor is identical.
It does not matter which particular workers are fired, simplythe amount, and
so the particular individuals to fire are chosen randomly. Note the asymme-
try between hiring and firing: hiring occurs one individual at a time at a
frequency determined by the number of unemployed actors, whereas firing
may occur in bulk at a frequency determined by the number of firms. Just
as new firms may form when two actors enter an employee-employer rela-
tionship, existing firms may cease trading when all employees are fired and
the capitalist owner enters the unemployed class.

9.2.6 Wage payment

Employers pay wages according to the following rule, which implements
the transfer of value from capitalist to worker.

Wage payment rule: (Stochastic).

(1) For each actore thata employs

(a) transferw in cash froma to e, wherew is selected
from the discrete interval[w1,w2] according to a uni-
form distribution. (If employerahas insufficient funds
to payw thenw is selected from the employer’s cur-
rent cash holdings according to a uniform distribu-
tion.)
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In reality wages are not subject to monthly stochastic fluctuations. A more
elaborate model would introduce wage contracts between employer and em-
ployee that fix the individual employee’s wage for the duration of employ-
ment. But in the aggregate, for example in terms of the total wage bill on
average payable by a firm, or wage and profit shares in nationalincome, the
existence of monthly fluctuations in individual wages is notsignificant, and
allows a considerable simplification of the model.

9.2.7 Historical time

Finally, the above rules are combined and repeatedly executed to simulate
the functioning of the economy over time. The following simulation rule
orders the possible economic actions:

Simulation rule: Allocate M/N in cash to each of theN
actors; that is we set all actors to have equal wealth at the start.
Also set all actors to be initially unemployed.

(1) Execute the actor selection rule to select the active actor
a.

(2) Execute the hiring rule.

(3) Execute the expenditure rule that augments the available
market value with new expenditure.

(4) If a is associated with a firm, execute the market sample
rule that transfersm in cash from the market to the firm
owner.

(5) Execute firing rule.

(6) Execute wage payment rule.

The application of this simulation rule can generate a variety of events. For
example, if the active actor is unemployed it may get hired byan existing
firm, or with lower probability form a new small firm with another unem-
ployed actor. An employed active actor will generate a market sample for
its employer, which generates revenue bound by the available market value,
itself a function of the stochastic spending patterns of other actors. If the
active actor is a capitalist owner of a firm it may decide to fireemployees
if current revenues do not cover the expected wage bill. If all employees
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are fired then the firm ceases trading. Otherwise, the wage bill is paid, aug-
menting the spending power of the working class, which on thenext cycle
will affect the available market value that firms compete for, and so on.

A period of one month is defined as theN applications of the simulation
rule. This means that on average wages are paid once per simulated month.

One month rule:

(1) Execute the simulation rule.

(2) RepeatN times.

The rule is executedN times to allow each of theN actors an opportunity to
act. But clearly this does not guarantee that each actor willin fact act within
the month: some actors may act more than once, others not at all. This
introduces a degree of causal slack that is intended to modelthe fact that in
real economies events do not occur with strict regularity. In addition, the
repeated random selection of active actors during a simulated month breaks
any symmetries that might be introduced if actors are selected in a regular
order. In reality, economic actions occur both in order and in parallel and
this causal chaos is modelled by noisy selection.

A period of one year, which is the accounting period, is defined as 12
applications of the one month rule. The model is therefore given a notional
time scale loosely linked to real time via the empirical factthat on average
wages are paid once each month.

The set of rules discussed above, and three parameters – the total cash in
the economyM, the total number of actors,N, and the fixed wage intervalω
– constitute a dynamic, computational model of the social architecture (SA)
of capitalist production.

9.3 RESULTS

Over the last 20 years it has become apparent that very simplecomputational
models can generate complex behaviours (Wolfram 2002). Therules of
the computational model described here are also simple, yetthe dynamic
behaviour they generate is rich and complex.

The total number of coins,M, and the total number of actors,N, on con-
dition thatM >> N, appear to act as scaling parameters and do not affect the
relative dynamics, unlike the wage interval parameter. Thecomputational
rules do not refer to absolute numbers of coins or actors, hence a doubling
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Figure 9.1: Class distributions: histograms of the number of actors in each
economic class with a constant bin size of 1. The smooth linesare fitted
normal distributions. On average approximately 71.2% of the population
are workers, 12.3% are capitalists employing one worker or more, and the
remaining 16.6% are unemployed.

of both leaves wealth per actor unchanged. Similarly, increasing the num-
ber of coins scales the overall wealth and income levels, allother things
being equal. As opposed to this, if the number of actors is very small the
model behaves qualitatively differently. But real economies are composed
of millions of people, so we do not examine such edge cases.

The computational rules refer to the absolute wage, and hence changes
to the wage parameter affect the emergent dynamics. In all reported results,
N = 1000 andM = 100000, so that the average wealth in the economy is
100 coins. Ona posteriorigrounds the wage interval is set toω = [10,90];
hence, the minimum wage is 10 coins, the average wage 50 coins, half the
mean wealth in the economy, and the highest possible wage never exceeds
the mean wealth. This results in an almost equal split of national wealth
between the two classes, and is designed to be in agreement with the general
predictions of Farjoun and Machover.

When we start the simulation running, it very rapidly organises itself
into a stochastic equilibrium. In this equilibrium, whilstindividual eco-
nomic variables fluctuate, the probability distributions of these variables do
not change over time. The simulation does not settle to a motionless equi-
librium but converges to a dynamic equilibrium of ceaselessmotion and
change.

Unless stated otherwise the model was allowed to run for 100 simulated
years.
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9.3.1 Class distribution

The social stratification generated by capitalist economies is a complex phe-
nomenon with systematic causal relations to the dominant social relations
of production. In reality the social relations of production are more com-
plex than the relations in the SA model (actors may receive combinations of
wage and property income and therefore belong to more than one economic
class, some actors are self-employed, others receive the majority of their
income from rent, many people work for governments rather than private
enterprises, and so forth). In consequence, some work is required to map
empirical data on social stratification to the more basic categories employed
here. It is equally clear, however, that the class of capitalists is numerically
small, whereas the class of workers, that is those actors whopredominately
rely on wage income for their subsistence, constitute the vast majority of the
population. The SA model should reflect this empirical fact.

Figure 9.1 is a group of histograms showing class sizes generated by the
model collected over the duration of the simulation. The number of workers,
capitalists and unemployed are normally distributed. The normal distribu-
tions summarise a dynamic process of individual social mobility, where ac-
tors move between classes during their imputed lifetimes, occurring within
a stable partition of the population into two main classes – asmall employ-
ing class and a larger employed class. Fluctuations in classsizes are evi-
dently mean-reverting, reflecting stable and persistent class sizes, given the
pre-specified and constant wage interval. The unemploymentrate is higher
than is usually reported in modern economies, but publishedmeasures of
unemployment typically under-report actual unemployment. For example
many people who might work but are not eligable for unemployment ben-
efits are not counted, whereas here all non-employed actors are considered
unemployed. In addition, there is no concept of self-employment. In con-
clusion, the SA model self-organises into a realistic partition of the working
population into a minority of employers and a majority of employees.

9.3.2 Class distribution of income

GDP (which we labelX) is the sum of revenues received by firms during
a single year. Firms pay the total wage bill,W, from this revenue. Hence
the total value of domestic output is divided into a share that workers re-
ceive as wages,Xw = W

X , and the remainder that capitalists receive as profit,
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Figure 9.2: Wage and profit shares in national income. The LHSgraph
is a representative time series of the fluctuating shares in national income.
GDP, denotedX, is the sum of revenues received by firms during a single
year. The solid triangles are the wage share,Xw, which represents the sum
total of wages paid to the working class,W, divided by GDP,Xw = W

X .
The solid squares are the profit share,Xp, which represents the sum total of
profits received by the capitalist class divided by GDP,Xp = 1− W

X . The
wage share fluctuates around a mean of 0.55 and the profit sharefluctuates
around a mean of 0.45. The RHS graph is a histogram of the ratioW

1−W .
The smooth line is a fitted probability distribution of a ratio of two normal
variates, which indicates that fluctuations of shares in national income are
normally distributed around long-term stable means.

Xp = 1−Xw. Advanced capitalist countries publish national income ac-
counts that allow wage and profit shares to be calculated, which reveal some
characteristic features. Shares in national income have remained fairly sta-
ble during the twentieth century, despite undergoing yearly fluctuations. For
example, the profit share, normally lower than the wage share, is between
0.25 to 0.4 of GDP, although it occasionally can be as high as 0.5 (source:
the calculations of Foley and Michl (1999) for the US, UK and Japan span-
ning a period of over 100 years; other authors place the wage share nearer
to 1

2, for example on average 0.54 between 1929 and 1941 for the USA
(Kalecki 1954) and similar in chapters 3 and 8 of Farjoun and Machover
(1983)).

In the model we compute the wage share asXw = W
X whereW is the

total wages paid during the year, andX is the total firm income during the
year. Figure 9.3.2 is a plot of the shares in national income generated by
the model. The profit share is generally lower than the wage share, and
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the yearly fluctuations are normally distributed about long-term stable val-
ues. Ignoring differences of definition, and for the purposes of a rough
and ready comparison, the model generates an average profit share of 0.45,
which compares well to the empirical data. The model therefore reproduces
the empirical situation of fluctuations about a long-term stable mean, and
additionally the profit and wage shares have realistic values, although it is
an open question whether suitably de-trended fluctuations are normally dis-
tributed in capitalist economies.

9.3.3 Disaggregated income distributions

The income shares produced by the model can be disaggregatedand mea-
sured at the level of individuals in order to understand income differentiation
within classes.

The empirical income distribution is characterised by a highly unequal
distribution of income, in which a very small number of households receive
a disproportionate amount of the total (e.g., using wealth as an indicator
of income, in 1996 the top 1% of individuals in the US owned 40%of
the total wealth (Levy and Solomon 1997)). The higher, property-income,
regime of the income distribution can be fitted to a Pareto (orpower) distri-
bution (Levy and Solomon 1997, Matteo et al. n.d., Levy and Solomon n.d.,
Dragulescu 2003, Nirei and Souma 2003a, Souma 2000, Nirei and Souma
2003b), whereas the lower, or wage-income, regime, which represents the
vast majority of the population, is normally fitted to a lognormal distribution
(Souma 2000, Montroll and Shlesinger 1983, Badger 1980), but recently
some researchers report that an exponential (Boltzmann-Gibbs) distribution
better describes the empirical data (Nirei and Souma 2003b,Dragulescu
2003, Dragulescu and Yakovenko 2002). Plotting the income distribution as
a complementary cumulative distribution function (ccdf) in log-log scale re-
veals a characteristic ‘knee’ shape at the transition between the two regimes
(Matteo et al. n.d., Dragulescu 2003, Dragulescu and Yakovenko 2002, Souma
2000, Nirei and Souma 2003b). The functional form of the income distri-
bution is stable over many years, although the parameters seem to fluctu-
ate within narrow bounds. For example, for property-income, the power-
law, P(x) ∝ x−(α+1), has a valueα = 1.3 for the UK in 1970 Levy and
Solomon (n.d.),α = [1.1,1.3] for Australia between 1993 and 1997 Mat-
teo et al. (n.d.),α = 1.7 for US in 1998 Dragulescu (2003), on average
α = 1.0 for post-war Japan Nirei and Souma (2003a), andα = [0.5,1.5] for
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Digression 9.1Boltzmann-Gibbs distribution
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The Boltzmann-Gibbs distribution describes the probability distributions of
energies of particles in a thermodynamic system. It has the general form
P(ε) = Ce−

ε
T , whereε denotes the energy of a particle. The graph above

shows the shape of the Boltzmann-Gibbs distribution on a log-log plot. The
Boltzmann-Gibbs distribution is a particular example of anegative expo-
nentialdistribution.
This distribution arises as a consequence of the fact that ina closed system
of particles the total energy must be conserved but random energy exchanges
between these particles cause the energy to be spread through the population
in a particular pattern. The probability of an individual particle successively
gaining additional energy from a sequence of exchanges is quite low. So
we would expect to see most particles having low energy (the most likely
cases), but a small number with a disproportionately large amount of energy
(the exceptional cases). The plot shows that the probability of a particle with
the highest energy (100) is very low.
Dragulescu and Yakovenko (2000, 2002) have argued that since money is
conserved in the exchange of commodities the distribution of money should
follow a similar functional form. This is approximately true for the lower,
predominately employee regime of the income distribution of capitalism.
We will see in Chapter 10 that the assumption of conservationof money can
only be held to a limited extent in a capitalist economy with modern banks.

US and Japan between 1960 and 1999 Nirei and Souma (2003b). Insum,
the income distribution is asymptotically a power-law withshape parame-
ter α ≈ 1.0, and this regime normally characterises the top 1% to 5% of
incomes.
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The two-parameter lognormal distribution

P(x) =
1

xσ
√

2π
exp(
−(log x

m)2

2σ2 ) (9.1)

wherem is the median, andβ = 1/
√

2σ2 is the Gibrat index, can describe
the remaining 95% or so of incomes. For example, for post-warJapan, the
Gibrat index ranges between approximatelyβ = 2.25 andβ = 3.0 (Souma
2000). In contrast, if the lower income range is fitted to an exponential law

P(x) ∝ λexpλx (9.2)

then by analogy with a perfect gas, from which the Boltzmann-Gibbs law
originates,λ is interpreted as an average economic ‘temperature’, which
should be close to the average wealth in the economy, adjusting for the
effects of the Pareto tail.

The SA model is in close qualitative and quantitative agreement with
all these empirical facts. It also explains why there are twomajor income
regimes, and provides a candidate explanation of why the distribution of low
incomes is sometimes identified as either lognormal or exponential.

Figure 9.3 is a plot of the stationary income ccdf generated by the model.
It reproduces the characteristic ‘knee’ shape found in empirical income dis-
tributions. The ‘knee’ is formed by the transition from the lower regime,
consisting mainly of the wealth of the working class and owners of small
firms, to the higher regime, consisting mainly of the wealth of the capital-
ist class. The knee occurs at aroundP(M ≥ m) = 0.1, which means the
power-law regime holds for at most 10% of incomes.

Figure 9.4 splits the income distribution according to class. The cap-
italist distribution has a long tail, qualitatively different from the worker
distribution, which is clustered around the average wage.

Figure 9.5 is a plot of the lower regime of the income distribution in log-
linear scale fitted to a lognormal distribution with Gibrat indexβ = 1.42.

Figure 9.6 is a plot of the property-income regime in log-logscale. The
straight line fit indicates that higher incomes asymptotically approach a
power-law distribution of the formP(x) ∝ x−(α+1), with α = 1.3. The two
income regimes are consequences of the two major sources of income in
capitalist societies, that is wages and profits, and the overall income distri-
bution is a mixture of two qualitatively different distributions. The lower
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Figure 9.3: The complete income distribution plotted as a ccdf in log-log
scale. The data is binned at a constant size of 1. Note the characteristic
‘knee’ shape, a feature found in empirical distributions. The transition from
the lognormal to the Pareto regime occurs betweenP(x) = 0.1 andP(x) =
0.01, which means that under 10% of incomes follow the Pareto law.
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Figure 9.4: The class components of the income distributionplotted as ccdfs
in log-log scale. Note the long tail of the capitalist incomedistribution.
Worker income is clustered around the average wage.
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Digression 9.2Power law distributions
Many man-made and naturally occurring phenomena, including city sizes,
incomes, word frequencies, and earthquake magnitudes, aredistributed ac-
cording to a power-law distribution. A power-law implies that small occur-
rences are extremely common, whereas large instances are extremely rare.
The Boltzmann-Gibbs distribution also has this characteristic, that large en-
ergy values are very rare. So how do the two distributions differ?

2 4 6 8 10

0.2

0.4

0.6

0.8

1

2 4 6 8 10

0.1

0.2

0.3

0.4

0.5

Power Law Distributionx−2 Negative Exponential Distribution 2−x

Look at the two graphs above. Negative Exponential distributions, e.g. the
Boltzmann-Gibbs, fall off more sharply compared to a power law distribu-
tion.
A power law distribution has a longer ’tail’ to the right. If personal wealth
is governed by a power law it means that there will be more veryrich peo-
ple than there would be if wealth was governed by a negative exponential
distribution.
A power law has the general form of probability density function P[X =
x] = Cx−a, which is a formula that gives the probability that a person’s in-
come is exactly £20,000 (e.g.,P[X = 20000]). The Pareto distribution is the
cumulative distribution function corresponding to a powerlaw. It is gener-
ally written asP[X > x] = x−k, for example the probability that a person’s
income is greater than £20,000. It is related to the power lawdistribution by
the formulaa = k+1.

regime is fitted better by a lognormal distribution rather than an exponen-
tial. The lognormal distribution, in this model, is not the result of stochastic
multiplicative process, which is the explanation often proposed, but results
from a mixture of normally distributed wage incomes and the profit-income
of small firm owners. It is an open question whether the lognormal distri-
bution found in empirical data can be similarly explained bythe combined
effect of income from employment and the income of small employers.
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Figure 9.5: The lower regime of the income distribution plotted in log-linear
scale. The solid line is a fit to a lognormal distribution. Theapproximately
lognormal distribution results from a mixture of wage income and small
employer income.
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Figure 9.6: The power law regime of the income distribution plotted as a
ccdf in log-log scale. The straight line is a fit to the power (Pareto) law,
P(x) ∝ x−(α+1), whereα = 1.3.
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Figure 9.7: The complete money distribution plotted as a ccdf in log-log
scale. The transition from the Boltzmann-Gibbs to Pareto regime occurs in
the middle of the ccdf. The data is binned at a constant size of1.

At first glance it appears that the model contradicts empirical evidence
that the lower income regime is exponentially distributed.But if the station-
ary distribution of money holdings (i.e., instantaneous wealth) is measured,
rather than income, a different picture emerges, which may help explain the
lack of consensus in empirical studies. Wealth in our model can be mea-
sured by the total money held by each actor at the end of the year.

Figures 9.7 to 9.10 are plots of the stationary money ccdf generated by
the model. Figure 9.7 reproduces the characteristic ‘knee’shape found in
empirical income distributions. But in this case the lower regime is charac-
terised by an exponential (or Boltzmann-Gibbs) distribution. The transition
between regimes occurs approximately in the middle of the ccdf correspond-
ing to a situation in which the total wealth in the economy is distributed
approximately evenly between the classes. Figure 9.9 plotsthe workers’
money distribution in log-linear scale. The straight line fit reveals an ex-
ponential distribution of the formP(x) = λexpλx, whereλ = 0.017, which
is reasonably close to the average wealth in the economy,λ = M

N = 0.01
(Dragulescu and Yakovenko 2000). Figure 9.10 plots the capitalists’ money
distribution in log-log scale. The straight line fit revealsa power-law distri-
bution with similar exponent to that of income.

The higher income and wealth regimes are qualitatively identical, but the
lower income and wealth regimes are qualitatively distinct. Measuring the
lower end of income yields a lognormal distribution, whereas measuring
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Figure 9.8: The class components of the money distribution plotted as ccdfs
in log-log scale. Note the long tail of the capitalist money distribution.
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Figure 9.9: A section of the workers’ money ccdf plotted in linear-log scale.
The straight line is a fit to the exponential (Boltzmann-Gibbs) law,P(x) =
λeλx, whereλ = 0.017.

the lower end of wealth yields an exponential. Income depends solely on
monies received during an accounting period, whereas wealth depends on
both income and spending patterns. The differences betweenthe empirical
studies could be due to differences in whether the measures employed are
predominately income measures or wealth measures.

The lognormal and power-law fits are only approximations to the true
distributions, and we do not embark on a full analysis of the income distri-
bution here. However, a few brief points can be made. A popular expla-
nation of the power-law tail of the income distribution is that it arises from
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Figure 9.10: A section of the capitalists’ money ccdf plotted in log-log scale.
The straight line is a fit to the power (Pareto) law,P(x) ∝ x−(α+1), where
α = 1.4.

an underlying stochastic multiplicative process, often thought to model the
geometric growth of capital invested in financial markets (Nirei and Souma
2003b,a, Reed 2000, 2001, Levy and Solomon n.d., 1997, Bouchaud and
Mezard n.d.). The importance of financial markets in determining capital
flows and hence capitalist income is undeniable. But the model developed
here shows that an income power-law can arise from industrial capital in-
vested in firms, absent financial markets that support capital reallocation
between industries or between capitalists. Capitalist income, in this model,
is not derived from investment in portfolios that provide a return, but is
composed of the sum of values added via the employment of productive
workers.

It is remarkable that the model’s simple rules generate detailed income
distributions in close agreement with reality. It seems very likely, therefore,
that the fundamental reason for the observed income distribution in capital-
ism is due to the way firm revenue is distributed: as wages to workers, and
profits to capitalist owners. There are two major ways of getting money in
capitalism: by working, or by employing. Hence there are two, qualitatively
distinct income regimes, the negative exponential for the majority, and the
Pareto for the few.
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Figure 9.11: Firm size distribution: histogram of firm sizesby employees in
log-log scale with a constant bin size of 1. The straight lineis an ordinary
least squares regression of the data and represents a power-law distribution
P(x) ∝ x−(α+1) with exponentα = 1.038 for data collected over 15 simu-
lated years. Axtell (2001) reportsα = 1.059 from data of approximately 5.5
million U.S. firms in 1997. The special caseα = 1 is known as the Zipf
distribution.

9.3.4 Firm size distribution

Axtell (2001) analysed US Census Bureau data for US firms trading be-
tween 1988 and 1997 and found that the firm size distribution followed a
special case of a power-law known as Zipf’s law, and this relationship per-
sisted from year to year despite the continual birth and demise of firms and
other major economic changes. During this period the numberof reported
firms increased from 4.9 million to 5.5 million. Gaffeo et al.(2003) found
that the size distribution of firms in the G7 group over the period 1987-2000
also followed a power-law, but only in limited cases was the power-law ac-
tually Zipf. Fujiwara et al. (n.d.) found that the Zipf law characterised the
size distribution of about 260,000 large firms from 45 European countries
during the years 1992–2001. A Zipf law implies that a majority of small
firms coexist with a decreasing number of disproportionately large firms.

Firm sizes in the SA model are measured according to the number of
employees they have. The model also replicates the empirical firm size
distribution. Figure 9.11 is a histogram of firm sizes. The straight line is a
fit to the power-law:

P(x) ∝ x−(α+1) (9.3)
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For data collected over a relatively short time period, suchas 15 simulated
years,α approaches 1.0. The special caseα = 1.0 is Zipf, and hence the
firm size distribution generated by the model is consistent with the empirical
data. Data collected over shorter periods follows a power-law with exponent
that deviates from 1.

The largest US firm in 1997 had approximately 106 employees from a
total reported workforce of about 107 individuals (Axtell 2001). Therefore,
the largest firm size should not exceed about1

10th of the total workforce.
Figure 2 shows that, with low but non-zero probability, a single firm can
employ over half the workforce, representing a monopolisation of a sig-
nificant proportion of the economy by a single firm, a clearly unrealistic
occurrence. A possible reason for the over-monopolisationof the economy
is the assumption that firms have a single capitalist owner, which conflates
capital concentration with firm ownership. In reality, large firms normally
have multiple owners and individual capitalists own multiple firms. Further,
there are many technical reasons why particular firms do not grow beyond a
certain size that are ignored in this model. A final point is that the probabil-
ity of monopoly within the period of observation decreases with the number
of actors; hence, if the simulation were run withN = 107 actors (which is
not possible due to insufficient computational resources) then it is unlikely
that a single firm would employ half the workforce. Gaffeo et al. (2003)
note that firms are distributed more equally during recessions than during
expansions, which accounts for the yearly deviations from Zipf. We have
not tested this relationship in the SA model.

9.3.5 Firm growth

Stanley et al. (1996) and Amaral, Buldyrev, Havlin, Leschhorn, Maass and
Salinger (1997) analyzed the log growth rates of publicly traded US manu-
facturing firms in the period 1974 – 93 and found that growth rates, when
aggregated across all sectors, appear to robustly follow a Laplace (double
exponential) form. This holds true whether growth rates aremeasured by
sales or number of employees. More precisely, if the annual growth rate is
r = ln(st+1

st
), wherest is the size of a firm in yeart, then for all years the

probability density ofr is consistent with an exponential decay:

f (r) ∝ e−|
r−α

β | (9.4)
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Figure 9.12: Firm size growth rate distribution: histogramof the log growth
rates of firms per simulated year in linear-log scale with a constant bin
size of 1. The LHS graph shows growth rates of firm sales. The RHS
graph shows growth rates of employees. The solid lines are OLS regres-
sions of the data and represent a Laplace (double-exponential) distribution
P(x) ∝ e−|(x−α)/β|. Many researchers report that log growth rates of sales
and employees of US and Italian firms follow a Laplace distribution (Lee
et al. 1998, Bottazzi and Secchi 2003, Stanley et al. 1996, Amaral, Buldyrev,
Havlin, Leschhorn, Maass and Salinger 1997, Amaral, Buldyrev, Havlin,
Maass, Salinger, Stanley and Stanley 1997, Amaral et al. 2001, Fabritiis
et al. n.d.).

with some deviation from the Laplace distribution at high and low growth
rates resulting in slightly ‘fatter wings’ (Lee et al. 1998,Amaral, Buldyrev,
Havlin, Maass, Salinger, Stanley and Stanley 1997, Amaral et al. 2001).
Bottazzi and Secchi (2003) replicate these findings and report a Laplace
growth distribution for Italian manufacturing firms duringthe period 1989–
96.

We can measure firm growth in the SA model in terms of the changein
the number of employees or in sales from year to year. The model generates
log annual growth rates for firms that are consistent with a Laplace distribu-
tion, whether growth is measured in terms of sales or number of employees.
Figure 9.3.5 plots log growth rates in log-linear scale and reveals the char-
acteristic ‘tent’ shape signature of a symmetric exponential decay. In the
SA model there is no net growth in population or in monetary stocks, this
means that the mean rate of growth of a firm will be zero. There is some
deviation from a Laplace distribution for firms with shrinking sales, which
may be due to noise or represent some non-accidental property.
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The replication of the empirical Laplace growth distribution suggests
that the social relations of production may play an important role in con-
straining the dynamics of firm growth. Lee et al. (1998), Fabritiis et al.
(n.d.), Amaral et al. (2001), Amaral, Buldyrev, Havlin, Maass, Salinger,
Stanley and Stanley (1997), Stanley et al. (1996) note that the standard de-
viation (std) of growth rates decreases as a power law with size, that is,
lnσ(r) ∼ −β ln r, whereβ ≈ 0.15. The SA model does not replicate this
finding given the specified wage interval. In fact, lnσ(r) appears to increase
as a power law with size, although the data is quite noisy. However, the
exponent of the power law is sensitive to the wage parameter,and it is pos-
sible to replicate the empirical relationship at lower average wages. Expla-
nations of the relationship between growth variation and size assume that
firms have internal structures such that increased size lessens market risk
(Amaral et al. 2001, Amaral, Buldyrev, Havlin, Maass, Salinger, Stanley
and Stanley 1997), which contrasts with the simple firm structure employed
in this model. Axtell (1999), for example, presents an actor-based model
of the life-cycle of firms that replicates the Zipf size distribution, Laplace
growth rates and power-law scaling of the std of growth. In Axtell’s model
firms have a richer internal structure compared to firms in this model.

9.3.6 Firm deaths

Cook and Ormerod (2003) report that the distribution of US firm deaths per
year during the period 1989 to 1997 is closely approximated by a lognormal
distribution, and note that the number of deaths varies little from year to
year with no clear connection to recession or growth.

We can measure the number of firm deaths per month in the simulation.
A firm dies if it fires all its employees. Demises per month are measured
rather than per year in order to avoid bucketing the data. Figure 9.3.6 is a
histogram of firm deaths per month with a fitted lognormal distribution. It
shows that the model generates a distribution of firm deaths that is approxi-
mated by a lognormal distribution and is therefore consistent with empirical
findings.

According to Cook and Ormerod the average number of firms in the
US during the period 1989 to 1997 was 5.73 million, of which onaverage
611,000 died each year. So roughly 10% of firms die each year. In the sim-
ulation on average 18 firms die each month and therefore on average 216
firms die each year, a figure in excess of the 123 firms that existon average.
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Figure 9.13: Firm deaths distribution: Histogram of firm deaths per simu-
lated month in log-linear scale with a constant bin size of 1.The solid line
is a fit to the lognormal distribution. Cook and Ormerod (2003) report that
the distribution of US firm deaths per year during the period 1989 to 1997
is closely approximated by a lognormal distribution.

So although the distribution of firm deaths is consistent with empirical data,
the rate at which firms are born and die is much higher than in reality. This
is not too surprising when it is considered that the model entirely abstracts
from the material nature of the goods and services processedby the econ-
omy and any persistent demand for them. In this model firms compete by
playing a game of chance that models the unpredictability ofa competitive
economy. But the complete absence of the material side of theeconomy
results in an unrealistic level of volatility in market interactions. The SA
model must therefore be extended to include causal relations between the
social architecture and the forces of production. Clearly there is a limit to
what may be deduced from consideration of the social relations of produc-
tion alone.

9.3.7 GDP growth

Gross Domestic Product (GDP) measures the value of gross production
at current prices, including consumption and gross investment. Lee et al.
(1998) and Canning et al. (1998) analyse the GDP of 152 countries during
the period 1950–52 and find that the distribution of GDP log growth rates
is consistent with a Laplace distribution, and therefore conclude that firm
growth and GDP growth are subject to the same laws (Lee et al. 1998).
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Figure 9.14: Rescaled GDP growth rate distribution: histogram of the log
growth rate of GDP in linear-log scale with a constant bin size of 1. The
solid lines are OLS regressions of the data and represent a Laplace (double-
exponential) distributionP(x) ∝ e−|(x−α)/β|. Lee et al. (1998) report that
log GDP growth rates of 152 countries during the period 1950–92 follow a
Laplace distribution.

The GDP in the SA model is measured using total firm income. Growth
rates are measured year on simulated year. Empirical measurements of GDP
must be detrended to remove the effects of inflation but this is unnecessary
when measuring GDP in the model due to the assumption of a fixedamount
of money.

Figure 9.3.7 plots log GDP growth rate for the simulated economy in
log-linear scale. The data is noisy but consistent with a Laplace distribution
when sampled over a period of 100 years so for clarity figure 9.3.7 contains
data from an extended run of 500 years. The characteristic tent shape indi-
cates that the SA model is consistent with the Laplace distribution of GDP
growth.

Gatti et al. (2003) present an actor-based model of the life-cycle of firms
that replicates the Zipf size distribution and Laplace growth rates of firms
and aggregate output (GDP). They show that the power-law of firm size im-
plies that growth is Laplace distributed and also that smallmicro-shocks can
aggregate into macro-shocks to generate recessions. Firmsin their model
are not disaggregated into employees and employers and market shocks are
exogenous, whereas in this model firms are composed of individuals and
are subject to endogenous shocks that are the consequence ofthe competi-
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Figure 9.15: Recession duration distribution: Histogram of the frequency
of the duration of recessions in log-linear scale with a constant bin size of
1. The solid line is a fit to an exponential distribution,f (d) ∝ λexp−λd,
with exponentλ = 1.22, representing an average recession duration of 1.22
simulated years.

tion for a finite amount of available market value, itself a product of income
flows.

9.3.8 Duration of recessions

Wright (2003a), reinterpreting empirical data presented by Ormerod and
Mounfield (2001), concludes that the frequency of the duration of economic
recessions, where a recession is defined as a period of shrinking GDP, fol-
lows an exponential law for 17 Western economies over the period 1871–
1994. Recessions tend not to last longer than 6 years, the majority of reces-
sions last 1 year, and for the US the longest recession has been only 4 years
(Ormerod 2002).

The SA model, in which recession begins when the GDP falls andends
when it ceases to fall, is in close agreement with these empirical findings.
Figure 9.3.8 is a histogram of the frequency of the duration of recessions
collected over a period of 500 simulated years. The functional form of the
frequency of duration of recessions is exponential,f (d) ∝ λexp−λd, with
λ = 1.22, which compares to a value ofλ = 0.94 for the empirical data
(Wright 2003a). The value ofλ is the average duration of a recession. Also,
the duration of recessions in the model ranges from 1 to 4 simulated years.
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Figure 9.16: Capital-weighted rate-of-profit distribution: Histogram of
amount of capital invested that generated a given percentage profit rate
within a simulated year. The data is collected over the duration of the sim-
ulation and binned at a constant size of 1. The average profit rate is 80.5%
and the median profit rate is 64% (on average 1 coin invested returns 1.8
coins). Wells (2001) measured the profit rate distribution of over 100,000
UK firms trading in 1981 and found that the distribution was right-skewed.

Ausloos et al. (2004) subsequently analysed a more comprehensive set
of GDP data and concluded that overall the distribution of recessions fol-
lows a power-law, not an exponential law, although the matter is not en-
tirely settled. Ormerod and Mounfield argue that economic management
often prevents recessions lasting more than one year, but ifthey do last
longer, then subjective expectations of growth become depressed and reces-
sions may then occur on all scales of duration, resulting in apower-law.
They propose that the distribution is not determined by a common set of
causal factors for all durations, but instead there is a ‘breakdown of scaling’
for recessions of short duration. The SA model does not include the sub-
jective expectations of economic actors, and therefore it is an open question
whether the introduction of expectations to the model couldmore closely
replicate the empirical data.

9.3.9 Rate-of-profit distribution

Farjoun and Machover (1983) propose that the proportion of industrial cap-
ital (out of the total capital invested in the economy) that finds itself in any
given rate-of-profit bracket will be approximated by a gammadistribution
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by analogy with the distribution of kinetic energy in a gas atequilibrium.
The gamma distribution is a right-skewed distribution. Wells (2001) ex-
amined the distribution of profit rates defined in a variety ofways of over
100,000 UK firms trading in 1981 and found right-skewness to be prevalent,
but did not investigate their functional form.

In reality capitalist owners of firms invest in both variable(wages) and
constant capital (investment in commodity inputs to the production process
and relatively long-lasting means of production) (Okishio1990) and the
rate-of-profit is calculated on the total capital invested.The SA model ab-
stracts from the forces of production and hence capitalist owners invest only
in variable capital (i.e. expenditures on wages). Capitalists also spend in-
come in the marketplace and this expenditure could be interpreted as either
consumption or investment in constant capital, but to theoretically ground
the latter interpretation the model would need to be extended to include a de-
termination of the distribution of ratios of constant to variable capital across
firms. Rather than introduce the material side of the economy, which prop-
erly belongs to future substantive extensions of the model,the rate-of-profit
in the simulation is calculated on variable capital alone. Hence rate-of-profit
measures will exceed those found empirically.

The rate-of-profit distribution in the model is measured according to:

Profit rate measure: After each year calculate the profit rate
for each firm trading at the close of the year. The profit rate,pi ,
of firm i is defined as

pi = 100

(

r i

wi
−1

)

(9.5)

wherer i is the total revenue received during the year andwi is
the total wages paid during the year.

Figure 9.17 graphs the amount of capital that returned a given profit
within a year. Consistent with empirical research the distribution is highly
right-skewed. Wells (2001) reports that if the rate-of-profit is weighted ac-
cording to number of firms, rather than capital invested, thedistribution is
also right-skewed and very similar in overall character, although less noisy.
Figure 11 graphs the firm-weighted distribution from the simulation. It is
also right-skewed, like the capital-weighted distribution, but considerably
less noisy.
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Figure 9.17: Firm-weighted rate-of-profit distribution: Histogram of num-
ber of firms that generated a given percentage profit rate within a simulated
year. The data is collected over the duration of the simulation and binned
at a constant size of 1. Wells (2001) measured the firm-weighted profit rate
distribution of over 100,000 UK firms trading in 1981 and found that, simi-
lar to the capital-weighted rate-of-profit, the distribution was right-skewed,
although less noisy.

9.4 A NOTE ON METHODOLOGY

The empirical coverage of the SA model is broad although the model can
be formally stated in a small number of simple economic rulesthat control
the dynamics. The model compresses and connects a large number of em-
pirical facts within a single causal framework. Our aim in this chapter was
to show how the social relations of production peculiar to capitalism, that is
how humans relate to each other as workers and capitalists inorder to pro-
duce the things they need, has a pervasive and determinate effect on many
of the macro-level properties of capitalism. We can extend this modelling
approach in many ways, and there are many aspects of the simulation that
we could further measure and analyse, and so this chapter represents only a
starting point.

The enormous benefit of exploring computational models of phenomena
is that the complex dynamic consequences of a set of causal rules can be au-
tomatically and correctly deduced by running a computer program that per-
forms a computational deduction. In this case the deductionis from micro-
economic social relations to emergent, macro-economic phenomena. But
the reasons why a set of causal rules necessarily generate the observed dy-
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namic consequences may initially be opaque precisely because a computer
simulation is required to perform the deduction. This is whycomputational
modelling is not an alternative to deductive mathematical modelling but is
connected to it. To give just one example, within the parameter space ex-
plored, the SA model generates fluctuations in national income about long-
term stable means. But it requires a mathematical deductionto understand
why this necessarily occurs. The computational model demonstrates that in
principle such a deduction may be produced and its basic elements and as-
sumptions will correspond to those of the computational model. Of course,
a deductive proof may be more or less difficult to construct even if known
to be possible. So one use of computational modelling is to more easily
identify candidate theories, which may then be further analysed to generate
explanations in the form of mathematical deductions or natural language
explanations, the aim being to understand why the dynamic consequences
are logically necessary. An example of the potential of thisapproach is the
deduction of a candidate functional form for the distribution of industrial
profit, which for the interested reader is discussed in appendix E. Contrast
this situation to a purely deductive approach, in which the investigator may
only explore candidate theories that are directly amenableto mathematical
deduction. This methodology is unnecessarily restrictive, particularly if the
system presents difficult analytic challenges.

The fact that the empirical distributions considered emerge from the so-
cial relations of production alone suggests that some of thestriking phe-
nomena of a capitalist economy depend not so much on specificsbut on
very general and highly abstract structural features of that system. In conse-
quence, existing theories may be looking in the wrong place for economic
explanations, or at least introducing redundant considerations. Given this
possibility, it is worth making a few comments to contrast the approach
taken in this paper to standard approaches.

The basic elements of this model differ from standard economic models.
Standard competitive equilibrium models, or neoclassicalmodels, normally
take as their starting point an ontology of rational actors that maximise self-
interest in a market for scarce resources (Debreu 1959). Attention is fo-
cussed on determining the equilibrium exchange ratios of commodity types,
which are solutions to a set of simultaneous, static constraints. Histori-
cal time is absent, so equilibrium states are logically rather than causally
derived, and typically money is not modelled. Neo-Ricardian models, in
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contrast, take as their starting point an ontology of technical production re-
lations between commodity types that define the available material transfor-
mations that economic actors may perform. The production ofcommodities
by means of commodities (Sraffa 1960) results in a surplus product that is
distributed to capitalists and workers (Pasinetti 1977). Despite many essen-
tial differences, there are some important similarities between neo-classical
and neo-Ricardian models. For example, prices in neo-Ricardian models
are also exchange ratios determined by solutions to static,simultaneous con-
straints. Similarly, historical time is absent, so there isno causal explanation
of how or why a particular configuration of the economy arose.Money only
plays a nominal not a causal role. There are clear differences between, on
the one hand, neo-classical and neo-Ricardian ontologies,and, on the other,
the basic ontology of the model developed here. Most obviousis that com-
modity types and rational actors are absent. Instead, the model emphasises
precisely those elements of economic reality that neo-classical and neo-
Ricardian theories tend to ignore, specifically actor-to-actor relations me-
diated by money, which unfold in historical time, and resultin dynamic, not
static, equilibria. At a high level of abstraction, and at the risk of over sim-
plification, neo-classical models theorise scarcity constraints, neo-Ricardian
models theorise technical-production constraints, whereas this model theo-
rises the dynamic consequences of social constraints, which are historically
contingent facts about the way in which economic productionis socially
organised.

There is a large and longstanding literature on the failingsof standard
general equilibrium theory to describe economic reality. But there are deep
and enduring sociological reasons why standard economic theory is resis-
tant to criticism and persists largely unchanged. Nonetheless, the model we
have described in this chapter constitutes constructive proof that the stan-
dard ontology is redundant for forming explanations of the macroeconomic
phenomena we have surveyed. This is not to deny that some other, per-
haps more concrete issues, may require consideration of purposive activity
for their explanation and hence the introduction of rational actors, or require
consideration of technical production constraints and hence the introduction
of commodity types. Rather, the claim is that, for the empirical aggregates
considered, there is no need to perform the standard reduction of political
economy to psychology and the technical conditions of production, and fur-
ther, that the dominant causal factors at work are not to be found at the level
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of individual behaviour, nor are they to be found at the levelof technical-
production constraints, but are found at the level of the social relations of
production, which constitute an abstract, but nevertheless real, social archi-
tecture that constrains the possible actions that purposive individuals may
choose between, whether optimally or otherwise. This is whythe actors
in this model probabilistically choose between possible economic actions
constrained only by their class status and current money endowments, an
approach that is closer to the Classical conception of political economy of
Smith, Ricardo and Marx, in which individuals are considered to be repre-
sentatives of economic classes that have definite relationsto each other in
the process of production. The social architecture, in particular the wage-
capital social relation, dominates individuals, who, although free to make
local economic decisions, do so in a social environment neither of their own
choosing or control.

As we discussed in Chapter 6 the method of abstracting from the me-
chanics of individual rationality, and instead emphasising the particle nature
of individuals, is valid because the number of degrees of freedom of eco-
nomic reality is very large. This allows individual rationality to be modelled
as a highly simplified stochastic selection from possibilities determined by
an overriding social architecture. The quasi-psychological motives that sup-
posedly drive individual actors in the rational actor approach can be ignored
because in a large ensemble of such individuals they hardly matter.

9.5 ESSENTIAL AND INESSENTIAL PROPERTIES OF CAPITALISM

Our aim was to begin to understand the economic consequencesof the social
relations of production considered in isolation and develop a model that
included money and historical time as essential elements. The theoretical
motivation for the approach is grounded in Marx’s distinction between the
invariant social relations of production and the varying forces of production.
Capitalism does change over time, but the existence of the social role of
worker and capitalist are an unchanging and defining featureof it.

The model of the social relations of production replicates some impor-
tant empirical features of modern capitalism, such as (i) the tendency to-
ward capital concentration resulting in a highly unequal income distribution
characterised by a lognormal distribution with a Pareto tail, (ii) the Zipf or
power-law distribution of firm sizes, (iii) the Laplace distribution of firm
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size and GDP growth, (iv) the exponential distribution of recession dura-
tions, (v) the lognormal distribution of firm deaths, and (vi) the gamma-like
rate-of-profit distribution. Also, the model naturally generates groups of
capitalists, workers and unemployed in realistic proportions, and business
cycle phenomena, including fluctuating wage and profit shares in national
income. The good qualitative and in many cases quantitativefit between
model and empirical phenomena suggests that the theory presented here
captures some essential features of capitalist economies,demonstrates the
causal importance of the social relations of production, and provides a basis
for more concrete and elaborated models.

A final and important implication is that the computational deduction
outlined in this paper implies that some of the features of economic reality
that cause political conflict, such as extreme income inequality and reces-
sions, are necessary consequences of the social relations of production and
hence enduring and essential properties of capitalism, rather than accidental,
exogenous or transitory.
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CHAPTER10

MONEY AND THE FORM OF VALUE

Cockshott

We have argued in previous chapters that the price of commodities tends
to be fairly closely proportional to their labour values. InSection 8.2 we
showed that the six or seven leading bits of information in a price derive
from labour value. The question therefore naturally arisesas to why prices
are expressed in £ or Euro not in hours of labour.

10.1 THE FORMAL PROPERTIES OF EXCHANGE

One of Marx’s criticisms of his predecessor Ricardo was thatthe latter had
identified labour as the source of value, but he had not given an explanation
of why social labour should be made manifest in money prices.In contrast
to his predecessor, Marx focussed from the start, on the representation of
labour in exchange value.

The first chapter of his Capital is concerned with this process of repre-
sentation. It is a somewhat difficult chapter to read, but it is considered by
some economists1 to be essential to understanding Marx’s whole conceptu-
alisation of capitalism. It is a relatively formal text but not in the sense that
we would now describe a scientific or mathematical text as being formal.
Instead of mathematics or modern formal logic, it uses Hegelian logic to
analyse the form assumed by value.

Since the mid 19th century the study of formal systems has advanced
tremendously in its scope and the tools available for constructing formalisms
have multiplied. In this chapter we want to construct an analysis of the value

1For example see Rubin (1973).
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form using modern conceptual tools. The possibility of doing this is predi-
cated on the fact that value and money are in the strict sense formal systems.
They are systems of symbols whose time evolution is governedby formal
rules analogous to the term-rewrite rules used in certain branches of com-
puting or logic. These are programatic rules that tell you how to validly
transform one algebraic formula into another. The ensembleof technical
and accountancy practices of modern society can be thought of as rules op-
erating on a vast ‘formula’ : its commercial/monetary records.

We attempt to identify what these rules and explain their necessity.
This approach is, at abstract level, similar to that pursuedby Marx in

that he tried to elaborate what he saw as the logically necessary conse-
quences of the basic social forms of capitalist society : thecommodity,
money, and capital. He remarks “A commodity appears, at firstsight, a very
trivial thing, and easily understood. Its analysis shows that it is, in reality,
a very queer thing, abounding in metaphysical subtleties and theological
niceties2.” He also refers the commodity having a ‘mystical’ character. We
believe that these mystical attributes associated with money and commodi-
ties stems from their position within information structures. The idea of an
information structure dates from the second half of the 20thcentury. We are
now used to thinking in terms of information structures, formal languages,
generative grammers etc. What was once mystical, becomes formalised and
automated in the software procedures of that giant automaton : the inter-
bank computer network. It is perhaps no accident that Marx’sCapital opens
with an analysis of commodity exchange and and the circulation of capital
that uses a formal apparattus very similar to that of generative grammars.

He introduces the notion of the circuit of capital ssM→C→M′ where
M stands for a quantitity of money,M′ stands for an augmented sum of
money, andC for commodities purchased with the initial money. If we
rewrite this as

M→C

C→M′

then we have in Chomsky (1956)’s terminology, a derivational phrase struc-
tured grammar that will produce the phrases:

M ,
C ,

2Marx (1954) Chap. 1. sec. 4
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M’ ,
C’
M” ,
C” ,
M”’ ,
...
modelling the process of growth of a capital. Marx can almostbe seen as

anticipating the sort of formal analytical tool that has become commonplace
in the sciences since the mid 20th century.

Our emphasis is therefore on money as an information structure and on
the supporting technologies that permit this information structure to operate.

We then go on to look at money and the historical process by which
labour came to be represented as money issued by the state. The conclu-
sions that we come to regarding money differ somewhat from those of Marx,
being influenced by the modern chartalist theorists: see Wray (2004), Ing-
ham (2004), Knapp (1973). Readers interested in a modern presentation
of Marx’s theory of money should consult Itoh and Lapavitsas(1999) or
Foley (1983). It should be pointed out that in Marx’s day goldand silver
coins still circulated in England, and this day to day reality undoubtedly in-
fluenced him and other contemporary economists in their understanding of
money.

10.1.1 Legally independent owners - economic subjects

Commodity exchange presupposes the existence of economic subjects. An
economic subject is an abstract category that encompasses both people and
social organisations that engage in trade. The reason why economic subjects
exist is two fold:

a The units of production in a society are not self sufficient.

b There exists no overall system of social direction of labour.

In a capitalist economy unit of production takes the form of an enter-
prise. An enterprise is a technical unit of production and, at the same time,
an economic subject. It can own things and it can buy and sell things. Such
economic subjects are ultimately the result of technology and a form of so-
cial division of labour. Capitalist production is social. The whole of society
is involved in the division of labour. Enterprises don’t produce for their own
needs, they produce for society. This contrasts with the ”natural economy”
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of the peasant household, where the units of production and consumption
coincide.

Technology forces each enterprise produce just a few types of goods,
while consuming many. Enterprises consume goods produced by others
which necessitates a circulation of products among the enterprises. But,
as these are all subjects owning property, how can circulation take place,
without a loss of property?

The only possible way is the exchange mechanism. If productsare ex-
changed as equivalents, then there is no loss of property. Anenterprise
exchanges something of no use to it for something that it needs. It is not
interested in what its products are used for, but in the equivalents that it can
get by selling them.

The category of economic subject, is reflected juridically in the form of
abstract legal personalities: Pashukanis (1989). Here is seems that it is the
attributes of a person that are projected onto firms. It may bebetter to look at
it the other way round - that the properties of humans as legalpersonalities
- able to own property - derive from the needs of the enterprise system.
Historically most enterprises were sole proprietorships,and the rights of
the sole proprietor shaped the concepts of capitalist law. But these sole
proprietors were faces for units of production. It was the reproduction of
these units of production by trade that necessitated that their representatives
could own and dispose of property. These requirements informed our whole
contemporary outlook on what are ’natural’ or ’human’ rights.

This juridical relation, which thus expresses itself in a contract, whether
such a contract he part of a developed legal system or not, is arela-
tion between two wills, and is but a reflex of the real economicre-
lation between the two. It is this economic relation that determines
the subject matter comprised in each such juridical act. Thepersons
exist for one another merely as representatives and therefore, as own-
ers of, commodities. In the course of our investigation we shall find,
in general, that the characters who appear on the economic stage are
hut the personification of the economic relations that existbetween
them.” (Marx, Capital I, L&W, 1970, p 84)

If one thinks back to previous societies, one realises that people have not
always been legal personalities, bearers of inherent rights. To the framers of
the US constitution certain rights might have appeared selfevident, but they
were self evident only as the rights of white property owners. Black slaves
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and white indentured labourers were equally ’self evidently’ not the bear-
ers of such rights. Going back further, members of a hunter-gatherer tribe
or subsistence farming family were not economic subjects inthe modern
sense. The constitution of people as economic subjects is associated with
the onset of commodity production and the establishment of money. Today,
capitalist enterprises are forced by their technology to beinter-dependent.
But this is not the aboriginal condition. The aboriginal condition is virtual
self sufficiency, the self sufficient household economy or the self sufficient
village community. The existence of commodities and money can not orig-
inally have sprung from the demands of reproduction, even ifthey play that
role today.

10.1.2 Lydia

Orthodox economic theory portrays money as arising out of barter, with one
commodity being set aside as a means of exchange. Typically this commod-
ity is said to be coin or silver, and standardised units of which then serve as
the unit of account. Coinage is explained as a public spirited effort of the
state to mass produce standardised weights of precious metal. This fable
projects the monetary practices of Victorian Britain back onto the early his-
tory of money.

Prior to the issue of coinage, particular commodities actedas a unit of
account in the payment of taxes and for extended systems of barter. Polanyi
et al. (1957) describes this process in early Mesopotamia where trade trans-
actions were entered into accounts in units of shekles, these being equiv-
alently quantities of barley or silver. But it does not follow that payments
were actually made in barley or silver. Rather the common unit of account
allowed the mutual settling of debts in barter transactions. For international
trade weights of metal seem to have been used in the settlement of payments.

There is a very imporatant difference between coins and quantities of
silver denominated in some standard of weight. Coins ‘pass by tale’ that
is to say that the value of a purse of coins is determined by counting them,
multiplying by their denominations and summing the total. Precious metal,
on the other hand, is valued by weight. These weights have to be verified on
each transaction if one party is not to be defrauded. But the hypothesis that
coins arose just as a means of providing standard weights of gold or silver
does not fit well with the numismatic evidence.
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Early coinage was far from being a standarised weight of goldor sil-
ver. The first coins were issued by Lydia in the 7th century BC.These are
a standard weight thestater, roughly 220 grams, but, rather than being of
pure gold, were made of electrum an alloy of gold, silver and copper: Bolin
(1958). The addition of copper meant that they still looked golden, instead
of the whitish look that a simple gold/silver alloy would have had. If they
were supposed to be standard ingots of pure gold, then the Lydian state
was defrauding its public. Also if their purpose was to facilitate commod-
ity exchange in the markets of the Kingdom, why were they so heavy and
valuable?

Why were they worth a month’s subsistence3?
An alternative explanation is that they were used for the payment of

taxes due to the Crown. With this we have a theory of the origins of money
that ties it in to the development of class society and the state. This theory
is currently advanced particularly by writers such as Wray (2004), Ingham
(2004), Forstater (2003) , building on an tradition established by Knapp
(1973), Innes (1913). According to this State orChartalist theory, the state
calls money into being by requiring that taxes be paid in money. At an
earlier stage of development - for example early Egypt, the state levied taxes
in the form of a duty to labour or a duty to provide agricultural produce. By
specifying that taxes must be paid in coin, and at the same time offering
coin as payment for labour performed for the Crown, the stateenforced the
currency of its coinage. The early Lydian stater were far to costly for day to
day transactions but a month’s subsistence would be a reasonable minimal
unit of annual tax.

If the Crown imposes on its citizens a duty to pay tax in coin ofthe
realm, then these citizens must either work directly for thestate - building
roads, acting as soldiers etc, or, they must produce commodities to sell to
those who do serve in the army, build roads etc. In this conception, it is the
coercive power of the state that accelerates the penetration commodity pro-
duction into the social organism. Adam Smith called money the ’power to
command the labour of others’. This power, in aboriginal form, belongs to
the state. By issuing coins stamped with a royal emblem, the state delegates
this command over labour to those who hold the coins. Possession of the
coins indicates either that one has personally discharged one’s obligations
to the state as a soldier etc, or has indirectly discharged one’s obligations by

3Carradice and Price (1988)
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providing services to the soldiery. This ties money in to theproduction and
appropriation of a surplus product. States were the first appropriators of a
surplus. It is this state power to command a surplus product,that through
the commuting of taxes in kind to taxes in money, forces an initially self-
sufficient peasantry to produce for the market and eventually gives birth to
civil, or bourgeois society.

In this process the use of precious metal is incidental. Wrayemphasises
that in Britain up to the 19th century the predominant form ofstate money
was actually the tally stick not the gold coin:

Originally, the money liability was always in terms of a unitof ac-
count as represented by a certain number of grains of wheat orbarley.
In fact, all the early money units were weight units for grain–the mina,
the shekel, the lira, the pound. Once the state has imposed the tax lia-
bility, the taxed population has got to get hold of somethingthe state
will accept in payment of taxes. This can be anything the state wishes:
It can be clay tablets, hazel-wood tallies, iron bars, or precious metal
coins. This, in turn, means the state can buy whatever is offered for
sale merely by issuing that thing it accepts in payment of taxes. If
the state issues a hazel-wood tally, with a notch to indicateit is worth
20 pounds, then it will be worth 20 pounds in purchases made bythe
state so long as the state accepts that same hazel-wood stickin pay-
ment of taxes at a value of 20 pounds. And that stick will circulate
as a medium of exchange at a value of 20 pounds even among those
with no tax liability so long others need it to pay taxes. The matching
of those with tallies but no taxes with those who have tax liabilities
but no tallies is accomplished by bankers–who have always been the
agents of government precisely to accomplish such matching.

...

A tally was simply ”a stick of squared hazel-wood, notched ina cer-
tain manner to indicate the amount of the purchase or debt”, with
the name of the debtor and the date of the transaction writtenon two
opposite sides of the stick. (Innes (1913), p. 394) After notching,
the stick was split down the middle in such a way that the notches
were cut in half. The split was stopped about an inch from the base,
with the longer piece (called the stock, from which our term ”capital
stock” derives) retained by the creditor, with the ”stub” (aterm still
used as in ”ticket stub”) held by the debtor. The two pieces ofthe tally
would be matched later (most significantly at the time of settlement)
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to verify the amount of the debt. Importantly, governments spent by
raising a ”tallia divenda” on the exchequer, issuing tallies for payment
for goods and services delivered to the court (after 1670, wooden tal-
lies were supplemented by paper ”orders of the exchequer”, although
tallies were still held in the English House of Commons until1834).

Wray (2004)

A monetary system sets up a binary relation4 associating with each ju-
ridical subject an integer number. Each historical form of money represents
a step in the development of the technologies of record whichsupport this
binary relation.

Coins maintain the relation by possession. The number associated with
each individual is encoded in the coins they carry. Coin, however is an
imperfect technology of record as it can only record positive numbers. You
can not have£−50 in your pocket. Coins and paper money are both a token
based method of record keeping. They areabacic, in that they correspond
to abacus based systems of calculation5. A change of state in the system of
record is achieved by the physical movement of tokens.

Tallys, double entry account books, decks of punched cards or comput-
erised relational databases are more sophisticated monetary technologies
able to associate with a legal person either a credit state ora debit state.
Tallys are a specialised token system of record. The other technologies
arealgorithmic in the sense described in section??. A change of state is
achieved by the writing down or recording of symbols.

A key concern of all monetary technologies is their integrity of record.
They must provide some protection against falsification. Itis in this light
that the use of precious metal for coins should be seen. States have always
enacted severe penalties for the fraudulent issue of coin. But penalties would
be ineffective if the issue of fraudulent coin is made too easy. Beyond legal
prohibitions on forgery, state coin had two distinct protection mechanisms.

(1) The coin is made by stamping from a master, one of the basiccopying
technologies described in Section 3.3.3. Unless one has access to the
master it is difficult to make accurate copies of the coin. Reasonably

4We use the term relation in the strict logical sense of set of tuples defining the extent of
logical predicate. The predicate in the case of money has theform x is credited with
y: x∈Juridical Subjects,y∈ integers.

5See section??. This shows the basic historical materialist postulate of the controling
influence of the forces of production : machinery for calculation in this case.
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good copies may however pass without notice. To do this one has
to replicate the master, which can in principle be done by taking an
impression of the coin, using this to make a mould and from that
cast a new die. Until the invention of iron casting, this process was
technically infeasible, since dies made from softer castable metals like
bronze would not have the toughness required to stamp out coin. Note
that there are 3 copying stages between the coin used as a model and
the new forged coins. Errors in copying accumulate exponentially so
it is very difficult to get forgeries of acceptable quality.
The remaining forgery techniques were to hand carve a new die, or to
use an existing coin to make negative moulds from which coin could
be cast rather than stamped. These are relatively expensiveprocesses
and would not be worth while for the production of low denomination
coinage. For high denomination coinage they would be feasible.

(2) Whilst low denomination coins were made from copper or copper
alloys, and protected against forgery by the method above, high de-
nomination coins required additional protection. This could be done
by forging them from expensive materials like gold and silver. Pro-
vided that the nominal value of the coins was not hugely in excessive
of the value of the metal they contained, this, in conjunction with
the inherent difficulties of accurate copying, reduced the profits to be
made from forgery.
The use of gold or silver is not essential to money tokens, as is shown
by their abandonment in favour of the use of paper money printed
using sophisticated techniques that make it difficult to copy. The use
of bullion was a low-tech anti-forgery expedient.

As the state commutes taxes in kind to money taxes it moves from the direct
appropriation of the surplus product to its indirect appropriation, mediated
by the money symbol. In levying a money tax, the state symbolically asserts
its right to a portion of of society’s labour. When it spends the tax money
purchasing goods and labour, it performs a real appropriation of a surplus
product. Civil society then acts as an intermediary transferring labour from
those who paid the tax, to those who provide the actual services to the state.

The state, of course, predates societies in which commodityproduc-
tion is general and it has a primordial power to appropriate part of society’s
labour time. In the early empires of Mesopotamia and Egypt, or the later
Inca empire this appropriation was performed directly. Allpeasants had a
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Digression 10.1British monetary policy in Africa.
The essential interdependence of state and money is particularly clear in the history
of empires. On conquering Africa, the Europeans face the problem that

if the subsistence base was capable of supporting the population en-
tirely, colonial subjects would not be compelled to offer their labor-
power for sale. Colonial governments thus required alternative means
for compelling the population to work for wages. The historical record
is clear that one very important method for accomplishing this was to
impose a tax and require that the tax obligation be settled in colonial
currency. This method had the benefit of not only forcing people to
work for wages, but also of creating a value for the colonial currency
and monetizing the colony. In addition, this method could be used to
force the population to produce cash crops for sale. What the popula-
tion had to do to obtain the currency was entirely at the discretion of
the colonial government, since it was the sole source of the colonial
currency. (Forstater 2003)

duty to provide either time or crops to the state. Some of the crops would
be consumed by priests or state officials, another portion would be stock-
piled against drought and redistributed to the working population in times of
scarcity. This form of economy was termedredistributiveby Polanyi. Such
a system requires the development of information technology - systems of
writing down and recording numbers. Thus the Mesopotamian civilisations
developed cuneiform numbers and later, developed writing.The Incas de-
veloped quipu, a numerical notation based on knotted strings.

Such systems of record had to :

• keep track of physical stocks of crops held by the state or temples;
• keep track of the deliveries made by individuals and groups subject to

tribute deliveries;
• track the tribute obligations of such groups

These require a the development of a recording technology, standardised
systems of measurement and a reliable arithmetic technology. The state had
to be able to associate numbers with tax-payers and types of products. It had
to be able to measure the grain delivered. It had to be able to add up tribute
delivered by groups to know what total it had in stock - hence areliable
technique for adding large numbers was needed. In order to determine if
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If a man has hired a boatman he shall pay him 6gur grain a year.
If a man has hired an ox he shall give its owner 4gur grain for the hire of
the rear ox and 3gur for the hire of a front ox.
If a man has hired a farmer he shall give him 8gur grain a year. If a man
has hired an ox-herd he shall give him 6gur grain a year.

Figure 10.1: Code of Hammurabi, cited in Postgate 1992.

a group had met their tribute obligations, a technique of subtraction was
required, taking away their deliveries from their obligations.

The Sumerian civilisations developed a sophisticated system of written
numerals, using a place notation similar to that we use today. The key dif-
ference was the number base. Our place notation, deriving originally from
India, uses base 10, the Sumerian’s used base 60. Place notation is concise
and allows large numbers to be readily manipulated. It was also a written
notation, lending itself to the recording of tables of tax deliveries. Without
this technology for recording and processing information the social com-
plexity of the early empires would not have been feasible. Inall but the
simplest social systems, social relations are embodied in information tech-
nology. Without a technique for recording debts, the socialrelation of credi-
tor/debtor can not persist. Without a means of measuring land and recording
ownership, the relation of landlord to tenant cannot exist.

Different subjects of the empire would deliver different crops depending
on their circumstances. Some might deliver barley, some dates, some dried
fish, or a mixture of such products might be delivered. It is thus necessary
to determine if a farmer delivering a basket of dates and three gur of barley
has met his tax obligations. The solution was to define the taxobligation
in terms of barley and for the state to then define how much fish,dates etc
would be required to meet this obligation in terms of barley.The standard
volumetric unit of barley, thegur, about 300litres, then became the unit in
which deliveries of other products were measured. The gur ofbarley had an
equivalent in silver theshekel, defined as silver to the weight of 240 grains
of barley. It appears that this then became the basis for a purely account-
ing based monetary system. The shekel/gur was never issued as a coin, it
existed only as entries in accounting records on clay tablets. This notional
quantity of barley then acted as a generalised way of measuring values and
obligations. From regulating obligations to the state, it moved to being the
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1 gur barley for 1 shekel silver
3 litres best oil for 1 shekel silver
1.2 litres vegetable oil for 1 shekel silver
1.5 litres pig fat for 1 shekel silver
40 litres of bitumen for 1 shekel silver
6 minas wool for 1 shekel silver
2 gur salt for 1 shekel silver

Figure 10.2: Opening section of Esnunna Law Code, cited in Postgate 1992

unit in which credit relations between private individualswere expressed.
Such a system of credit based accounting was only possible thanks to there
being a literate and numerate class of scribes. The place based number
system and algorithmic calculation underlay it. If you are to become pro-
ficient in a place based number system you need to spend childhood years
learning by rote your tables. You have to learn to memorise the addition,
subtraction and multiplication tables. This is a hard enough task using base
10. With a base 60 number system it would probably have been more dif-
ficult. A naive estimate indicates that the size of the tablesto be learnt is
36 times as great as for our school children. This almost certainly overesti-
mates the task, however since the Babylonian number system is better seen
as an alternating base 10, base 6 system. This gives rise to patterns that
can be more easily learnt than would be the case in a pure base 60 system.
Notwithstanding, to operate an accounting based monetary system required
an expensively educated class that was lacking in the petty kingdoms and
city states who first introduced coinage. Coins allowed monetary relations
to operate in societies which lacked this class of numerate scribes.

10.1.3 Money space

Any monetary system must maintain a binary relation betweenjuridical sub-
jects and sums of money. We can represent such a binary relation as a table
like:
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Subject Shekels
Alande 7
Tunde 12
Eve 200

Rachel 18
Ogun 23

TOTAL 260

There needs to be some form of persistent store that can hold the state of
this relation through time - clay tablets served well, as do modern computer
disks, but coins also work. Coins are self registering and self accumulating.
The physical presence of coins in a purse records a number. The possession
of the purse associates it with a juridical subject. The state of the monetary
system is then encoded in the totality of such records - the totality of cur-
rent account tablets, the totality of current account database relations or the
totality of purses in peoples pockets.

Next you need a mechanism by which the system of records can beup-
dated when atransactionoccurs. Transactions are how the state of a mon-
etary system evolves through time. They are atomic, indivisible events. A
basic transaction must update two peoples records, leavingthe totals un-
affected. A payment of 13 from Eve to Alande yields a new stateof the
system:

Subject Shekels
Alande 20
Tunde 12
Eve 183

Rachel 18
Ogun 23

TOTAL 260

There are several ways such a transaction can be performed:

(1) A system based on coins or other portable tokens like banknotes achieves
the transaction by hand-over. The physical conservation ofthe coins
ensures the atomic, conservative character of the transaction.

(2) If the relation is stored on some erasable and re-writable medium -
like the old ”slate” used by shopkeepers to keep track of credit to
customers, or a modern magnetic disk, then one simply
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(a) adds 13 to the total listed for Alande, and then

(b) rubs out Alande’s total, and then

(c) writes down the new total - 20.

(d) subtracts 13 from Eve’s total, and then

(e) rubs out Eve’s total, and then

(f) writes down Eve’s reduced total - 183.

Although this sounds simple, when computer disks are used, agreat
deal of trouble has to be gone through to ensure the atomicityof such
transactions. One has to deal with the possibility that there may be
a computer failure half way through the process. That might leave
Alande credited with an extra 7 units, whilst Eve had nothingdebited
from her account.

One solution to this is what is to usebefore-looks. The computer
writes the previous values of Alande and Eves accounts to a special
disk file - the before-look file, prior to altering either of them. Af-
ter they have both been updated, the before-look file is deleted. If a
failure occurs midway through, then the before-look file will survive
intact. When the database starts up again it uses the before-look to
roll back the transaction to its start. This brings the records back into
a consistent state.

(3) In a system based on permanent records - paper, clay tablets, one has
to add a new record detailing the transaction:

Payer Payee amount
Eve Alande 13

Each transaction requires the storage of a new record. The balance
associated with each individual now has to be obtained by adding up
all of the extant transaction records.

Modern banking databases may supplement the mechanisms of before-
look files with what is termed a transaction log. This simply lists all
of the transactions in a file as they arrive, much as would be done in
pen and ink accounting. At a later stage, perhaps at the end ofthe
banking day, these transaction logs are run through the computers to
perform atomic updates on the master relational database.



The formal properties of exchange 237

A consequence of moving from an account based monetary system to
coinage, was decentralisation. Accounting requires the records of transac-
tions to be concentrated in a few accounting centers: palaces, bank clearing
houses etc. Coins can be dispersed around the population at large. They
were a flexible, low-tech, decentralised monetary technology that allowed
monetary relations and commodity economy to spread rapidly. According
to Ingham, the Macedonian and later Roman empires were important vehi-
cles for this spread.

A disadvantage of coins however, is that they can only recordpositive
numbers. They can not record the situation of having a negative amount of
money - a situation of debt. Debt required the existence of supplementary
documents, recording the existence of debt. Some such debtsarose from
private transactions. Other debts were due to the state - theobligation to
pay taxes. A person’s total position with respect to the state is now encoded
in two distinct forms - the coins that they hold, and the tax obligation writ-
ten down in the tax collectors records. We can thus extend ourprevious type
of relations with an extra table, that of tax obligation, andan extra row to
represent the state. We imagine our example monetary systemto be in Nige-
ria in 1905 after its conquest by Lugard and incorporation into the British
Empire.

Step 0 Let us imagine that

Agent Coin Tax Obligation
State 0 0

Alande 0 0
Tunde 0 0
Femi 0 0

TOTAL 0 0

represents the state of the system at the start of the year.

Step 1 The first step is for the state to mint coin.
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Agent Coin Tax Obligation
State 9 0

Alande 0 0
Tunde 0 0
Femi 0 0

TOTAL 9 0

Steps 2 and 3 The state then employs Femi in the Royal West African
Frontier Force for some months and pays him 7 coins (step 2). It then an-
nounces that everyone will have to pay a poll tax of 2 coins (step 3). So the
state of the system can now be described by the relation:

Agent Coin Tax Obligation
State 2 6

Alande 0 -2
Tunde 0 -2
Femi 7 -2

TOTAL 9 0

Alande and Tunde hear that they must pay a poll tax in the new coin.
They are also told that if they fail to pay the district commissioner will force
them to stand in the open staring at the burning sun all day, and then have
them publicly flogged. They are understandably keen to get hold of coins.

Step 4 They offer to sell Femi food so that they can get hold of these coins.
Femi buys his food and we have the situation:

Agent Coin Tax Obligation
State 2 6

Alande 3 -2
Tunde 2 -2
Femi 2 -2

TOTAL 9 0
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Step 5 Finally the day of reckoning6 arrives. Taxes are due. Coin is ac-
cepted by the collectors in cancellation of tax debts due on that day. This
gives us a situation described by:

Agent Coin Tax Obligation
State 8 0

Alande 1 0
Tunde 0 0
Femi 0 0

TOTAL 9 0

Femi has lost all his money and is available for hire again, Tunde has
sold part of his crop and covered his debt. Alande has sold somewhat more
of her crop, but is left with a coin. She is now in a position to continue
operating as a trader. Looking at things from the standpointof the new
colonial monetary economy she is richer than she started, but in reality she
has given up food which is really useful and is left with a copper disc of
limited practical use. In real terms she has been impoverished. Set against
this material impoverishment there is a social advance. Holding the King’s
coin, she partakes indirectly in the power and authority of the King. With
coin she can command the labour of her fellows. She buys kola nuts for her
stall. By itself this purchase looks a very emblem of reciprocity, free and
voluntary exchange. But behind it, driving it, is coercion and fear of the tax
collector.

We can now identify the basic circuit of money
King → Lackey → Subject → Subject ... Subject →King
We can also identify the basic primitive operations that describe or change

the state of a monetary system. These are thesignature7 of money:

(1) Holding( agent x→ money)This function specifies the holding of
money by agentx. The social system will have various ways of en-
coding this holding.

6The notion of the day of reckoning, reflects the apotheosis ofthe state. God as the
supreme tax collector, an imaginary projection of the God-Kings of the Roman, Hellenistic
and earlier empires.

7We borrow the term signature from its usage in type theory where it describes the
collection of basic operations supported by a type: See for example Goguen and Meseguer
(1982).
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(2) Pay(agent x, agent y, money m)a payment byx to y of an amount of
moneym. This operation follows the constraint that the total holdings
of the two agentsx,y does not alter, and that

Holding(x)pre =Holding(x)post+m, where the subscripts indicate the
situation prior to and after the operation. This is a conservative oper-
ation.

(3) Mint(money m)This operation increases the holding of money by the
state bym, thus

Holding(state)pre=Holding(state)post−mThis is a non-conservative
operation.

Should taxation be considered a distinct operation in this signature? No,
because from the standpoint of the state of the money system,taxation is
just another payment. Its special enforced character is invisible in the space
of money. It is only when we look at a more comprehensive space, com-
modity/money space that tax payments stand out as special.

Seigneurage

In a monetary economy the state has two was of gaining access to real labour
resources.

a It can levy a tax in money and spend the money buying labour orcom-
modities.

b It can simply mint and spend the money. This process is termed seigneurage.

Taxation and seigneurage are mutually inter-dependent. Unless there is an
initial minting of money, no tax in money can be levied. On theother hand
if no taxes are levied, then the money will be valueless and the state will be
unable to appropriate real resources with its coin.

In a natural economy the appropriation of resources by the state is direct
and constrained by its political ability to coerce propertyowners into hand-
ing over goods, and also to coerce subjects into performing labour services.
With the invention of money, the appropriation of a surplus splits into two
- a symbolic appropriation of coins as tax goes alongside a real appropria-
tion, by purchase, of labour time and commodities. The real appropriation
appears as something equitable and voluntary. The coerciveaspect of the
process occurs entirely in the realm of symbols - rendering unto Caesar that
which is Caesar’s.
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Coercion remains bounded by political ability. Taxation meets resis-
tance whether it occurs in money or kind. But because there isa split be-
tween the real and symbolic domains, seigneurage can act as awedge to
force them apart. A state can, within limits, appropriate more labour than it
can raise symbolically as tax. Taxation is a recurrent process. It provides a
stream of symbolic labour to be spent on real labour. Seigneurage is a one
off process needed to start the tax process going. In the yearthe coins are
minted, the Crown can purchase more than it taxes. This acts as a constant
temptation for states whose tax raising power is weak, for minting coin is
politically easier than raising taxes.

The issue of coin has to be a continuous process anyway.

• There is always a certain loss of coin due to accident or ware and tear.
The subject’s accidental loss is the Crown’s gain. If a coin falls in a
river, a record that services have been performed for the Crown goes
with it. If taxes are to be met, the Crown must issue a new coin,and
the subjects must perform new services to get it. This means that a
certain level of seigneurage is built into the system. This seigneurage
derives from thelost informationcaused by the imperfections of coin
as a technology of record.
• Some additional minting is required to keep pace with the growth in

the value of commodity circulation. As more people are drawninto
commodity production - because of population growth, the expansion
of the state, or because previously natural economic processes become
commodified - then more coin is required to sustain this trade.
• Hoarding or saving withdraws coin from circulation. Of course many

hoards are eventually lost either for ever, or to be found by archae-
ologists centuries later. But leaving those aside for the moment, the
effect of hoarding is very similar to that of loss from the standpoint
of the state. If a hoarder puts away 100 coins a year into a hoard,
then, unless these are compensated for by other hoarders dissipating
their hoards, the Crown can issue an extra 100 coins per year.Any net
hoarding by the population allows a corresponding rise in the annual
issue of coin.
The consequence of a higher issue, is more seigneurage - realappro-
priation of labour and services by the Crown. But the money form
hides this, both from holders of money, and from some economists
who should know better. Open an elementary economics textbook
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and you read that money serves as a store of value. Hoarders believed
this, but it is fundamentally an illusion. A miser with 1000 pennies
under the floor, had not stored up value: he buried the ghost8 of value
departed. The King issued pennies in return for real value - work.
Like as not, they were born as soldier’s pay. Then the work of soldier-
ing, like winter’s snow, vanished leaving no material residue. Aside
from the paltry scrap value of Royal cannon, no vendible commodity
survived,

What the miser stored was information, a number that assigned to him
a tiny fraction of the power royal. Should he spend his hoard he would
command the labour of others. But should all hoarders try to do this
at once, they found themselves competing with the normal purchasers
of labour and commodities. Prices would go up. The social power
represented by each coin would fall.

In time of famine hoards were spent. They helped ensure the survival
of the hoarders, but only by grabbing them a larger share of a dimin-
ished crop. They redistribute starvation, but on a social scale do not
represent an accumulation of value. A social provision against famine
could only occur if there were a real accumulation of value inthe form
of corn in granaries.

If issue of coin goes beyond these limits, then the coin will tend to be deval-
ued. A persistent excess of emissions over the various formsof withdrawal
can lead to a devaluation of the coin.

10.1.4 Commodity-money space

We now extend our representation to include both commodities and money.
Again we can use a table to summarise the position of our system in the
new state space. Our new table will have a column for money followed by a
column for each type of commodity. Table 10.1 shows the holdings of coin
and commodities by the agents in our little society. Lets assume that the
first thing to happen is that Femi buys 3 kola for 3 coins from Alande. This
can be decomposed into two sub-operations

Pay(Femi, Alande, 3)which moves the money and

8See the discussion of ghosts in digression 10.2.
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Table 10.1: Table of money and commodity holdings by agents

Agent Coin Cassava Kola
State 2 0 0
Alande 0 6 6
Tunde 0 2 5
Femi 7 0 0

Transfer(Alande, Femi, Kola, 6)which moves the goods from Alande to
Femi. Transfers conserve the commodity being transfered. After both of
these operations we have:

Agent Coin Cassava Kola
State 2 0 0
Alande 3 6 0
Tunde 0 2 5
Femi 4 0 6

In commodity exchanges these operations occur in matching pairs. In
taxation the payment is unilateral with no corresponding transfer of goods.
Note that in our example above we have abstracted from the prices of com-
modities. We will look at this in more detail in section 10.2.

10.2 EXCHANGE IS VALUE CONSERVING

We have asserted that the operations of payment and commodity transfer
are conservative, in the sense that the amount of money and commodities
is unchanged after them. We will now look at what it means to say that
commodity exchange, that is to say linked pairs of payment and commodity
transfer are value conserving as well as conserving commodities and money.

In science it is often worth questioning, problematising, the obvious.
It seems self evident that if Chantelle has a car, three chairs and a table

we can add these up to obtain her total worth.

Chantelle

Car £900
Table £50
Chairs 3 at £12 £36
total £986
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If Briony meanwhile owns a table, 4 chairs and a washing machine we
can similarly add these up:

Briony
Table £50
Chairs 4 at £12 £48
Wahing machine £120
total £218

So Chantelle is £768 richer than Briony. All this is perfectly obvious
to anyone in a comercial society like our own. But why do thesearithmetic
operations work, and what are we doing when we thus compare two peoples
wealth?

Looked at in an abstract mathematical fashion, Chantelle and Briony
have what economists term vectors of assets. For Chantelle this vector is
[1,1,3,0] denoting 1 car, 1 table,3 chairs, 0 washing machines. For Briony it
is [0,1,4,1]. These vectors define positions in wealth space. When we com-
pare their relative wealth we are deciding what ‘distance’ separates them in
terms of wealth.

This problem of measuring ‘distance’ comes about in many domains;
for example:

(1) We might want to measure the distance that you would have to walk
between two street corners in Manhattan.

(2) We might want to know the distance ‘as the crow flies’ between two
hilltops given their map coordinates.

(3) Given 3 variants of a conserved gene from chimpanzees, gorillas and
humans we might wish to determine which two were closest.

Each of these uses distance in a different sense and for each there are ap-
propriate mathematical techniques to work out the distance. An important
property of all distances is that they are positive numbers,so the procedures
used to measure distance must ensure we do not get negative results. A
mathematical method of measuring a distance is refered to asa metric.

Manhattan distances On the regular street grid of New York, the walking
distance between two street corners is just the sum of the distances along the
two axes with which the streets are aligned. Whether you chose a simple
route, or try to zig-zag, you end up going the same distance.
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Figure 10.3: A walk in Manhattan.

If the starting and finishing points are[a,b], [x,y] the walking distance is
|a−x|+ |b−y|. The use of absolute values ensures that the result is positive
because|x−a|= |a−x|.

As the bird flies, or Euclid’s distance Over street grids offering us no
shortcuts, birds fly freely. Where we have to walk 3 miles Eastand 4 North,
pigeons fly only 5 diagonal miles.

We calculate diagonal distance as the square root of the sum of the
squared distances along the axes: 5=

√
32 +42 =

√
9+16. For our points

[a,b], [x,y] the formula is
√

(a−x)2+(b−y)2, a positive result ensured,
this time, by an initial squaring.

Hamming distance DNA can be computationally represented as strings
drawn from the alphabet A, T, C, G. Here the letters correspond to the 4
bases that encode the information in a DNA molecule. Proteins can be rep-
resetned as similar strings drawn from a larger alphabet representing the
amino acids in their sequence. A simple measure of the distance betweent
two DNA or amino acid sequences is to simply count the places along the
sequence where the letters disagree. For example the following amino acid
sequences differ in 26 places.

MKPGRLASIALAIIFLPMAVPAHAATITITMTNLVISPTEVSAKVGDTI
MKAGAKIRLSWLAALALMAAPAAAATIEVTIDKLVPSPATVEAKVGTDI
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* ************* * * ** *** * ** *

The number of places where the sequence differs gives us a measure called
the Hamming distance. Hamming invented it when trying to rank the seri-
ousness of errors in digital codes.

Hamming distances are a useful measure of distance between two re-
lated DNA sequences because they measure the number of pointmutations
required to change one code into another.

Commodity value distance Suppose we have the two vectors represent-
ing Chantelle and Briony’s assets:c = [1,1,3,0] , b = [0,1,4,1]. What
mathematical formula can we use to obtain the distanced between their net
worths?

A suitable formula is:

d = |∑
i

pi(ci−bi)| (10.1)

wherep is the price vector;[900,50,12,120] in the previous example.
Surprisingly, it turns out that this metric is similar to onethat which

occurs in physics when dealing with the conservation of energy. Suppose
that instead ofb, c being vectors of commodities, the vectors represent the
height and kinetic energy of two flying balls. Then 10.1 wouldgive us the
difference between their energies.

Is this significant?
Perhaps it is. Marx said that in Capital he was trying to elucidate the

laws of motion of capitalism. He was implicitly comparing the study of
capitalism to physics. He devoted considerable space to analysing the logic
of commodity exchange. In this context the fact that net worth has the same
metric as the conservation of energy may well be relevant.

The law of energy conservation constrains the paths that flying balls
follow. If we threw a ball on the moon, where there is no atmospheric
resistance, then at each instant the ball will have combination of height and
velocity that causes its total energy to be unchanged (Figure 10.4).

If value were just a matter of providing an ordering or ranking of combi-
nations of goods, then a Euclidean, or indeed any other, metric would pass
muster. It is some additional property of the system of commodity produc-
tion that imposes this specific metric characteristic of a system governed
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Digression 10.2Money and the illusion of Pepper’s ghost
In Victorian times there was a popular stage illusion known as Pepper’s ghost. On
a gloomy stage set a ghostly figure would appear floating in front of the fittings; its
ethereal yet living qualities revealed by the fact that it was at once animated and
transparent. The ghost was in fact the reflected image of an actor in the wings,
reflected off a sheet of plate glass placed at 45◦ to the audience.

The ghostly and illusory properties of money and credit come because our views of
them are projections of a partially hidden stage. One on which every entity has its
mirror image, to every credit a hidden debit, to every visible coin a hidden tax. It
is perhaps fitting that an age whose working lives were ruled by money and credit
like none before, should have developed an obsession with ghosts, mediums and
spirits.

How the Victorian stage illusion of a ghost was performed.

by a conservation law. This fits in rather nicely with the labour theory of
value, where social labour would be the embodied substance conserved dur-
ing exchange relations, which in turn provides us with some justification for
casting the law of value in the form of a classical conservation law.

So far, however, this is merely a formal argument: the form ofthe phe-
nomena isconsistentwith a conservation relation. To justify our formulation
fully we depend on the arguments presented in chapter 5.
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Figure 10.4: Points of equal net worth ( isovals) in the spaceof commodities
and money have the same form as points passed through in the phase space
of altitude and velocity squared by a falling body.

Spatial metrics are so much part of our mode of thought that toimagine a
different metric is conceptually difficult. Most of us have difficulty imagin-
ing the curved space–time described by relativity theory, Euclidean metrics
being so ingrained in our minds. Conversely, when looking atcommodities,
a non-Euclidean metric is so ingrained that we have difficulty imagining a
Euclidean commodity space.

But it is worth the effort of trying to imagine a Euclidean commodity
space, what we referred to earlier as commodity vector space. By bringing
to light the implicit contradictions of this idea, we get a better idea of the
underlying reasons why value takes the particular form thatit does.

Is a Euclidean metric for commodity space internally consistent? In
commodity bundle space of order 2 the Euclidean isovals takethe form of
circles centred on the origin. In higher-order spaces, theytake the form of
spheres or hyper-spheres. (We assume in all cases that some linear scaling
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of the axes is permitted to convert them into a common set of units.) Let us
suppose that the economic meaning of these isovals is that given any pair of
pointsp, q on an isoval, the bundle of commodities represented byp will be
exchangeable as an equivalent with the bundle represented by q.

If the state of an economic agent is described by her positionin this com-
modity bundle space, then the set of permissible moves that can be made
via equivalent exchanges is characterised by unitary operators on commod-
ity vector space. The set of equivalent exchanges ofp is {|p|u such that
|u| = 1}, i.e. the radius-preserving rotations ofp. Mathematically, this is
certainly a consistent system.9

But economically, such a system would break down. It says that I can
exchange one, appropriately defined, unit of kola for one unit of coin, or for
any equivalent combination such as (1√

2
coin, 1√

2
kola). But then what is to

stop me carrying out the following procedure?

(1) Exchange my initial 1 unit of kola for1√
2

coin plus 1√
2

kola.

(2) Now sell my 1√
2

coin for kola, giving me 1√
2
kola.

(3) Add my two bundles of kola together, to give a total of2√
2

=
√

2 of
kola in total.

I end up with more kola than I had at the start, so this cannot bea set
of equivalent exchanges. The second step is illegal within the context of the
Euclidean metric, since it involves operating upon one of the coordinates
independently. But in the real world, commodities are physically separable,
allowing one component of a commodity bundle to be exchangedwithout
reference to others. It is this physical separability of thecommodities that
makes the observed metric the only consistent one.

The existence of a commodity-producing society, in which the individ-
ual components of the wealth held by economic agents can be indepen-
dently traded, selects out of the possible value metrics oneconsistent with
the law of value. In a society in which commodity bundles could not be sep-
arated into distinct components, and exchange obeyed a Euclidean metric,
the labour theory of value could not hold—but that is not the world we live
in.

9A very similar model is used in one of the standard formulations of quantum theory to
describe possible state transformations (von Neumann, 1955).
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10.3 LOGICAL PROPERTIES OF FINANCIAL TRANSACTIONS

10.3.1 Modelling Debt

We have already said that accounts based monetary systems are capable of
recording both positive and negative amounts of money. Thisis required to
represent debt.

Suppose that starting from holdings

Agent money kola total
0 1d 0d 1d
1 0d 4d 4d

totals 1d 4d 5d

agent zero buys 2d of kola10 from agent one. Since agent zero only has 1d
in money to pay for it, the transaction leaves the following holdings:

Agent money kola total
0 -1d 2d 1d
1 2d 2d 4d

totals 1d 4d 5d

We see that

• the totals for both money and kola are conserved,

• the total assets of each person do not change.

Sales on credit are still a conservative operation However this is only true if
we abstract from coinage. If money were just coin then we havea contra-
diction. There was initially only one penny in circulation,but after the sale
agent one has two pennies. Where has the extra penny come from?

The state has not issued a coin, so who created it?
The new penny is balanced by a new negative penny held by agent0,

the positive and negative new pennies constitute a debt between agent 0 and
agent 1. This debt can not be supported by coinage, since coins can only
represent positive numbers, so this implies some ancillarysystem of record

102d means 2 pence worth. The small denomination coin circulating in colonial Nigeria
were pennies. The suffix ”d” used to denote pennies in the British imperial monetary
systems was a relic from the Roman imperial monetary system standing for Denarius, the
basic silver coin of Rome. The Denarius transmuted into the Penny in the early middle
ages.
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keeping to encode debt. We have already looked at an analogous situation
with the tables recording tax obligations and coin holding in section 10.1.3.
Here we represented the relationship between the state and individuals as a
table with a pair of columns, one showing the coin that peopleheld and the
other their tax debts. These tax debts are assumed to have been recorded in
some government tax ledgers.

One column of our tables showed physical objects - coins in this case,
the other shows numbers that are recorded on paper. The numbers in the
tax ledgers refer to coins, they are denominated in money. They describe
the number of coins that subjects own the Crown in tax. At one level it
seems that by being denominated in coin the ledgers refer to physical assets
that must be handed over to the Crown. But we have seen that coins only
get their value by virtue of the tax debts. That is because thecirculation of
the currency was imposed by a fundamentally coercive - non conservative
operation, an enforced obligation to pay. The creation of private debt (
disregarding interest for now ) is a fundamentally equitable or conservative
operation.

Non conservative operations associated with debts are:

a The formation of tax debts to the state.

b The levying of interest on existing debts which increases the indebtedness
of the original debtor.

Because of these cases it turns out to matter a lot that debt operations do not
follow the same symmetry and conservation laws as commodityexchanges.
Debt formation has its own symmetries, but these are not inherently conser-
vative ones.

10.3.2 Relative movements caused by loans

Consider figure 10.5. This shows on a graph what happens when two agents
Ajit (A), and Rakesh (R) engage in mutual loans. The verticalaxis measures
coins held and the horizontal axis measures their mutual indebtedness. In
each half of the diagram Ajit starts out with 1 coin and Rakeshstarts with
6 coins. At the beginning, as they have no mutual debts, both agents lie on
the vertical axis.

Consider the situation where Rakesh lends one coin to Ajit, shown in
the upper half of the figure. Both Ajit and Rakesh move along their isovals
in opposite directions as the loan occurs. Since they remainon their isovals,
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coin

debt

A
A"

R

R"

brings them closer together in Euclidean
space, but they remain equidistant in Manhattan 
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Figure 10.5: Effect of loans in moving the relative positionof agents
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it is clear that there is no alteration in each of their net worths. At the
beginning Rakesh has a net worth of 5 coins richer than Ajit, and is still 5
coins richer after the loan has been made: on the assumption that Ajit will
not default.

Although their net worths do not change, it looks as if this operation
brings the two agents closer together. Indeed, in Euclideanspace it does.
They are initially 5 coin apart, but after the loan applying the Euclidean
distance formula

δ(A” ,R”) =
√

(1− (−1))2+(5−2)2 =
√

13≈ 3.6055

they are closer. If on the other hand we look at the differences in Ajit and
Rakesh’s net worth, they are still 5 apart, and more surprisingly their Man-
hattan distance stays the same:

δm(R” ,A”) = |1− (−1)|+ |5−2|= 5

Now look at the lower part of figure 10.5 which depicts the situation
of Ajit lending 1 coin to Rakesh. Again the two agents move along their
budget lines in opposite directions, but in this case the loan seems to move
them further apart. This is obviously the case in Euclidean space, but the
interesting thing is that they are now further apart in Manhattan space.

δm(R” ,A”) = |−1−1|+ |7−0|= 9

The rule for small loans made by moneylenders who start out with much
more money than the person they are lending to is that the loandoes not alter
the Manhattan separation of the agents. This means that the two agents are
the same distance apart after the loan as before it.

If we consider the obverse relationship, where an agent witha small
amount of cash lends some to an agent with much more cash, we find that
the agents move apart in Manhattan space. The situation of anagent with a
small amount of money making a loan to an agent that is much richer might
seem improbable at first sight, but it is just what happens when an individual
or a company makes a deposit with their banker. But does this movement
apart in Manhattan space have any practical significance?

Surely in the real world we deal with differences net worth, not Manhat-
tan distances between people. Since differences in net worth are unchanged,
why worry about Manhattan distances?
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Because the Manhattan distance points to something of huge social sig-
nificance. Why should a poor person lend to a rich person in thefirst case?

Surely this would be a rare exception?
So it was in pre capitalist society, but with capitalism it becomes the rule.

Name the rich person “Banker”, and it becomes clear. Whenever we deposit
money in the bank we lend to someone much richer than us. The growing
Manhattan distance between us and the bank this produces, measures the
increasing social power of the banker.

Consider the theoretical entity that is termed the ’money supply’. This
has various definitions, but is typically taken to be the sum of notes and coin
in circulation along with the total of all current account deposits with the
banks. At one level this seems obvious and unexceptional since a deposit in
my bank allows me to buy commodities using a cheque just as I could with
coins or paper money. At this empirical level bank deposits can obviously
function as a means of purchase, and seemingly should be counted in the
money supply.

However a moments thought indicates that when we talk of a money
supply we are using a metaphor. We are making an analogy between a
supply of some commodity - say petroleum, and money. But the two things
are very different. Petroleum is something physical, it hasmass. A supply
of oil has a characteristic dimension, which we use to measure it. The world
supply of oil would be expressed asx million barrels per day. In terms of
dimensional analysis it is expressed in units of mass per unit time.

The money supply as conventionally measured is very different: it is
measured in$ or £. We have argued above that such monetary units indi-
rectly measure the amount of work that a social agent has donefor the state.
The transfer of monetary tokens allows agents who have done work for the
state to transfer symbols representing this work to other people who use
them to meet their tax obligations. It is thus evident that the money supply
differs from a conventional supply in a number of respects:

(1) It does not measure the rate at which something is produced over time.
Its measure has no time dimension, thus it is not a supply in the normal
sense of a flow of things.

(2) Money is not a substance, it has no mass, instead it is a technology
of record. As such it is information, or more properly, what we call
money is a projection, in the strict relational sense, of an information
structure. We have seen that holdings of coin by the public are one
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column of a relation between subjects and the state. The other hidden
column are individual tax debts. This column is hidden it takes the
form of covert records held by the exchequer.
The illusion that it is a substance, which is implied by the term money
supply, arose from a particular stage in its technological evolution.
When the state of the monetary information structure is partly en-
coded by people’s holdings of coins, these coins, which encode but
one column of the monetary relation, were seen as money itself. Money
was misidentified as a self sufficient substance. We should understand
instead, that what exists is a relation, initially between the state and
its subjects, later extending to credit relations between its subjects,
whose partial projection appears as coin.
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Digression 10.3 Relations
In this chapter we use the word relation in the sense in which it is used in formal logic
and the relational algebra, the branch of mathematics used in computer databases.
Much of what is modelled in computer databases are relationships between people
and the social institutions. But the relational algebra can be used to model other
types of information.
The concept of a relation comes from the idea of a predicate: a statement that can
be true or false. For instance x is a dog is a predicate which can be true or false
depending on what we put in the position x. Thus ”Fido is a dog” would be true but
”Mount Everest is a dog” would be false. That was a unary predicate. Predicates
can have multiple arguments. The property of one number being less than another
: x is less than y. We would normally express this as x < y where the symbol < for
less-than is termed a relational operator.
In relational algebra we extend this idea to say that the relation less-than is the set
of all pairs of numbers [x,y] such that x< y. We can conceptualise this as an infinite
table

1 2
2 3
1 3
17 203
-9 -1
.. .. etc

For less mathematical predicates we have relations as a finite table. The relation ”x
is a known satellite of y” where y is an inner planet of our solar system, would give
us a finite table:

Moon Earth
Phobos Mars
Deimos Mars

Tables or relations can have more than two columns. We saw this with the table:

T =

Agent Coin Tax
State 2 6

Alande 0 -2
Tunde 0 -2
Femi 7 -2

Here the logical relation encoded by the table T is: x has y coins and is due to
receive z in tax. When we project a relation we drop one or more columns from the
table. Thus

T Project [Agent,Coin]=

Agent Coin
State 2

Alande 0
Tunde 0
Femi 7

This is what we mean when we say that money as conventionally understood is a
projection of an underlying relation.
The notion of projection in this context comes from the way that a camera-obscura
projects or throws an image of three dimensional objects onto a flat surface. The
key here is dimension reduction. A space of high dimension is represented in a
lower dimensional one. Such projections involve a loss of information and can give
rise to illusions, one only has to think of engravings by Escher such as ‘Belvedere’
or ‘Waterfall’, to realise how ambiguous a two dimensional projection can be.
The relation T above is composed of rows each of which has three values : a
person, their cash and their tax position. These triples can be thought of as defining
points in a three dimensional space. When we consider only the person and their
cash we are projecting from three to two dimensions.



CHAPTER11

CREDIT AND CAPITAL

Cockshott

In this chapter we discuss the formation of credit money and show that it
necessarily arises from the basic law of motion of a capitalist society.

11.1 BANK CREDIT

In pre-capitalist economies lending was almost exclusively from rich to
poor, and the rich lent out their own money1. In capitalist economies rich
banks still lend to people who are much poorer, but the banks in turn borrow
money from their depositors. The process of depositing money with banks
is the crucial step in the creation of net credit.

There are three crucial innovations introduced by capitalist banking:

(1) The acceptance of deposits.

(2) The establishment of a system of mutual debt clearing.

(3) The issue of loans denominated in the liabilities of the bank.

These are tied to the creation of an independent system of records and
ledgers recording the debit/credit position of bank customers. Bank ac-
counts either as paper ledgers or as computer databases are an algorithmic
system of record that allow debt relations to be held in a relatively cen-
tralised fashion. In section?? we introduced the D matrix. This is a con-
ceptual abstraction that models the mutual debts of agents in the economy.
It is a square matrix, so that if there aren agents, people or firms, in the

1See Itoh and Lapavitsas (1999), chapter 3.
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Table 11.1: The D matrix stored as a ternary relation.

debtor creditor amount

4 1 5
6 1 2
6 3 7
5 6 9

economy, then the D matrix will containn2 numbers. This is fine as a con-
ceptual abstraction, but in a real society such an abstract entity can only
exist if there is a technology capable of supporting it.

If there are 100 million people in an economy, the D matrix would con-
tain 10,000 million million numbers. This is an impractically large number.
Suppose the D matrix is stored in a distributed fashion, witheveryone hav-
ing their own double entry ledger system in which they wrote down their
debts with everyone else. Then in an economy of 100 million people they
would each need an account book with 100 million pages. Usingstandard
accounting ledgers each person’s account books would take up about 10
miles of shelf space. These sort of figures seem to suggest that the whole
idea of a credit economy is impossible. But most of the peoplein an econ-
omy never meet one another, never trade, and never build up direct mutual
debts. This means that the D matrix issparse. A sparse matrix is one whose
elements are mostly zero.

Sparse matrices can be recorded compactly, since the zeros never have
to be written down. For instance the D matrix

0 0 0 5 0 2
0 0 0 0 0 0
0 0 0 0 0 7
−5 0 0 0 0 0
0 0 0 0 0 −9
−2 0 −7 0 9 0

is sparse and can be more compactly represented by a relationas shown
in figure 11.1, that records each debt only once and lists the row and column
numbers in the D matrix of the creditors and debtors. We have replaced a
matrix containing 36 numbers with a relation containing 12 numbers.
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Table 11.2: How a bank need only store credit information as abinary rela-
tion

customer amount

1 2
3 7
5 -9

In this example agent 6 is acting as proto-banker. They borrowed from
agents 1 and 3 and lent the proceeds to agent 5.

But the relation we have drawn is a holistic one, it still tabulates the
totality of debt relations between all of the agents. From the standpoint of
agent 6 it would be possible to keep a simpler private relation recording
their account balances with their customers as shown in figure 11.2. Here
the relation is reduced to two columns since the bank knows that it is one
party to all of debts. If we assume that a large part of debt relations in
a capitalist society take the from of loans to or from banks orother deposit
takers, then these can be modelled by two column relations ofthe sort above.
Indeed this is more or less how they now exist in the relational databases of
the banks.

Other trading organisations who have credit relations witha large num-
ber of customers can use similar techniques to record their debt relations
with their trading partners. Since the greater number of these trading part-
ners will be private individuals who do not have the resources to maintain
elaborate systems of account, it follows that the stored debt relations will
largely be held by firms. Overall we can assume that the bulk ofall the debt
relations in society can be modelled by such binary (two column) relations.

Given this columnar representation, then amount of storagespace re-
quired to record the information grows in proportion to the number of non-
zero debts that actually exist, rather than in proportion tothe number of
potential debts which would be the case with the full D matrix. Whereas the
size of the D matrix will grow in proportion to the square of the number of
people in the economy, the total number of non-zero debts will grow much
more slowly. We can express it as the product of two termsnd wheren is
the number of people, andd the average number of other agents with whom
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a person has debts. We can expect that as an economy grows,d will rise,
but the rate of growth will be relatively slow: both with respect to time and
with respect to the growth of the population.

The development of the banking system led to the growth of a spe-
cialised branch of the division of labour associated with the maintenance,
storage, and updating of credit relations. These were typically recorded on
paper in an indelible un-erasable fashion. Such records leave an audit trail
of previous balances in the ledger books. However this is notan essential
feature of private credit relations. They can also be recorded in the same
way as subjects credit with the state - by the physical holding of tokens.
At various times private individuals, firms and municipalities have issued
coin like tokens. Typically these would be given as change for higher de-
nomination royal money in small purchases. A grocer might issue his own
farthings as change for state pennies. Other tradesmen in the neighbourhood
would accept them, accumulate them and periodically have them redeemed
in royal money by the issuer2. This practice continued on a larger scale from
the 18th century with the issue of paper banknotes by privatebanks.

In return for a deposit of coin, they would issue paper notes,which,
like tradesmen’s tokens, were redeemable in royal money by anyone who
presented them to the bank. The practice died out in England during the
19th century, but Scottish and Northern Irish banks continue to issue their
own private banknotes in this way. Such tokens are an abacic rather than
algorithmic system of record. They record a binary relationof indebted-
ness between the bank and other economic agents who physically hold the
notes. Changes in this relation are brought about by physically handing over
banknotes to another agent - a process analogous to physically moving the
beads on an abacus to change the number it records.

In English we retain the word banknote to refer to paper moneyissued
by the state bank though nowadays these are better seen as an extension of
the coinage system. This reflects the history of paper money.The successful
issue of paper money in the West was pioneered in Britain where capitalist
economy was most advanced. The Bank of England started to issue paper
money in 1694 followed by the Bank of Scotland in 1695. Whereas the
latter existed primarily to finance private trade the Bank ofEngland was
owned by private shareholders but its main function was to make loans to
the Crown. The Crown could pay for purchases using notes thatthe Bank

2See Berry (1988)
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Digression 11.1Paper money in socialist economies.
Our discussion has been about the institution of paper moneyunder capital-
ism. 20th century socialist economies also used paper money. Why did this
exist and what caused it to circulate?
Socialist states did not obtain their revenue from general taxation as capi-
talist ones did. Instead, their revenues came from the profits of state owned
industry. It was the need of citizens to pay taxes that had forced Pounds,
Dollars, Yen and D-Mark to circulate in the West. Since this need was ab-
sent in the USSR, why did the Rouble circulate?
The invention of money allowed states to separate the real appropriation of a
surplus product from its symbolic appropriation as tax. Socialist states were
the direct real appropriators of the social product, and as such had no need
for money taxes. Money wages acted, instead, as a method for distributing
the social product. Roubles circulated because state shopsaccepted them
for purchase of consumer goods.
The Rouble was not a universal instrument of purchase like the Dollar. Rou-
ble accounts did not entitle state enterprises to purchase arbitrary means of
production except where these transfers had already been authorised by the
Plan.
The Rouble could in principle have been replaced by notes indicating that
the bearer had perfomed a given number of hours labour for society. That
this did not occur was probably due to the continued existence of wage
differentials, albeit small when compared to Western income differentials.

issued and would in return accept notes on the Bank issued as payment
for taxes. This went alongside the process by which the Bank would issue
notes to customers in return for coin deposits. Over the course of time the
Bank of England became a state owned bank and its issue of notes became
functionally indistinguishable from the issue of coin by the mint.

State paper money proper was invented much earlier in China.About
one thousand years ago the Song dynasty had established an effective sys-
tem of paper money.

In 1161, the Southern Song government essentially replacedits bronze
coin standard with a new paper money system known as huizi. Re-
gional huizi currencies also proliferated in the Southern Song, and
even in petty transactions the xiaoping coin was replaced bya two-
cash coin known as zheher.von Glahn (2004)
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In this context is worth noting that the monetary theories ofEuropean
writers like Ricardo, Marx and Menger are parochial. They take as given
that money must be made of a precious metal. In doing this theyignore the
history of money in China. There money had frequently been made entirely
of base metals such as bronze and iron, and, by the Song period, even this
had been in large measure replaced by printed paper currency. The keys to
this were:

(1) Availability of paper - at a time when Europe was still using parch-
ment derived from animal skin.

(2) Knowledge of printing
(3) A large state with a professional salaried civil servicemade it quite

feasible for the government to ensure that its money circulated by
virtue of accepting it for tax payments.

According to von Glahn chartalism, the principle that the value of money
is determined by the monetary authority irrespective of theuse value of the
substance employed as money, was a fundamental tenet of classical Chinese
monetary analysis3.

This would make it seem that the predominance of metallist doctrines in
Europe is a reflection of the long period of European barbarism and disunity
between the fall of the Carolingian empire and the establishment of the EU.

During this warring states period in Europe, states were small, and for
much of the time lacked professional salaried civil services. Their tax col-
lecting apparatus was poor and they were not able to so effectively enforce
the circulation of national coinage unless it was backed by gold that could
be used in internal European trade between the petty states.This local and
temporary historical phenomena was universalised in metallist doctrines.

The first European bank-notes though were quite different from Chinese
paper money. Instead of just meeting the needs of the state they arose also
to meet the needs of capital. To understand this one needs to understand the
signature of capital.

11.1.1 The signature of Capital

The notion of Capital having a signature is derived from Marx. He charac-
terised the process of buying and selling commodities as having the signa-
tureC→M→C a notation that he used to indicate that an agent starts off

3See von Glahn (1996), pp. 23-47.
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with a commodity (C), sells it for money (M) and then uses the money to
purchase another commodity (C).

Let us now accompany the owner of some commodity say, our old
friend the weaver of linen to the scene of action, the market.His 20
yards of linen has a definite price, £2. He exchanges it for the£2, and
then, like a man of the good old stamp that he is, he parts with the
£2 for a family Bible of the same price. The linen, which in hiseyes
is a mere commodity, a depository of value, he alienates in exchange
for gold, which is the linen’s value-form, and this form he again parts
with for another commodity, the Bible, which is destined to enter his
house as an object of utility and of edification to its inmates. The
exchange becomes an accomplished fact by two metamorphosesof
opposite yet supplementary character the conversion of thecommod-
ity into money, and the re-conversion of the money into a commodity.
The two phases of this metamorphosis are both of them distinct trans-
actions of the weaver selling, or the exchange of the commodity for
money; buying, or the exchange of the money for a commodity; and,
the unity of the two acts, selling in order to buy.

The result of the whole transaction, as regards the weaver, is this,
that instead of being in possession of the linen, he now has the Bible;
instead of his original commodity, he now possesses anotherof the
same value but of different utility. In like manner he procures his other
means of subsistence and means of production. From his pointof
view, the whole process effectuates nothing more than the exchange
of the product of his labour for the product of some one else’s, nothing
more than an exchange of products.

The exchange of commodities is therefore accompanied by thefol-
lowing changes in their form.

Commodity - Money - Commodity.

C --- M --- C.

The result of the whole process is, so far as concerns the objects them-
selves, C - C, the exchange of one commodity for another, the circu-
lation of materialised social labour. When this result is attained, the
process is at an end.

(Marx (1954), Chapter 3, Section 2A)
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In the circuitC→M→C the value that weaver starts out with £2 of linen
and ends up with £2 in the form of a Bible. Marx goes on to contrast this
with the signature of capitalM → C→ M′, whereM′ represents an aug-
mented sum of moneyM < M′.

The simplest form of the circulation of commodities isC−M−C,
the transformation of commodities into money, and the change of
the money back again into commodities; or selling in order tobuy.
But alongside of this form we find another specifically different form:
M−C−M, the transformation of money into commodities, and the
change of commodities back again into money; or buying in order to
sell. Money that circulates in the latter manner is thereby transformed
into, becomes capital, and is already potentially capital.

....

Now it is evident that the circuitM−C−M would be absurd and
without meaning if the intention were to exchange by this means two
equal sums of money, £100 for £100. The miser’s plan would be far
simpler and surer; he sticks to his £100 instead of exposing it to the
dangers of circulation. And yet, whether the merchant who has paid
£100 for his cotton sells it for £110, or lets it go for £100, oreven £50,
his money has, at all events, gone through a characteristic and original
movement, quite different in kind from that which it goes through in
the hands of the peasant who sells corn, and with the money thus set
free buys clothes.

....

The exact form of this process is thereforeM−C−M′, whereM′ =
M + ∆M = the original sum advanced, plus an increment. This in-
crement or excess over the original value I call ”surplus-value”. The
value originally advanced, therefore, not only remains intact while in
circulation, but adds to itself a surplus-value or expands itself. It is
this movement that converts it into capital.(Marx (1954), Chapter 4)

The merchant having convertedM→M′ will want to build on his success,
turning hisM′ back into commodities to sell again. The signature of capital
thus implies a process of exponential growth

M→C→M′→C′→M′′→C′′→M′′′

If the whole class of merchants are doing this it implies thatover time there
must be an exponential growth in the sum of money in their hands.
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Table 11.3: Growth of the world gold stock 1840 to 2000

stock Annual growth rate
period million troy oz%

1840 1850 617.9 0.27
1851 1875 771.9 0.89
1876 1900 953.9 0.85
1901 1925 1430.9 1.64
1926 1950 2130.9 1.61
1951 1975 3115.9 1.53
1976 2000 4569.9 1.54

Note that only some of this stock would have been available for use as coin, decora-
tive and other uses absorbing the rest. Calculated using data on annual production
published by Gold Fields and Mineral Services Ltd.

The thrust of this chapter has been to argue that money is a technology
of record, that it is essentially information about social power. As an infor-
mation structure there is no inherent obstacle to its exponential growth. If
you use a place number system, either binary, decimal or the old Babylonian
base 60 system, then the size of the number you can write down grows ex-
ponentially with the number of digits. But if you use a token number system
like gold coins to encode social power, then exponential growth is a prob-
lem. It implies an exponential rise in the mass of gold, an altogether more
difficult matter. As shown in Table 11.3 the annual rate of gold stock growth
has been around 1.5% per annum for the last 100 years, about half that for
the 19th century and was considerably lower prior to the discovery of the
Californian fields in the 1840s. Were gold coin the only form of money in
which capital could accumulate, then the circuit

M→C→M′→C′→M′′

would have been limited to very low rates of return on capital.
The signature of capital was incompatible with gold money. It de-

manded new monetary technologies, the first of which was the paper ban-
knote. It was no harder to print a £50 banknote than a £5 banknote.
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At the end of the week workers have to be paid, the firms’ products have
to be sold, and stocks of raw materials replenished. This is composed of a
vast number of atomic transactions each of which is, taken byitself, value
conserving. In reality of course they do not all take place atthe end of the
week. That is just a pedagogic simplification. However, we can partition
the set of atomic transactions into three groups:

(1) Transactions between capitalists.
(2) Payments of wages by capitalists.
(3) Purchases of consumer goods by workers.

An Iron Master taking delivery of coal would typically writea bill of ex-
change, a private certificate of debt, promising to pay within 30 or 90 days.

Payment of wages would generally have to be done in cash. Capitalists
have tried at times to issue tokens as wages which would be redeemable
only at company stores, but legislation by the state, eager to maintain its
monopoly of coinage tended to put a stop to this. Payment in cash represents
a transfer from the safes of capitalists to the pockets of their employees, with
a corresponding cancellation of wage debts.At the end of theweek, the wage
debt has been cleared to zero, and there has been an equal and compensating
movement of cash .

Workers then spend their wages on consumer goods. For the sake of
simplicity we assume that there is no net saving by workers sothat in the
course of the week all of the money they have been paid is spent. This
implies that immediately after payday, the money holdings of the workers
were equal to one week’s wages. If these wages were paid in coin this would
have set a lower limit to the quantity of coin required for theeconomy of
function.

When workers spend their wages on consumer goods they transfer money
only to those firms who sell consumer goods: shopkeepers, inn-keepers etc.
We can expect these firms to not only make up the money they had spent
paying wages, but to retain a considerable surplus. Wages would add up
to only a fraction of the value of the consumer goods. The finalsellers of
consumer goods will thus end up with more money than they paidout in
wages. From this extra cash, they can afford to redeem the bills of exchange
that they issued to their suppliers.

If we assume no bank credit, then suppliers of manufactured consumer
goods would be entirely dependent for cash on money arrivingwhen the
bills of exchange, in which they had been paid, were eventually redeemed
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by shopkeepers and merchants. The payment situation facingraw materials
firms was even more indirect: they could not be paid unless theconsumer
goods manufacturers like weavers, potters, and millers hadsufficient cash
to redeem bills of exchange issued for yarn, coal, grain etc.

The process of trade between capitalists leads to the build-up of inter
firm debt.We suggest that the total volume of inter firm debt that could be
stably supported would have been some multiple of the coinage available
after allowing for that required to pay wages. If one takes the aggregate of
all firms the ideal signature of this process can be represented as:

M→ [C⇒ (C+∆C)]→M +∆M

where[C⇒ (C+ ∆C)] represents the production process that generates a
physical surplus of commodities after the consumption needs of the present
working population has been met. If there is no new issue of coin by the
state then the∆M can not be real money, instead it must be in the form of
bills of exchange and other inter-firm credit.

For the capitalist class considered as an abstract whole this should not
be a problem since the∆M is secured against the accumulated commod-
ity surplus∆C. There is a net accumulation of value as commodities, and
accounting practice allows both the debts owed to a firm, and stocks of com-
modities to be included in the value of its notional capital.As the process
of accumulation proceeds in this way the ratio of commercialdebt to real
money will rise. Suppose the period for which commercial credit is ex-
tended remains fixed - say at 90 days, then there a growing number of debts
will be falling due each day. If these need to be paid off in money, then a
growing number of firms will have difficulty meeting their debts in cash.

11.1.2 How much money is required

If we assume an economy in a steady state this causes no problems, but
once you throw in the need for a capitalist economy to allow anexponential
growth in capital values, problems arise.

How can we model this?
Consider an individual firm, what is the probability that it will not be

able to meet its debts?
Let us first normalise the assets liabilities and cash of firmswith respect

to their turnover. We then assume that normalised to turnover, a firms ex-
pected gross assets and gross liabilities in terms of commercial credit will
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Figure 11.1: Conditional probability surface for assets and liabilities nor-
malised to turnover.

follow a negative exponential distribution with a probablity density of the
form:

P(d) = Ke−
d
t (11.1)

whered is debt,K is a normalisation constant, andt is the firms turnover4.
The same distribution is assumed to apply to the debts owed tothe firm.
There is thus a two dimensional probabilty surface relatingassets to liabili-
ties as shown in Figure 11.1. We can use this probability surface to estimate
the probable distribution of firms along the net-creditor/net-debtor axis as
shown in Figure 11.2. Note that the PDF peaks where firm has zero net
commercial debts, but that this probablity is actually verysmall. It is more
likely that they will have either a net credit or debit balance in their deal-
ings with other capitals. The probability distribution is symetric, since to
every commercial debtor there corresponds a commercial debtor. It falls of
steeply on either side. We now have to consider two things:

a. How much of the debt will be falling due each month.

b. How likely is it that a firm will have insufficient cash to meet their debts
at the end of the month.

4This is of course the Gibbs Boltzmann distribution discussed in Chapter 9 and in A.
Dragulescu and V. M. Yakovenko (2000). The actual distribution may be either this or a
power law but the argument that follows is robust in either case.
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Figure 11.2: Plot of the probability distribution expectedfor firms along
the net asset/net creditor axis with respect to commercial debts outstanding.
Note that the plot is zero centered because of the symetry of the commercial
debt relationship.

It is obvious that the longer the periodp for which commercial credit is
extended, the smaller will be the amount of debt falling due each month. If
it were the custom to extend 90 days credit, then a1

3 of the debt will fall due
each month, as opposed to all of it for a 30 day commercial credit rule.

In order to work out how likely it is that a firm will have too little money
to pay its debts we need to have some model of the distributionof money
balances in firms. We are provided with this from the data shown in Figure
9.10, which found that in the SA model, the probability of a firm having
money holdingx was given by the Paraeto distribution:

P(x) ∝ (
x
m

)−(α+1) (11.2)

whereα = 1.4, wherem is the average money holding of a firm. Using this
we can plot the probability surfaceC(l ,µ) relating liabilitiesl cashµ (Figure
11.3).

Firms will be unable to meet their bills if :

a. They have net liabilitiesl .

b. The net repayments on these debts,r = l
p wherep is the period on com-

mercial loans, is greater than the current cash balance.

Thus the probability of a firm defaulting will be given by

Pde f ault =

Z 0

−∞

Z ∞

0
C(l ,µ).(

l
p

+µ< 0)dµdl (11.3)
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along the net asset/net creditor axis with respect to cash holdings.
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Figure 11.4: Plot of the fraction of firms going bankrupt in a time period
as the ratio of the mean money holdingm in equation 11.2 to the mean
turnovert in equation 11.1, varies. The evaluation was done on the basis
of a 3 month duration of commercial loans. The steps in the curve are the
result of ’binning’ as the functions were evaluated on a discrete grid.
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However the shape of the surfaceC(l ,µ) will depend on the amount
of money in circulation. As the probable amount of money heldby each
firm rises, the default probabilty will fall. In figure 11.4, we see how the
probability of bankruptcy declines as the ratio of cash to turnover rises.

It is important to note that what is being considered here is purely stochas-
tic bankruptcy due to cash-flow fluctuations. It is quite aside from bankrupt-
cies that may occur due to economic inefficiencies or long term rises in
costs. It is the bankruptcy that can hit perfectly viable firms due to random
fluctuations in in indebtedness.

11.1.3 Necessity of paper money

Let us outline the argument so far:

(1) We know that the signature of capital implies an increasein the values
of commodities being traded over time.

(2) We know from the historical record of gold production, that the rate
of increase of gold stocks was relatively low, certainly much lower
than one would expect capital stocks to grow.

(3) This implies that the ratio of cash to commodity turnoverwould tend
to fall in an economy using gold for its coinage.

(4) The consequence would be that an increasing fraction of capitals would
have insufficient cash holdings to meet the liabilities falling due each
month, and would thus become bankrupt.

This mechanism provided a basic engine of commercial crisesunder
the gold standard, and, in the absence of other innovations to replace gold
money, it would have limited the rate of growth of capital to the rate of
growth of the gold stock. This applied to the proportionate rather than the
absolute growth of the gold and capital stocks. From Table 11.3 we know
that the world gold stock rose by about 154 million oz in the 25years from
1851 to 1875. At that time a the price of gold in terms of UK currency was
£2.87 per oz, being determined by the weight of metal in a goldsovereign
coin. The gold mined during that period was thus worth £441million, an
annual increase of about £17million. Did this mean that the total world
capital accumulation in those years could only have been £17million per
annum?

No. It means that the annual growth in monthly turnover that could
be supported by a gold currency would have been limited to around £(p×
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17)million, wherep was a constant determined by the period of commercial
loans5. We would expect from the labour theory of value that the value of
turnover would increase along with the population producing commodities.
As more people became engaged in commodity production, bothbecause
because population had increased, and as natural peasant economies were
replaced by production for the market, there would have beena propor-
tionate rise in the turnover of commodities on the capitalist world market.
Whilst the absolute increase in turnover supported by gold would be some
multiple of the actual gold production, thepercentageincrease in turnover
would still have been limited by the low percentage increasein gold stocks.
It would have been, that is, had the banking system not been able to create
alternative methods by which commercial debts were paid.

We have already shown how the process of banks accepting deposits in
coin and making loans in coin will create net credit - increase the Manhattan
distance between agents. The issue of banknotes accelerates the this process
enormously. Suppose Mr Lang made a deposit of £100 in coin with the Bank
of Scotland in 1696. If the bank were to then make a loan of £90 in coin
to Mr Strang, there would be a creation of net credit as we showed above.
But what the bank actually did was much more dramatic. It usedthe £100
as a reserve against which made loans of several hundred pounds in its own
banknotes. The notes were redeemable on demand against royal coin, but
because of the greater convenience of paper money, the bank could count
on only a small fraction of the notes actually having to be redeemed on any
banking day. This was termed fractional reserve lending.

The deposits and withdrawals by customers are the result of multiple
independent cricumstances. As such they have a noisy character analogous
to the ”shot noise” discussed in section 3.3.3. Recall that shot noise set
a limit to the information capture accuracy of any camera or photo-sensor
due to the discrete photon nature of light. Recall too that shot noise was
proportional to the square root of the mean number of photonsarriving at
each sensor during the exposure period of the camera. As a result shot noise
falls as proportion of the total signal the more photons we can capture. A
similar principle applies to banking. The more customers that a bank has,
the smaller will be the proportionate variation in the withdrawals from day
to day.

5Thestocksof capital taking the form of plant and machinery could have grown more
than this, depending, among other things, on the depreciation period of capital equipment.
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Figure 11.5: Plot of the largest fraction of a bank’s deposits withdrawn in a
single day over a 20 year period as the number of customers rises. The plot
comes from a simulation in which it was assumed that a customer might
withdraw any sum up to their maximum deposit, and that customers were as
likely to make deposits as withdrawals. The slightly irregular nature of the
trace reflects the underlying stochastic properties of sucha simulation.

Look at Figure 11.5. The horizontal axis shows the number of cus-
tomers, and the vertical axis the highest proportion of the bank’s deposits
withdrawn in any week over a 20 year period. As the number of customers
rises, the variation in the amount withdrawn in any week falls, and so too
does the maximum withdrawal that can be expected. A very small bank
would have to keep all its deposits in the safe as an insuranceagainst having
to pay them out, but a bank with 20,000 customers might never see more
than 3.4% of its cash deposits withdrawn in any week. A bank with that
number of customers could safely issue as loans 20 times as much in paper
banknotes as the coin that it held in its vaults, safe in the knowledge that the
probability of it ever having to pay out that much in one day was vanishingly
small.

This creation of new paper money by the banks was the hidden secret
behind the signature of capitalM→C→M′→C′→M′′. Unlike a creation
of token money by the state, or the issue of gold coin, there was no unpro-
ductive withdrawal of value in the form of seigneurage or themining costs.
Loans in bank money were made to capitalists (A) who were expanding their
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business. With these loans group A either directly purchased, or through
wage payments financed the sale of, the surplus produced in the workshops
of other established capitalists (B). The surplus product sold by group (B)
was thus on the one hand converted into money, ( phaseC→M +∆m), and
at the same time became new capital for group A (phase∆m→ ∆c). This
money creation was distinct in its effects from the Chinese state’s creation
of paper money. In the latter, the money first appears as a purchase of com-
modities by the state. Whilst this would still create money profits for the
merchants who sold to the state, the surplus so purchased wasconsumed by
the state rather than becoming capital.

We are here considering bank money in its initial historicalform, prior
to the widespread use of chequing accounts or even more modern forms
like debit cards. Such more modern forms have their own technical pre-
conditions, which we shall discuss later. But the Urgeld form allows us to
understand much of what followed.

The first thing to notice is that bank money is derivative on state money.
Bank notes or chequing accounts are denominated in state money. They
ultimately gain currency through being redeemable in statemoney. The
banks lack an independent coercive power analogous to the power to tax.

The second thing to notice is the crucial importance of size.Unless a
bank reaches a certain threshold number of customers, it will be unable to
operate a system of fractional reserve lending. In order to pass this threshold
the Bank of England, the Bank of France and the Bank of Scotland were
initially given Royal monopolies.

Figure 11.5 makes it clear that a big bank had much more money issuing
ability than a small one. The larger the number of customers abank had, the
small the proportionate variation in it’s weekly withdrawals, and hence the
smaller the proportionate reserve it was forced to maintain. This would be
reflected in larger bank’s being more profitable, since a higher proportion
of their assets would be in the form of loans on which they earned interest,
rather than cash which earned them nothing.

The curve in Figure 11.5 comes from a simulation in which the proba-
bility of each customer making a deposit or withdrawal is independent. The
customers are assumed not to collude in making withdrawals.This would
normally be true, but were the bank’s credit to be impugned, then customers
can cease to act independently. A panic can set in and lead to acollective
run on the bank. Because a small bank faced greater proportionate varia-
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tions in its weekly withdrawals, its credit would be less secure than that of
larger banks, and bank failures would be more frequent in small banks.

The combined effects of these two processes lead to a processof gradual
centralisation of banks, with larger and more profitable ones taking over the
smaller. A crucial factor in creating a large customer base was the creation
of a branch network. Initially banks would have a single office in the capital
city - just as the Bank of England still does. Only later did they develop a
branch network. So long as the private issue of banknotes wastheir main
form of money creation, notes issued in the capital could circulate among
merchants in outlying towns, and distance would slow down demand for
these notes to be redeemed. Suppose the Bank of Prudence had only one
branch in the capital, as had the Bank of Temperance. Each issued its own
banknotes. The only way in which these notes were redeemed was when
they were presented at their head office. These notes would circulate mainly
in the capital, but some would go the rounds in the main provincial towns.
If the Bank of Prudence opened branches in Gloucester, Chester, Bolton,
Halifax etc, it gained several advantages:

• By opening a multitude of branches it obtained more depositors and
thus increased its loanable capital stock.
• The increase in the number of customers reduced the variation in its

weekly withdrawals and allowed it to operate with smaller reserves.
• Some of its depositors would have made their deposits, not incash,

but with the notes of its rival the Bank of Temperance. The Bank of
Prudence would return these to the head office of the former bank,
to be redeemed. This would have increased the rate at which Bank
of Temperance notes were being cashed and forced it to hold higher
reserves.

There were thus strong competitive pressures forcing the establishment of
regional, provincial or national networks of bank branches. The existence
of a network of branches, when combined with the fast transport provided
by the new railways, allowed the next phase in the evolution of bank money
: cheques.

Payment by drafts on Merchant Banks was a much older practice, dat-
ing back to the middle ages. International merchant companies - primarily
Italian, would arrange payments in say Florence against a bill issued, for ex-
ample, by their Paris office. This payment system grew out of the practice
of issuing commercial bills of exchange, and was used primarily to finance
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international trade. The 19th century establishment of dense branch bank
networks allowed chequeing transactions to penetrate intogeneral domestic
commerce between capitalists6. The development of cheque money marks
a general social transition between abacic and algorithmiccalculation. With
banknotes, the social wealth relation persisted in the physical placement of
notes: whose pocket were they in? With cheque accounts it persisted in the
ledgers of the banks. Their establishment meant that the banks had to build
up an information processing machine, a machine of flesh, brain, paper and
ink. The routine processing of this information became a major branch of
the division of labour and generated a whole social stratum of bank clerks
devoted to its operation.

The basic operations being performed by this social computer were pay-
ments between accounts. With cash a payment had been a simplemove-
ment of coin. With cheques it looks almost as simple, you handa cheque
to the shop to make your payment. But this physical handover only aquires
meaning when supported by an interpretation mechanism provided by the
banking system. A cheque is a record volant, a cartesian of the form

(bank⊗payee⊗sum⊗payer)

written out in longhand as :

National Commercial Bank
PayWilliam Sydney,
the sum of £ 10 ,

James Ross
A cheque(x⊗a⊗n⊗b) is a procedure call on the banking system to

perform the action
Atomic
Procedure cash( (x⊗a⊗n⊗b) )

if Account[b]>n then
Account[a] ← Account[a] + n
Account[b] ← Account[b] - n

By Atomic we mean that the operation is all or nothing. It is impermis-
sible for one account to be updated but not the other.

Even when using modern computer technology performing suchatomic
updates is not trivial. One has to write code to ”lock out” anyother pro-
grams which might be updating accounts whilst this update occurs. The
problem become greater when you consider that the algorithmabove sim-

6Bank accounts did not spread to the mass of the working class population until the late
20th century
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plifies things by ignoring which banks are involved. The actual process of
cashing a cheque involves handing it into your own bank. William Sydney
would hand the cheque in to his branch of say the British LinenBank, but
the cheque is drawn on the National Commercial Bank.

We must thus fill in more detail in the algorithm:

Atomic
Procedure cash( y , (x⊗a⊗n⊗b) )

if Account[b]>n then
y.Account[a] ← y.Account[a] + n
x.Account[b] ← x.Account[b] - n

We see that a’s account at bank y is credited and b’s account atbank x
is debited. Nowadays these accounts would be held on different computers
and the update involves what is termed a distributed atomic transaction. It
took a considerable period before reliable techniques to dothis were de-
veloped for electronic computers see Bernstein Bernstein et al. (1980) and
Irving Traiger et al. (1982). In ink and paper days, the “computers” that
held the accounts were systems of clerks and ledgers, but there were still
two distinct systems: that of the British Linen Bank, and that of the National
Commercial Bank in our example. The cheque instructed the National Com-
mercial to pay money to Mr Sydney. If Mr Sydney went to the offices of the
National Commercial they could just hand over cash and debitMr Ross’s
account. The National Commercial could not directly modifyMr Sydney’s
account since that was recorded in the ledgers of the BritishLinen.

If Mr Sydney handed the cheque into his branch of the British Linen
bank, they could easily credit his account but would want to know that Mr
Ross had the funds to meet it. Had Mr Ross an account at the samebank, the
updating clerk, could turn to Mr Ross’s page and verify that his account was
sufficiently in credit. But Mr Ross’s record is held by another company, so
the procedure was to provisionally update the Mr Sydney’s record, and send
the cheque to the National Commercial toclear. The provisional update
would be cancelled were the National Commercial to return the cheque as
invalid.

Clearing referred to the process by which, at a central place, the dif-
ferent banks exchanged the cheques drawn against them and computed the
net inter-bank monetary transfers that resulted. Babbage,as ever a keen
observer of the technical details of economic interchange,described it:
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173. Clearing house. In London this is avoided, by making allchecks
paid in to bankers pass through what is technically called The Clear-
ing House. In a large room in Lombard Street, about thirty clerks
from the several London bankers take their stations, in alphabetical
order, at desks placed round the room; each. having a small open box
by his side, and the name of the firm to which he belongs in large
characters on the wall above his head. From time to time otherclerks
from every house enter the room, and, passing along, drop into the
box the checks due by that firm to the house from which this distrib-
utor is sent. The clerk at the table enters the amount of the several
checks in a book previously prepared, under the name of the bank to
which they are respectively due.

Four o’clock in the afternoon is the latest hour to which the boxes
are open to receive checks; and at a few minutes before that time,
some signs of increased activity begin to appear in this previously
quiet and business-like scene. Numerous clerks then arrive, anxious
to distribute, up to the latest possible moment, the checks which have
been paid into the houses of their employers.

At four o’clock all the boxes are removed, and each clerk addsup
the amount of the checks put into his box and payable by his own
to other houses. He also receives another book from his own house,
containing the amounts of the checks which their distributing clerk
has put into the box of every other banker. Having compared these,
he writes out the balances due to or from his own house, opposite the
name of each of the other banks; and having verified this statement by
a comparison with the similar list made by the clerks of thosehouses,
he sends to his own bank the general balance resulting from this sheet,
the amount of which, if it is due from that to other houses, is sent back
in bank-notes.

At five o’clock the Inspector takes his seat; when each clerk,who has
upon the result of all the transactions a balance to pay to various other
houses, pays it to the inspector, who gives a ticket for the amount.
The clerks of those houses to whom money is due, then receive the
several sums from the inspector, who takes from them a ticketfor the
amount. Thus the whole of these payments are made by a double
system of balance, a very small amount of bank-notes passingfrom
hand to hand, and scarcely any coin.

Babbage (1832) Section II, Chapter 13, paragraph 173
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Technology changed. The mid 19th century brought the electronic transfer
of funds by telegraph, but behind this modernity stood the armies of clerks
calculating and updating records by hand. The Morse impulses still had to
be translated into paper and ink. Till the 1960’s banks stillclosed their doors
at three to allow the manual tallying up of accounts. Modern electronic
bank money required two critical inventions: the programmable electronic
computer described in section?? and, less obviously, the random access
disk drive.

The first electronic computers used a bewildering variety ofmemory
devices. Turing (1937) had famously proposed his tape marked with sym-
bols, a sort of half way house between the punched paper tape that was used
by contemporary telex machines and the squared paper used bymathemati-
cians or school children. When he came to collaborate on the Colossus,
Hodges (1983), it was paper tape that he used as the storage medium. Paper
tape was relatively cheap, and it could hold data in a persistent fashion - it
did not need constant energy input to remember things. But tape, whether
magnetic or paper, is a sequential store. In order to read the100th character
on the tape one must first read the other 99. The first generation of com-
puters was constrained to the use of sequential stores. For instance it was
found that a television tube could be used as a sequential memory. Charge
deposited by the cathode ray on the screen during one scan, persisted long
enough to be detected on the next scan: Lavington (1978, 1980). Acoustic
delay lines were another early alternative, but both of these were volatile
stores. The information had to be constantly refreshed or re-written to the
store if it was to be remembered. Such stores are obviously useless for stor-
ing bank records.

During the 1920s and 30s there had been a fairly extensive development
of business automation based on punched cards. These had been invented to
hold census data, with a record card being punched for each person recorded
in the census. Decks of cards could then be fed through sorting machines
that would select cards from the deck if a particular patternof holes was
punched in them. Other machines termed tabulators, would then use me-
chanical adders to calculate and print totals from the sorted cards. This
technology had moved from census taking to stock control applications. For
instance shoes were distributed to shops with a punched cardin each shoe-
box. When the shoes were sold, the shop retained the the card and returned
it at the end of the day to the supplier’s warehouse. By feeding the returned
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cards through sorters and tabulators the warehouse could make sure that ap-
propriate replacement shoes were dispatched the next day, and that the total
bill for each shop was computed.

During the 1950’s and 1960’s companies like IBM and ICL that had
originally been active in the manufacture of punched card machines moved
into the computer market, extending the power of the tabulators with simple
stored program computers. But these card and tape technologies were not
still not well adapted to accounting operations. To understand why, let us
first look at how a Turing machine could have been used to update bank
accounts.

Turing’s original description of his machine allowed for itto have only
a single tape, but theorists have subsequently proposed Turing machines
with two or more tapes. We will assume that the National Commercial
Bank had a three tape machine. In this scenario the bank keepsits accounts
on tapes and each evening it feeds in yesterday’s tape to tapehead 1 and
places a blank tape on head 2. On tape head 3 it places a tape onto which
all pay-in slips and outgoing cheques have been transcribed. At the end
of its work the Turing machine has produced on tape 2 an updated ledger
on which all the accounts originally listed on tape 1 have been debited or
credited by appropriate cheques found on tape 3. We assume that both the
transcribed cheques and the account records start with an 6 digit account
code. The program for the machine is outlined in Digression 11.2. As
the digression shows, a Turing machine would be quite capable of doing
banking transactions, but it would be very slow. For each account on tape
1 it has to read the whole of tape 3 searching for cheques that relate to that
account. Its running time will be proportional toNC whereN is the number
of accounts andC the number of cheques.

The computers of the 1950s and early 60s were only slightly more pow-
erful than this. In addition to multiple tapes, they had a small number of
words of auxilliary working store into which the records of afew accounts
could have been read. Suppose a machine had sufficient working store to
handle 100 account records. It could read in 100 accounts from tape 1 in a
block and then search the whole of tape 3 for updates to these accounts be-
fore writing the updated block of accounts to tape 2. Such a machine would
have a running time proportional toNC

100. This is obviously much faster than
a pure Turing machine without an auxilliary working store could have pro-
cessed the accounts. Despite the acceleration, the time order of the process
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Digression 11.2 A Turing machine program to update bank ledgers.

(1) Output a start of record character to tape 2, and read in the start of
record characters from tapes 1 and 3. If instead of a start of record
character on tape 1 we got an end of file character, stop. If instead of
a start of record on tape 3 there is an end of file character, goto state
8.

(2) Copy the entire record from tape 1 to tape 2, then rewind tape 2 to the
start of the record.

(3) Read in the first digit from tapes 3 and 2. If they match goto state 4
otherwise goto state 7.

(4) Repeat step 3 another 5 times and then go to state 5.

(5) We have now accertained that the cheque is to debit the current ac-
count and we have written a copy of the account number to tape 2.
Read in the amount from the cheque on tape 3 and the current bal-
ance from tape 2 and write the result of debiting the account to tape 2.
Then go to state 6.

(6) Rewind tape 2 to the first digit of the current account number and goto
state 1. We are now ready to process the next cheque on tape 3.

(7) (a) Rewind tape 2 back to the character immediately after the previ-
ous start of record marker.

(b) Skip tape 3 forward to the character after the next start of record.

(c) Goto state 3.

(8) We get here if we have scanned the whole of tape 3 for a cheque
affecting the current account on tape 1.

(a) We rewind tape 3 to the start.

(b) We skip forward to the next record on tape 1.

(c) We move tape 2 forward till we come to a blank space.

(d) Goto state 1

O(NC) is still the same. The formula, pronounced “OrderNC” means that
the running time is still proportional to the product of the number of cheques
and the number of accounts. Suppose that in the early 1960’s asmall US
bank had an IBM 1400 which could read 1000 records a second from its
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tapes, then the following table shows the time it would have taken to pro-
cess different numbers of accounts.

Accounts Cheques Seconds hr:min:sec
10,000 1,000 1,000 00: 16:40
50,000 5,000 25,000 06: 56:40

100,000 10,000 100,000 17; 46:40

The technical change which made electronic banking possible came when
IBM introduced the world’s first magnetic hard disk for data storage. RA-
MAC (or Random Access Method of Accounting and Control) offered un-
precedented performance by permitting random access to anyof the mil-
lion characters distributed over both sides of 50 two-foot-diameter disks.
Produced in San Jose, California, IBM’s first hard disk stored about 2,000
bits of data per square inch and had a purchase price of about $10,000 per
megabyte.

Information is stored magnetically on a stack of 50 disks
which rotate continuously at 1,200 RPM. Each metal disk is
two feet in diameter and is coated on each side with a magnetic
material. The face of a standard disk contains 100 tracks, in
each of which 600 digits may be stored. In double capacity
disk files there are 200 information tracks on each disk face.
Thus, standard memory file capacity is six million digits and
the double capacity Model 2 IBM 355 disk storage unit can
store 12 million digits. Up to four random access memory units
may be used in a RAMAC 650 system.

In each memory file there are three electronically-controlled
access arms containing magnetic heads. They read and write the
information contained on the rotating disks. They act indepen-
dently of each other, but each arm can be directed to any track
in the file. As a result, there can be simultaneous seeking of
three different records and information constantly is available
for processing.

Instructions are given to the three access arms from the
IBM 650 console. A ”seek” instruction sends an arm to the
desired data track. A ”read” instruction brings data from the
disk, through an access arm, into the system’s immediate ac-
cess storage unit. A ”write” instruction results in the recording
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on the disk of information which has been in immediate access
storage.

Original IBM sales literature for the RAMAC

The development of random access disks gave rise to relational databases
which provide the material embodiment of modern money. Oncemonetary
relations were encoded in relational databases, it was a relatively simple step
to develop Switch Cards and electronic payments. The wiringof money by
telegraph had of course preceded this by a century, but when money was
wired, the telegraph messages that arrived at the banks wereprocessed by
hand. Clerks had to read them and adjust ledgers. This restricted the wiring
of money largely to inter-bank and inter-firm transfers.

Card payment systems originated with Dinner’s Club and American Ex-
press, which were closed loop payment systems. A single firm acted to pay
the merchants, bill customers and manage accounts. Initially the process
was paper based with the cards being used to make records on carbon pa-
per stubs. With Visa cards, multiple banks became involved as franchisors.
The Visa payment system was thus open-loop, in that different firms were
responsible for crediting merchants and billing customers- the process be-
ing an extension of the prior cheque clearing mechanisms. There was still a
manual processing phase of data entry from the sales stubs, but the data was
processed electronically from then on.

Switch or electronic payment cards allow automation of the entire pro-
cess.

The process of going from coin, to banknotes to Switch cards and rela-
tional databases is one of increasing abstraction. With each step, the sym-
bolic or formal character of money becomes more apparent. With coin, it
still appears as if their metallic substance is crucial. Theillusion persists
at one remove with banknotes which for years appeared to be promises to
pay coin. They thus could be represented as symbols for whichthe concrete
referent was coin. With relational databases the illusionsare stripped off,
and the logical essentials of money as a technology of recordare revealed.
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CHAPTER12

UNDERSTANDING PROFIT

Cottrell, Cockshott

“the difficulty which has hitherto troubled the economists,
namely to explain the falling rate of profit” (Marx,Capital III,
p. 230)

The concept of a tendency for the rate of profit to fall was a common
theme in classical political economy. Smith, Ricardo and Marx all held
such a theory. However, their grounds for believing in this tendency were
quite various. Smith thought in terms of accumulation leading to an increase
in competition between capitals, hence driving down pricesand profits. Ri-
cardo dismissed this as a confusion—competition between capitalists influ-
enced the distribution of profit, not its overall amount—andheld a theory
whose motor lay in the confrontation between rising population and dimin-
ishing returns in agriculture. Marx’s theory was in a sense more akin to
Smith’s (at least insofar as it had nothing to do with diminishing returns)
but it was quite distinct. Marx had a historical view in whicheconomic in-
stitutions like capitalism were seen as being transient. The tendancy of the
rate of profit to fall was, for him, symptomatic of this transience.

There are three elements in Marx’s writings that are particularly rele-
vant. The first we call the “main argument”: this is the argument Marx set
out at length (and which appears inCapital I, his notebooks of the 1860s,
and Capital III) to the effect that the rate of profit must tend to fall due
to an increase in the organic composition of capital( see Digression 12.1),
an increase itself driven by the search for maximum profit on the part of
capitalists. The second is a brief coda to the main argument (appearing to-
wards the end of Chapter XV of Capital, III) but worthy of mention in its

285
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Digression 12.1The composition of capital
Marx divided capital into two components: v, the sum of money used to pay wages,
and c, the sum of money used to purchase raw materials and machinery. He called
v variable capital and c constant capital, since, in the labour theory of value, only
labour creates new value, and only the employment of labour can produce surplus
value s.
The ratio c/v he termed the organic composition of capital, as it reflected the ratio
of inanimate capital to human labour.

own right in view of its relevance to later discussions of theTRPF. We call
it the “micro-macro bridge”. The third element is what Marx calls “abso-
lute overproduction of capital” which we deal with in our discussion of the
demographic constraints on the rate of profit.

We begin by sketching Marx’s main argument, for reference. The argu-
ment may be expressed thus:

(1) It is an inherent, intrinsic feature of capitalism that capitalists are
driven to seek maximum profits.

(2) While profits can be gained in many ways, the most fundamental
means of augmenting profit in developed capitalism is via increases
in the productivity of labour.

(3) The enhancement of the productivity of labour involves workers work-
ing with an increased ”mass” of machinery or means of labour,and
working up a larger quantity of materials per unit time.

(4) Although the value of the means of labour, materials, etc(in Marx’s
terminology, constant capital) will not generally increase in full pro-
portion to the ”mass”, it will nonetheless increase, and faster than the
variable capital. The organic composition of capital tendsto rise.

(5) A rise in the organic composition of capital lowers the rate of profit,
other things equal.

(6) Other things cannot be expected to remain equal. The sameincrease
in the productivity of labour, driven by profit-seeking, that expresses
itself in a rising organic composition, also expresses itself in a rise in
the rate of exploitation, which by itself raises the rate of profit.

(7) Nonetheless, as a long-run tendency, the increase in organic compo-
sition must outweigh the increase in the rate of exploitation, in its
effects on the rate of profit.
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Most critics of Marx’s main argument have not questioned points 1 or 2
above, and neither will we.

Point 3 is perhaps more questionable. Certainly there are many exam-
ples of technological change that conform to this pattern: the switch from
fluvial transport to railways, or from hand looms to machine ones, but there
are also counterexamples. Sometimes, as for instance in themove from
metal casting to plastic moulding for many uses, the more advanced process
accomplishes its results more cheaply while deploying a lesser “mass” of
means of production. But let’s accept point 3 as broadly correct, at least for
the sake of argument. Similarly for point 4: this may not always be true, but
it is at least plausible and we will not question it here.

Points 5 and 6 are certainly correct within Marx’s conceptual frame-
work. That leaves point 7, the primary locus of controversy.To expose the
issue here, it may be useful to write down the relevant equations. Marx’s
rate of profit (here denoted byr) is the ratio of surplus value (s) to the sum
of constant capital (c) and variable capital (v):

r =
s

c+v
(12.1)

The organic composition of capital is the ratioc/v and the rate of exploita-
tion is the ratios/v. We can write

r =
s/v

(c/v)+1
(12.2)

which makes it plain that an increase inc/v lowers the rate of profit and an
increase ins/v raises it. If the pursuit of profit (via the pursuit of higher
labour productivity) has the effect of raising bothc/v ands/v, does that not
leave the overall effect on the rate of profit indeterminate?

Neithers/v norc/v has any obvious theoretical upper bound. Why does
Marx talk in terms of a basic tendency for the rate of profit to fall due to
risingc/v, and treat risings/v as merely an ”offsetting factor”?

Why not a tendency for the rate of profit to rise due to risings/v, with
the increase inc/v treated as an offsetting factor? (Or no “basic tendency”
at all, just an indeterminate outcome.)

Marx clearly had an ideological investment in the idea that the falling
rate of profit was primary. This proposition licensed the conclusion that “the
real barrier of capitalist production is capital itself” (Capital, III, p. 248).
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The very process that constituted capitalism’s historical“justification”—
namely, its development of the productivity of social labour to an unprece-
dented level—was at the same time the source of a falling rateof profit,
which places a roadblock in the way of further development.

If the only reason Marx had for asserting the primacy of the tendency
of the rate of profit to fall was that it fit well with his ideological agenda,
one could accuse him of intellectual dishonesty. That is tooharsh. It seems
clear that he had a strong theoretical hunch or intuition that the rise inc/v
must outweigh the rise ins/v. A further manipulation of the rate of profit
may help here:

r =
s/(s+v)

c/(s+v)+1
(12.3)

The ratios/(s+v) is not exactly Marx’s rate of surplus value, but it is a
closely related magnitude with an upper bound of 1.0, namelythe fraction of
the total social working time during which workers perform surplus labour,
or generate profits for their employers. Similarly,c/(s+ v) is not exactly
Marx’s organic composition, but it is a closely related quantity which seems
to have no upper bound, namely the ratio of the value of constant capital to
the total “living labour”.

Looking at this variant of the rate of profit equation it becomes easier to
share Marx’s intuition. Suppose the ratios/(s+v) is driven to its maximum
(wages are effectively zero; the workers “live on air”, as Marx puts it). In
that case any rise in the ratio of constant capital to currentlabour is bound to
lower the rate of profit. It then seems plausible that ass/(s+v) gets closer to
1.0 it will become increasingly difficult to find an offset on this account for
an ongoing rise inc/(s+ v), or in other words a rising rate of exploitation
can’t keep capitalism out of trouble for ever.

Our own argument in Chapter 11.1 can be summarized as follows. The
essential signature of capital as a form of information is the processM→
C→ M′ in which money expands exponentially. We have argued that this
was inhibited so long as the technology of record supportingmoney was
the use of gold or silver coin. This constraint was removed through the
development of the banking system in which the technology ofrecord was
first replaced by paper and ink and then by computer disks. Buta complex
social phenomenon like profit has multiple levels of causality. The ability
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of the monetary technology to support it is only one of these.One can look
at the causes of profit in several ways:

(1) One can look at it from the standpoint of the social architecture of
capitalism as we do in Chapter 9. In this case the occurrence of profit
is seen as being caused by the property relations according to which
the product belongs to capitalists whose workers have no property
claim on it. The use of computer simulation indicates that these as-
sumptions alone will suffice to generate realistic functional forms for
the structure of incomes in society.

(2) One can look at it from the standpoint of monetary technology as we
did in Chapter 11.1.

(3) One can look at it from the standpoint of production technology and
the extent to which these constrain profits. This is the approach that
was taken by economists like Sraffa (1960), Okishio (1961) or more
recently by Roemer (1982).

(4) One can look at it as Marx did Marx (1954), from the standpoint of
time, looking at how the working day of a labourer could be divided
into two parts. In the first part the labourers generated the value to pay
their wages. In the second part they generated surplus valuewhich
accrues as profit to their employer. We will argue below that this
approach passes over, via dimensional analysis, to an examination of
the role of demography in profit rates.

(5) One can look at it from the standpoint of macro-economic patterns
of expenditure as was pioneered by the economist Kalecki Kalecki
(1954).

12.1 INPUT/OUTPUT CONSTRAINTS

In Section 7.3 we introduced the idea of an input–output table. We brought
this in to explain how one could estimate labour values. In 1960 Sraffa
showed how a sufficiently detailed input output table could be seen as de-
termining the entire price and profit structure of an economy, provided that
one crucial simplifying assumption is made.

He starts out by considering a simple self-reproducing economy produc-
ing wheat and iron. Each of these goods are used both for the sustenance
of the workers and as inputs to the agricultural and industrial production
processes. 280 quarters of wheat and 12 tons of iron are used to produce
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400 quarters of wheat; whilst 120 quarters of wheat and 8 tonsof iron go to
produce 20 tons of iron. In schematic form we have

Input Output
280 qr. wheat + 12 t. iron→ 400 qr. wheat
120 qr. wheat + 8 t. iron → 20 t. iron

All outputs are consumed either as wages or as means of production.
Sraffa goes on to argue that there is a unique set of prices which, when
the wheat and iron are sold will ensure that each industry canbuy enough
inputs to continue producing at the current scale. In this case the net output
of industry 1, which was 120 quarters of wheat must exchange for the net
output of industry 2, namely 12 tons of iron. This establishes an exchange
rate of 10 quarters of wheat to one ton of iron.

With two commodities there is only one exchange ratio. Withn different
commodities there would ben−1 exchange ratios. Withn commodities we
would haven input output equations.

Aapa+BaPb+ ..+Napn = Apa

Abpa +BbPb+ ..+Nbpn = Bpb

....
Anpa +BnPb+ ..+Nnpn = Npn

WhereA means the total output of commodity A,Ba means the amount
of commodity B used up in industry A, andpa is the price of commodity
A. He then assumes that one of the commodities is used as the standard of
value—suppose this is gold. The price of gold in terms of itself is obviously
unity, so we are left withn− 1 unknowns. It might appear that we have
more equations than unknowns and thus run the risk of having no solution,
but it turns out that since the total quantities of each good occur twice—once
as inputs and once as outputs, so any one of the equations can be inferred
from the sum of the others. It follows that we have onlyn−1 independent
equations, and thus the set of prices must be unique.

Next Sraffa went on to consider what will happen if there is a surplus
product. The immediate effect of this is to make the equations independent
of one another, since it is no longer the case that the input and output totals
are equal. In general

n

∑
i=a

Ai ≤ A (12.4)
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This would appear to make the prices indeterminate. To compensate, he
introduces a new constraint, assuming that all industries earn the same rate
of profit r. This allows him to obtain a new system of price equations:

(Aapa +BaPb + · · ·+Napn)(1+ r) = Apa

(Abpa +BbPb + · · ·+Nbpn)(1+ r) = Bpb

. . . . . .

(Anpa +BnPb + · · ·+Nnpn)(1+ r) = Npn

These equations simultaneously determine all prices and the rate of profit.
It is relatively easy to show that if the productivity in any industry rises, so
that either its output goes up for the same inputs or it uses less inputs for the
same outputs, this will lead to rise in the rate of profit. Given the assumption
of an equal rate of profit, any technically advantageous invention in a given
sector will raise the rate of profit for the economy as a whole.But Sraffa
shows that this only holds if every output is also used as an input by other
industries. Luxury goods industries, whose output does notenter back into
production are different. He divided industries into two sectors:

(1) The basic sector. This is made up of those industries whose output is
a direct or indirect input to every other industry.

(2) The non-basic sector. This is made up either of luxury goods, or of
goods that are only used as inputs in other non-basic industries.

An improvement in productivity in the basic sector will raise the rate of
profit. An improvement in a non-basic sector will leave the rate of profit un-
changed. If the manufacture of bombs becomes more efficient,for example,
bombs get cheaper but here will be no knock-on effect to raisethe general
productivity of the economy.

Up to this point Sraffa has treated the goods consumed by workers as
part of the necessary inputs to a production process. His iron industry used
up wheat to feed its workers for instance. Once one recognizes that workers
are paid money wages rather than getting paid in kind, there is an additional
variable to deal with: the wage ratew. To handle this he extends his input
output table to include labour inputs as another column:

(Aapa +BaPb+ · · · .+Napn)(1+ r)+Law = Apa

(Abpa +BbPb + · · ·+Nbpn)(1+ r)+Lbw = Bpb

. . . . . .

(Anpa +BnPb+ · · ·+Nnpn)(1+ r)+Lnw = Npn
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Table 12.1: A physical input/output table of economy with a surplus.

iron corn labour output surplus
iron 440 1100 110 825 185
corn 100 500 50 2250 550
silk 100 100 20 1000 1000
totals 640 1700 180

1 2 3 4 5

-0.4

-0.2

0.2

0.4

0.6

Figure 12.1: Plot of how the rate of profit (dotted line) fallsas the wage
rises, with wages being expressed in tons of iron. The solid line shows the
change in the price of corn expressed in tons of iron as the rate of profit and
wage rate change. The data for the graph is drawn from the model economy
shown in Table 12.1.

This gives himn equations andn+1 variables, which implies that the sys-
tem has one degree of freedom. If one fixes the wage rate, the system be-
comes determined.

Table 12.1 shows an example of of an economy with a surplus of the
sort described by Sraffa. Sraffa was able to show that there was an inverse
relationship between profits and wages. As wages rose profitswould fall
as shown in Figure 12.1. The rate of profit falls as a straight line or linear
function of the wage rate. At the point where wages were high enough for
workers to purchase the whole net product, then profits wouldbe zero. This
by itself is hardly surprising. More interesting is the result he obtained for
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Table 12.2: Example of a Sraffian Standard System. Note that the iron/corn
ratios in both input and output are13, and the the ratio of the total output to
the total input is3

2. This gives an expansion rate R of 0.5 or profit rate of
50%.

iron corn labour output R
iron 400 1000 100 750 0.5
corn 100 500 50 2250
totals 500 1500 150

the maximal rate of profit - the rate of profit that would obtainwere wages
to fall to zero.

To arrive at the maximal rate of profit he introduces the notion of the
Standard System. The Standard System is made up of part of theoutput of
each the industries in the basic sector. In it, the industries of the basic sector
are scaled in such a way as to ensure that the ratios in which outputs are
produced is the same as the ratios in which the inputs are used. He termed
this the Standard Ratio. Sraffa wrote that every economy contains such a
standard system, which can be discovered by:

(1) Discarding all non-basic industries.

(2) Scaling back those basic industries whose share of the output mix is
excessive compared to their share of the input mix.

Table 12.2 shows the result of applying this rule to the economy intro-
duced in Table 12.1. We have first discarded the silk industryas non basic.
Then, observing that the ratio of iron to corn in the output was 825

2250 = 11
30 but

the ratio of iron to corn in the input of the basic sector was540
1600 = 11

32 < 11
30,

we scale back the iron industry until the iron/corn ratios are equal in both
the input and the output at13 giving the Standard System shown in Table
12.2.

In the Standard System we can express the maximum profit rateR in
terms of the physical expansion rate of the economy. Recall that commodi-
ties occur in the input vector in the same proportions as theyoccur in the
output vector. Thus whatever the relative prices of different commodities
the ratio of the total money value of the collection of input commodities to
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the total value of the output will be(1+R): the same as the physical expan-
sion rate if all the surplus were re-invested. Note that the value ofR= 0.5
obtained in Table 12.2 is not exactly the same maximal rate ofprofit as we
observed in Figure 12.1. This is because the profit rate in that Figure was
expressed in terms of iron as the numeraire. Since the relative prices of com-
modities changes with the rate of profit (see the corn price inFigure 12.1)
no single commodity can act as a reliable numeraire for measuring prices
or profit rates. Sraffa showed that the only reliable numeraire would be to
use a bundle of basic commodities, mixed in the Standard Ratio, as the nu-
meraire. This weighting ratio will precisely compensate for the fluctuations
in relative commodity values that occur as the rate of profit changes. The
maximal rate of profit when measured in this weighted bundle is then the
physical expansion rateR.

Sraffa’s analysis has a number of very interesting implications, but it
also suffers from some weaknesses. An initial conclusion that other economists
drew, was that Sraffa had shown that the labour theory of value espoused by
the classical economists was redundant Steedman (1981). Sraffa had been
able to derive all prices and the rate of profit in an economy from the tech-
nology matrix and the wage rate. Although Sraffa discussed the feasibility
of deriving labour values from the technology matrix, his price theory did
not rely on these. Sraffa’s assumption of equal rates of profit in every in-
dustry amounted to assuming that labour inputs had no independent causal
effect on values. But this is just an assumption. One should see Sraffian
price theory as being conditional on this assumption. It amounts to say-
ing, if we were to assume an equal rate of profit across the economy, what
conclusions could we draw?

12.1.1 Non equalization of profit rates

But the equalization of profit rates across industries is just a simplifying hy-
pothesis. It should not be assume that it is a realistic hypothesis. Farjoun
and Machover Farjoun and Machover (1983) showed that if one drops this
assumption, prices will tend to follow the predictions of the classical labour
theory of value. Empirical studies have shown that whilst Sraffa’s model
provides very good predictions of actual prices, it is not significantly bet-
ter than the classical labour theory of value in this respectShaikh (1998).
The fact that profit rates are far from equal across industries Cockshott and
Cottrell (1998) is probably the reason for the predictive parity of the two



Input/Output constraints 295

0.01

0.1

1

10

100

0.01 0.1 1 10 100

s/c (log scale)

c/v (log scale)

const wage share rate of profit
general rate of profit

empirical data♦

♦

♦

♦ ♦
♦

♦

♦

♦

♦

♦

♦
♦

♦

♦
♦

♦

♦
♦

♦

♦

♦

♦

♦

♦♦

♦
♦

♦

♦

♦
♦ ♦ ♦

♦
♦♦

♦
♦

♦♦ ♦

♦

♦♦
♦ ♦♦

♦

♦

Figure 12.2: Graph of relation between profit rates and organic composition
using buildings and structures as the estimate of constant capital, Cockshott
and Cottrell (2003).

theories. Using capital stock data from the Bureau of Economic Affairs for
the USA Cockshott and Cottrell Cockshott and Cottrell (2003) examined
how the profit rate of US industries depended on their organiccomposi-
tion. In computing the organic compositions by industry it was necessary
to aggregate some of the industrial categories in the I/O tables as the capital
stock figures were not so broken down into such fine categories. But it was
found that the results indicate, that any tendency toward profit rate equal-
ization is very weak, and that the effects of the raw labour theory of value
predominated. If one defined the constant capital stock for the US using fig-
ures for industry by industry stocks of buildings and structures, then organic
composition was negatively correlated with profit rates forthe US. This is
illustrated in Table 12.3.

The consequences of this are indicated in Figure 12.2, whichshows three
sets of points:

(1) the observed rate of profit, measured ass/c,
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Table 12.3: Relation between profit rates and organic composition of United
States industries, using buildings and structures as the estimate of constant
capital.

s
c

c
v

s
v

Mean 0.310 9.36 1.178191
Standard Deviation 0.249 9.57 0.162321
Coefficient of variation 0.802 1.02 0.14

s/c andc/v s/c andv/c -
(weighted byc) (weighted byc) -

Correlation coefficient -0.306 0.685 -

(2) the rate of profit that would be predicted on the basis of assuming a
constant wage share, where it would be given byvs′

c wheres′ is the
mean rate of exploitation in the economy,

(3) the rate of profit that would be predicted by volume III ofCapital or
any other variant of transformed values (means/c).

It can be seen that the observed rates of profit fall close to the rates that
would be predicted by the “Volume 1” theory. The exception isfor a few
industries with unusually high organic compositions> 10. But what are
these industries?

At an organic compition of 23.15, one has the electricity supply utilities
with a rate of profit half way between that predicted by the simple labour
theory of value and that predicted by the price of productiontheory. Then at
an organic composition of 16.4, one finds the crude petroleumand natural
gas industry, with a rate of profit substantially in excess ofthat predicted
by the labour theory of value, and approximating much more closely to that
predicted by an equalization of the rate of profit. But an industry like this,
would, on the basis of the Ricardian theory of differential rent, be expected
to sell its product above its mean value, and hence report above average
profits. In a similar position we find the oil refining industrywith an organic
composition of 9.4. Both oil production and oil refining havesimilar rates
of profit, at 31% and 32%. Since the industry is vertically integrated, this
would indicate that the oil monopolies chose to report theirsuper profits as
earned pro-rata to capital employed in primary and secondary production.
In both cases, however, the super profit can be explained by differential rent.
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Next one comes to the gas utilities with a rate of profit of 20% on an or-
ganic composition of 10.4. The labour theory of value would have predicted
7% and the production price theory 32%. But like the electricity utilities,
these industries are regulated and the assumptions built into the regulatory
system include that the utilities should earn an average rate of profit.

The conclusion that one has to draw from this is that the assumption of
equal rates of profit by the Sraffian model are a serious over-simplification.

12.1.2 Technical change and the rate of profit

Sraffa’s conclusions regarding the determinants of the average level of profit
still stand. He shows that profit levels can be seen as deriving from two types
of cause—overall technical productivity which sets the maximal profit rate
R, and the struggle between labour and capital over the wage rate, which sets
the actual average rate of profitr. In particular, he has shown that technology
advances can only raise profit rates if they occur within the basic sector.
Only those innovations whose product enters directly or indirectly into the
production of every other commodity, can raise the general rate of profit.
In his first examples Sraffa treated the real wage consumed byworkers as
part of the necessary inputs to the production process, since in the absence
of such consumption they would not survive. He then says thatin practice
wages are made up of a necessary component required to ensuresurvival,
and a surplus component over which capital and labour content. If one treats
the necessary component of the real wage as part of the production inputs to
all branches of production, then the definition of the basic sector becomes
more general. It can now be defined as all those industries whose output is
directly or indirectly necessary to reproduce the working population.

From this concept of the basic sector and Standard System it is easy to
see why a technical change which increases the rate of profit in a single in-
dustry above the industry average will tend to raise the overall rate of profit
in the economy as originally argued by Okishio (1961). Okishio made the
assumption of a fixed real wage which is equivalent in Sraffa’s terms to as-
suming a zero surplus component of the wage, and including the necessary
the real wage be included as part of production inputs. Underthese as-
sumptions Okishio’s rate of profit is equivalent to Sraffa’sR. Suppose that
a change occurs in a single industry. If the change is to be profitable to the
individual firm it must involve either a reduction of at leastone input for
unchanged output, or must increase outputs with the same inputs. Either
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of these eventualities will reduce the ratio of inputs required to produce the
output of the basic sector, and thus increaseR.

12.1.3 Computers and the productivity paradox

Technology advances in non-basic sectors like banking, themanufacture
of executive jets, or warship construction will not affect the average rate
of profit. This may have relevance to the much discussed ‘productivity
paradox’ of computer technology.1 The paradox stems from the fact that
economists have had the greatest of difficulty in detecting any significant in-
crease in economic productivity stemming from the use of computers. The
discussion of the productivity paradox has taken place by economists work-
ing within the framework of neo-classical economic theory.This frame-
work, which Sraffa was criticizing in his work, assumes thatoutput is deter-
mined by an exponential production function of the general form:

Y = aLb.Kb
1.Kc

2 (12.5)

whereY is the money value of output,a,b,c, . . . are constants,K1 is the
stock of computer capital goods,K2 the stock of non-computer capital goods,
andL is the labour input. This model differs from Sraffa’s in thatit is non-
linear and causality operates in the reverse direction. Sraffa says that pro-
duction of 1 ton of ironuses up0.4 ton of iron and 6 qrtr wheat. The neo-
classical model says that if weput in quantitiesK1,K2,L of inputs, then we
will produceY of output. Perhaps most significantly, the Sraffian model
measures all inputs and outputs in physical terms whereas the neo-classical
model measures them in money terms. From the Sraffian point ofview the
measurement of capital in money is a serious flaw since the valuation of
commodities depends upon the distribution of income between labour and
capital (Foley (2003)). One can thus not hope to measure the productivity
of aggregations of capital goods since the valuation of these aggregations is
itself a function of the class distribution of income.

From a classical standpoint the notion of productivity measured in money
terms was ill-defined. The only context in which one could define productiv-
ity was as the inverse of labour values, an increase in productivity was then
equivalent to a fall in the labour required to make goods. Sraffa added to this
concept the idea of the productivity of the basic sector measured in terms

1See Brynjolfsson (1993) for a review of this.
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of its own inputs. One could in principle measureR for different years and
see if it has gone up after the introduction of computer technology. Since
there were many other technical changes at the same time, it would be hard
to say whether such an increase inR might have stemmed from computer
technology or from other innovations. Beyond this point though, the con-
cept of the basic sector may provide another reason why productivity gains
due to computers are so hard to discover.

Since computers are largely used in non-basic sectors, Sraffian theory
predicts that they will leaveR unchanged.

12.2 ROEMER AND EXPLOITATION

Classical Marxism conceives of exploitation as the extraction of surplus
labour by an exploiting class from the exploited. By some mechanism –
which varies from one mode of production to another – the exploiting class
is able to compel the exploited class to perform more labour than is required
for the maintenance of the latter. The fruits of this surpluslabour are avail-
able to the exploiters, to support their consumption and/orto augment their
wealth. Under capitalism, the extraction of surplus labourproceeds via the
exchange of labour- power for wages: the worker receives a wage equal (on
average) to the cost of (re-)production of labour-power, but once he has pur-
chased the worker’s labour-power, the capitalist is able tomake the worker
perform more labour than is needed to reproduce the wage.

The underlying precondition for this mode of exploitation is the capi-
talist pattern of ownership of the means of production. The compulsion of
the workers to submit to exploitation via the wage system stems from their
propertyless status: possessing no means of production, they are unable to
secure their subsistence outside of the wage-contract. At the other pole, it
is their exclusive possession of society’s means of production which per-
mits the capitalists to set the terms on which the workers getaccess to those
means.

The assumption of classical Marxism is that there exists a strict corre-
lation between the capitalist/worker distinction and the exploiter/exploited
distinction: capitalists are exploiters and wage- workersare exploited. The
petty bourgeoisie – agents who both own means of production and work on
their own account – may be harder to classify in terms of surplus labour
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accounts, but the situation is clear with regard to the ’basic’ classes of capi-
talism.

Against this background, Roemer’s critique involves unpicking the re-
lationship between unequal ownership of the means of production, on the
one hand, and the extraction of surplus labour on the other. According to
Roemer, the proper object of ethical critique on the part of socialists is in-
equality in the ownership of productive assets *rather than* exploitation in
the form of extraction of surplus labour.

This argument is set out clearly in Roemer (1986) – all page references
below are to this piece. The target: A theory of exploitationwhich conceives
“goods as vessels of labour, and calculates labour accountsfor people by
comparing the ’live’ labour they expend in production with the ’dead’ labour
they get back in the vessels” (p. 261). The conclusion: “[T]here is, in
general, no reason to be interested in exploitation theory,that is, in tallying
the surplus value accounts of labour performed versus labour commanded
in goods purchased” (262).

Roemer identifies four possible uses or justifications for a theory of
exploitation as extraction of surplus labour, before attempting to cut the
ground from under each one. We shall concentrate on two of these uses:
(a) exploitation of workers might provide an explanation ofprofits; and (b)
exploitation may be seen as a measure and consequence of the underlying
inequality in the ownership of the means of production.

12.2.1 Does exploitation explain profits?

Granting Morishima’s formal ’Fundamental Marxian Theorem’, according
to which the exploitation of labour is a necessary conditionfor positive prof-
its under capitalism, Roemer nonetheless claims that it is erroneous to infer
from this theorem that the exploitation of labour serves toexplainprofits.

For, as many writers have now observed, every commodity (notjust
labour-power) is exploited under capitalism. Oil, for example, can
be chosen to be the value numeraire, and embodied oil values of all
commodities can be calculated. One can prove that profits areposi-
tive if and only if oil is exploited, in the sense that the amount of oil
embodied in producing one unit of oil is less than one unit of oil –
so oil gives up into production more than it requires back. Thus the
exploitation of labour is not the explanation for profits andaccumula-
tion any more than is the exploitation of oil or corn. The motivation
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for the privileged choice of labour as the exploitation numeraire must
lie elsewhere... (265-6)

First response: The ’exploitability’ of oil is a consequence of technol-
ogy (i.e. it is a technological datum that a barrel of oil can be extracted at
a total oil-cost of less than one barrel). This is not so for labour: the ’ex-
ploitability’ of labour depends in part on the consumption bundle, which
is socially determined. Here is a real economic difference,which gives a
special role to the exploitability of labour in explaining the existence of
profits. By raising the price of labour-power sufficiently, workers could, in
principle, render themselves ’unexploitable’ – which observation points us
towards the socio- economic factors thatpreventthe workers from doing so:
these factors explain the possibility of profit.

Second, consider the whole list of commodities which capitalists might
choose to produce. Some of the items on this list may turn out,given current
technology, to be inherently ’unexploitable’ (e.g. currently it takes a larger
energy input to produce a given energy ouput from a nuclear fusion reactor).
This is not a problem: capitalists simply don’t try to produce them (there
are no commercial fusion reactors for electricity generation). From this
perspective, the ’exploitability’ of all of the commodities actually produced
in capitalist economies is not anexplanationof profits. Rather, the need
for profitability explains why only ’exploitable commodities’ get produced.
labour’s special role – in this context – consists in the factthat its use isnot
optional (short of a science-fiction world with robots of thetype described
by Asimov). Labour is not employed because it ‘happens to be exploitable’,
but rather it is the exploitability of (non-optional) labour that explains the
possibility of profit.

As noted above, classical Marxism involves the assumption that all capi-
talists and no workers are exploiters, while all workers andno capitalists are
exploited. Roemer calls this the ’Class-Exploitation Correspondence Prin-
ciple’ or CECP. Question: Can it be derived as a formal theorem from basic
and self-evident axioms?

Roemer’s procedure is to employ the methods of modern neoclassical
economics to reconstruct Marxism. He starts out from the postulate of ratio-
nal self-interested agents who attempt to maximize their utility given certain
constraints (including their initial ’endowments’ of various kinds of assets).
On this view, social classes are not ’basic’ theoretical objects; rather the task
is to show how rational agents with differing endowments will choose to en-
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ter certain class positions (e.g. to sell their labour-power, to work on their
own account, to hire others). Marxist propositions that canbe supported in
this way are regarded as definitive, while those that cannot be so derived are
rejected.

In some of his earlier writings Roemer provided formal proofs of the va-
lidity of the CECP – hence ’confirming’ the classical marxistidentification
of capitalists as exploiters and workers as exploited – under various assump-
tions regarding production functions and preferences. Butin his 1986 article
he criticizes his own past work as reliant on an overly restrictive account of
agents’ preferences. He then sets up an example (p. 274 ff.) where the pat-
tern of preferences leads to a wealth-elastic supply of labour (i.e. the poor
don’t like to work, but the rich do), and in this context showsthat the flow of
surplus labour may end up going the ’wrong way’ (from rich to poor). The
poor man, who is averse to labour and prefers to make a living by lending
out his meager capital, ends up ’exploiting’ the workaholicrich man. Yet
we should still want to say it is the poor man, with the much smaller initial
endowment of productive assets, who is subject to injustice.

But if the exploitation of the rich by the poor is theoretically possible –
and hence the Class-Exploitation Correspondence Principle breaks down –
this means that the concept of exploitation in terms of flows of labour time
should be abandoned.

The example which leads Roemer to this conclusion may be mathemat-
ically correct, but it makes no contact with social reality.Much more than
just an extended notion of preferences is required to make relevant the puta-
tive exploitation of the rich by the poor. Under current circumstances, for a
’poor’ person to make a (meager) living as a lender to the richhe would need
to have a capital of perhaps $200,000. But having that much money would
place our pauper in something like the richest 10 per cent of the population!

Roemer himself seems to recognize that there may be a practical cost
to following through on his theoretical admonition, when headmits that
we still need some index of the unjust income flows which arisefrom an
unjust distribution of stocks: ”In cases where exploitation does render the
correct judgment on the injustice of flows, then perhaps the degree or rate
of exploitation is useful in assessing the degree of injustice in the flow”
(277). Furthermore, such cases are admitted to be preponderant: ”as an
empirical statement, surplus value accounts mirror inequality in ownership
of the means of production pretty well...”. (Roemer’s candor is to be ap-
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plauded: not all writers who have constructed tricky ’counter-examples’ to
the Labour Theory of Value are so forthcoming on the empirical status of
their constructions.)

It would appear, then, that this critique does not really have much sting.
Moreover, when it comes to formulating socialist objectives Roemer’s posi-
tion has a serious weakness. As Cottrell and Cockshott (1992) argued, ’end-
ing exploitation’ is a clearly-defined goal. On the other hand, ’achieving a
just or equal distribution of the means of production’ (Roemer’s preferred
expression) is much less clear. This obviouslycannotmean, in the modern
context, giving every worker his or her per capita share of the total stock
of means of production. The notion of a ’just distribution ofthe means of
production’ is very problematic. Socialists aim for the employment of the
stock of means of production for the benefit of all working people and their
dependents: it is not helpful to conceive of this as a ’distribution’ of stocks
across agents; rather it is a pattern of democratically-controlled, socially-
planned, allocation and use. The call for a ’fair’ distribution of the means of
production may be applicable to the struggle of landless peasants against a
landlord class – for the redistribution of land – but it is notapplicable to the
struggle of wage-workers against a capitalist class.

12.3 MACROECONMIC CONSTRAINTS

Sraffa approached profit from the standpoint of the capacityof the economy
to produce a physical surplus. An alternative approach, based on the sort of
analysis presented in Chapter 11.1 looks at the way the accounting identi-
ties imposed by commodity sales, constrain the overall level of profit. Such
a model for the determination of profits was given by Kalecki (1954). He
showed that in an abstract capitalist economy with only two classes, no gov-
ernment and subsistence wages, profits are jointly determined by the levels
of capitalist consumption and investment. We give an algebraic demonstra-
tion of this in the following section, but the basic argumentis of disarming
simplicity.

In the absence of workers’ savings and taxation the capitalist class will
exactly cover its wage bill by selling consumer goods to workers. Since the
only other sales are of investment goods and capitalists’ consumer goods,
it follows that profits, as the only other form of revenue, must be derived
from these sales. Any money that capitalists spend on commodities other



304 Chapter 12. Understanding profit Cottrell, Cockshott

than labour power is a revenue for another capitalist. Sincewages have been
accounted for it follows that investment and capitalist consumption must in-
stantaneously determine gross profits. Taken collectivelycapitalists’ expen-
ditures determine their own revenues. Whilst the existenceof credit allows
for wide fluctuations of investment and capitalist consumption independent
of past profits, current profits are absolutely determined byinvestment and
capitalist consumption. As collective owners of the means of production,
capitalists finance their own appropriation of the surplus product.

They have the ability to appropriate the entire surplus product, but this
ability belongs to capitalists as a class. The units of economic calculation
are individual enterprises and capitalist households, andthere is no reason
to suppose that the quantity of commodities appropriated bythem will co-
incide with the available surplus product. An investigation of the determi-
nants of profit will therefore require some conception of thedeterminants
of capitalists’ expenditure, particularly investment expenditure. To do this
you have to make assumptions about the forms of property in existence and
the types of economic calculation accompanying them. In particular this
involves assumptions about the existence of financial institutions and about
the possibility of substitution between real and fictitiouscapital assets, and
this in turn requires assumptions about the establishment of a rate of interest.

Marx argued that a general theory of interest rates was impossible Marx
(1971). It is only because the conditions of production set limits to the rate
of profit that it is possible to have a theory of the long run rate of profit that
abstracts from specific property forms. Since there is no particular relation-
ship between interest rates and conditions of production, any assumptions
that we make about the determinants of interest must be related to the spe-
cific institutions that determine the interest rates. In ouranalysis we assume
that interest rates are determined by the economic calculations of bank cap-
ital.

12.3.1 Simple Kaleckian model: Direct Personification of the Enterprise,
no Rentiers, no Banks

Our starting point is the simple Kalecki model of realization, wherein

Profits = Investment + Capitalist Consumption

expressed symbolically:
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P = I +C (12.6)

Two points must be noted. It implicitly assumes only two classes, work-
ers and capitalists. It is assumed that subsistence wage rates result in there
being no saving by workers, capitalists are sole owners of their enterprises
and there is no capital market. Secondly, the order of determination is not
what might initially be thought. Common sense tells us that capitalists
receive a certain sum of profits, part of which they consume and another
part of which they invest. The level of profits seems to determine the level
of capitalist consumption and investment. In fact the reverse is the case,
investments and capitalist consumption are the determinants of profits, as
is explained by Kalecki.’s article ‘The Determinants of Profits’ in Kalecki
(1971). This means that profits are necessarily equal to the real appropri-
ation of value as elements of constant capital or articles ofconsumption
by the owners of capital. Real appropriation determines profits rather than
vice-versa. Profit as a monetary expression of real commodity movements
is ultimately determined by them.

If we were to include the whole national income in our calculations the
following would apply:

P+W = I +C+Wc (12.7)

whereW denotes wages andWc denotes workers’ consumption.
If wages equal workers consumption, 12.7 reduces to 12.6. Toobtain

the net value product we must subtract consumption of constant capital, i.e.,
depreciation.

nvp= P+W−∆ (12.8)

wherenvp is the net value product and∆ denotes depreciation.
If we assume that there are no unproductive workers then variable capital

is identical to total wages and the rate of surplus value is given by:

s′ =
P−∆

W
(12.9)

wheres′ is the rate of surplus value, and the net rate of profit will be given
by:

p′ =
P−∆

K +W.t
(12.10)
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where
p′ = net rate of profit
K = stock of constant capital
t = turnover time of variable capital
Since the turnover time of variable capital is very short, its effect is

negligible so that by substituting 12.6 into 12.10 we obtainthe net rate of
profit as a function of consumption and investment by capitalists.

p′ =
I +C−∆

K
(12.11)

Given the skeletal assumptions we have made about property forms in
this model we cannot go on to say anything credible about the determinants
of investment. This requires a more elaborate model.

12.4 DEMOGRAPHIC CONSTRAINTS

The whole debate in Okishio and Roemer is cast within the context of a
choice over techniques, and whether any rational choice of techniques by a
capitalist will result in techniques being chosen that willlower the rate of
profit. There are other possible ways of approaching the question though.
Instead one could focus on what the rate of profit tells us. It tells us some-
thing about the potential rate of expansion of capital stocks. It sets an upper
limit on the rate of expansion that can be achieved out of internal fund-
ing - the rate of capital growth that will be achieved if all profit is rein-
vested. From Sraffa’s notion of the Standard System, the rate of profit tells
us something about the rate of material expansion of the productive base of
the economy.

The focus of the analysis should be on how this rate of expansion will
change over time if capital actually is reinvested. If we answer this question
we can then go on to look at the circumstances under which capital might be
reinvested and also look at the consequences of capital not being reinvested.

If we approach the time evolution of the rate of profit from thestandpoint
of capital accumulation, then the issue becomes simpler. Initially we will
assume that all measurements are performed either in labourhours, or what
amounts to the same thing in a monetary unit of account whose labour hour
equivalent does not change from year to year. Let us further assume that
half of all profits are reinvested. Thus a 5% rate of profit willimply a 2.5%
growth per annum of the capital stock. Let us also assume at first that the
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division of value added between wages and profit remains unchanged over
time.

This means that total profit per year will be a constant multiple of to-
tal wages per year. Under these circumstances it is clear that the rate of
profit will fall over time if rate of growth of wage income is less than the
rate of profit, and the rate of profit will rise if the rate of growth of wage
income is higher than the rate of profit. We then focus on the determinants
of the rate of growth of wage income - measured in labour hoursper annum.
The dimensions give it away, since wage income in these termscorresponds
to a number of people - the number of people whose direct and indirect
labour supports the employed population. The rate of growthof wage in-
come comes down to the rate of growth of the working population ( given
the assumption of a constant rate of surplus value ). The appropriate focus
for analysis of the falling rate of profit is not technological choice but his-
torical demography. This is made even clearer if we take on board Marx’s
approach which treats wages and profits in terms of time. Profit can be
measured as a flow of labour value, in which case its dimensionits units are
person hours/annum, which in dimensional terms is just persons since the
hours/annum just give us a scalar. Thus the annual flow of profit when mea-
sured in labour terms corresponds to a certain number of people—the num-
ber of people whose direct and indirect output is materialized in the goods
purchased out of profits. These people are the surplus working population,
the population over and above those who would be required to maintain the
employed population at its current standard of life.

The capital stock of a nation is, in these terms, a quantity expressed in
millions of person years. The rate of profit is then:

r =
Millions workers whose product is bought by profits

Millions of worker years represented by the capital stock

The evolution ofr is here seen to depend on how rapidly the capital stock
is built up compared to how rapidly the number of surplus workers grows.
Once the argument is on this terrain one has to ask what determines the rate
of growth of the working population. Two factors are clearlyimportant, the
natural rate of population growth and the fraction of the total population that
is employed as wage labourers under capitalist relations ofproduction.

Economies undergoing transition from peasant farming to capitalist in-
dustry typically have a rapid rate of growth of the working population from
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Total working population

C − make means 
of production

V − make wage
goods

S − make luxuries and
investment goods

Figure 12.3: The working population can be divided into three groups: V,
those whose product is workers’ consumer goods; C, those whose product is
replacement means of production; and S, whose products are either luxuries
or net additional means of production.
.

both factors. The birthrate tends to be high and infant mortality falls dur-
ing the transition from peasant agriculture to capitalist industrial economy.
This gives a rapid rate of natural population increase. At the same time the
fraction of the population employed as wage labourers risesto give a high
compounded rate of growth of the employed population.

In a mature capitalist economy things are different. Although infant
mortality continues to fall, this is offset by a falling birth rate, which in many
advanced capitalist economies falls below replacement level. At the same
time the share of capitalistically employed wage labour in the population
tends either to reach a plateau or even to fall. The result is arelatively
stagnant or declining capitalistically employed population.

If we assume that the rate of growth of the employed population is fixed
then the effect is that the actual rate of profit tends towardssome multiple
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Figure 12.4: Evolution of the profit rate under constant population growth.
The upper line is the profit rate, the lower line the rate of population growth.
. Years are measured along the horizontal axis.

of the rate of growth of the employed population. In Figure 12.4 we start
out with an initial rate of profit of 33% and have the population growing at
3% a year. Half of all profits are reinvested. The rate of profiton capital
tends towards 6% as this is the only rate of profit at which the rate of growth
of the capital stock will equal the rate of growth of the population. It is the
latter that constrains the rate of growth of value production.

If we take a more realistic model as shown in Figure 12.5, where the rate
of growth of the population declines with time, then the rateof profit chases
the rate of population growth downwards. If the share of accumulation out
of profit is α and the rate of population growth isg then the rate of profit
will tend towardsg/α.

In our examples up to now we have been assuming that real wagesare
rising over time. This is because we have assumed a constant rate of surplus
value of 50%. Because technology and productivity can be assumed to be
going up, a wage share of 2/3 of the national income will correspond to
a rising real standard of living. Okishio’s paper in 1961 assumed that real
wages were constant. This corresponds to a gradually increasing profit share
in national income. Figure 12.6 models this process. We hereassume that
technical productivity in the wage goods sector grows at 3% ayear, and that
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Figure 12.5: Evolution of the profit rate under conditions ofdeclining pop-
ulation growth. The rate of profit declines further than in the case of Fig-
ure 12.4

real wages remain constant. Under these circumstances the wage share will
fall at 3% a year. Observe that the rate of profit still falls.

Investment in new plant and equipment can be expected to improve pro-
duction techniques and reduce the prices of capital goods. Under these cir-
cumstances the value of the stock of invested capital will depreciate. This
will tend to slow the growth of the capital stock. At the same time, it will re-
sult in losses on the capital account to firms whose assets have depreciated.
If we take these into consideration when calculating profitswe find two op-
posite effects. The depreciation of capital stocks slows down the growth of
stocks which tends to mitigate any decline in profit rates. Conversely, the
losses on the capital account tend to directly reduce profits. These conse-
quences follow from equation 12.11 summarizing the Kaleckian model of
profit causality.

The simulation shown in Figure 12.7 shows what happens when we al-
low productivity to improve both in the wage goods and capital goods sec-
tors. During years 1–14 and 55–70 there are no improvements in produc-
tivity, but over years 15 to 44 labour productivity throughout the economy
goes up 5% a year. Real wages are assumed to be held constant.
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Figure 12.6: Evolution of the profit rate under conditions ofdeclining pop-
ulation growth and constant real wages. The rate of profit still declines. Top
curve, the share of profit in national income. Middle curve the rate of profit.
Bottom curve, the rate of population growth.
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Figure 12.7: Evolution of the profit rate under conditions ofdeclining pop-
ulation growth and technical improvement. From years 15 to 55 there is a
5% improvement in labour productivity. Other years see no improvement.
Top curve, the share of profit in national income. Middle curve the rate of
profit. Bottom curve, the rate of population growth.
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In year 15 the rate of profit drops sharply from 13% to 9% because of the
higher rate of depreciation brought about by technical change. But for the
following 15 years the rate of profit rises again to a peak of just over 16%.
This rise comes about as a result of capital stocks growing more slowly
because of depreciation which temporarily lowers the organic composition
of capital. The other factor bringing an initial rise in the rate of profit is
the rise in the profit share brought about by falling real wages. The rate of
profit subsequently settles into a declining trend because of the slowdown
in population growth.

What one finds in such simulation studies is that the long-term rate of
profit R tends to:

R =
g+m

α
(12.12)

whereg is the rate of growth of the working population andm is the rate of
mechanical improvement to labour productity, andα is the share of profit
being reinvested. This rateR is the only one at which the organic com-
position of capital is stable. If the rate of profit is higher,then the organic
composition is driven up, if it is lower, then the organic composition falls.
This has the interesting implication that were an economy tohave a declin-
ing population, which given trends in birth rates is quite plausible for many
capitalist nations, then the long term profit rate might be zero or negative.
To retain a positive profit rate with a declining workforce, the rate of labour
productivity must improve faster than the size of the workforce falls.

12.4.1 Monetary illusions

The argument in Section 12.4 is formulated on the assumptionthat all ac-
counting of profit and loss is done in value terms. In practice, of course,
profits are calculated in terms of money not labour values. The argument
assumed that the value of monetary in labour terms did not change over
time. If the product of a days labour sold for £1 in 1900, it still sold for £1
in 1910, 1920, 1930..., etc, which is obviously false. Over time the value of
money has gone down in two senses:

(1) £1 bought less and less labour as the decades progressed.
(2) The price of many, but not all, commodities tended to rise. Bread in

Britain is about 15 times as expensive as it was 40 years ago.

We can measure the purchasing power of money in goods that it buys, or
in labour it purchases. In both senses the value of money has fallen. Such
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inflation makes commerceappearmore profitable. You have only to hold
assets a while then sell, and you make a profit. Millions of houseowners
know this. Inflation transfers resources from lenders to borrowers and can
also hide a falling real rate of profit. Banks do notice that the money they
are being paid back is worth less than when they lent it. They know the dif-
ference between real and money profits and compensate by charging more
interest.

The same applies to other businesses. Their accountants distinguish be-
tween nominal profits arising from inflation and real profits.But how should
they make the adjustment? Should they measure the value of money in terms
of commodities or in terms of labour?

Official inflation is measured using cost of living indices. These track
the price of a shopping basket of typical consumer purchases. The index
tells you what wage increases are required to maintain living standards. So
the cost of living index is more useful to trades union negotiators than to cap-
italists. What interests the latter are the prices of labourand raw materials.
Adam Smith said that money was the power to command the labourof oth-
ers. The entrepreneur seeks this command over labour. He wants to ’grow
the business’, and this growth comes down either to having more employees,
or what amounts to the same thing, indirectly employing morepeople via
suppliers and subcontractors. Unless the business grows inthese terms, his
social position has not improved. From the capitalist standpoint, the value
based accounting that we presented above is indeed the most appropriate. It
is only when he deflates the monetary profit rate to get the value profit rate
that the capitalist can measure the growth of his social power. This accu-
mulation of social power is what capital accumulation is ultimately about.
You don’t get to be a Bill Gates by growing your wealth only at the rate that
industrial productivity rises.

If a capitalist wants to go up in the world, he should watch hisvalue rate
of profit. If he does not want his absolute standard of living to decline, he
should ensure that his money rate of profit is greater than price inflation.

The equation 12.12 showed how, for a representative capitalist, the growth
of his power comes to be constrained by investment (α), population growth
(g) and technical progress (m).

We can transform the attractor of the value rate of profitR into an at-
tractor for the monetary rate of profitRM = R +Iv by adding the rate of
inflation in value termsIv. Now, suppose that the cost of living index, mea-
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sured against a representative bundle of commodities, is zero, what does this
imply for the evolution of the monetary rate of profit?

Iv measures the annual price inflation of a commodity bundle containing
100 hours of labour. As labour productivity rises, this 100 hour commod-
ity bundle will get physically bigger at the ratem: the rate of mechanical
improvement to labour productity. If we assume zero rate of price change
then obviouslyIv = m. In the general case :Iv = m+ p′ wherep′ is the con-
ventional rate of price inflation as measured by, for instance a cost of living
index. This enables us to deduce that the attractor for the monetary rate of
profit will be:

RM = m(1+
g
α

)+ p′ (12.13)

Let us look at six possible scenarios to get a feel for the different determi-
nations of the long term value and long term money rates of profit. The
scenarious are labeled by historical periods that have the same general fea-
tures. Remember that in what followsR ,RM are not the actual rates of
profit, but the limits towards which the rates of profit evolve.

R RM m g α p′

1 2.75% 10.26% 2.25% 0.5% 100% 8% UK 1970
2 2.75% 2.26% 2.25% 0.5% 100% 0% UK 1970 allowing for inflation
3 15% 1.10% 2% 1% 20% -1% UK 1870
4 6.67% 2.90% 3% -1% 30% 0% Europe 2020
5 2.86% 2.96% 3% -1% 70% 0% Europe 2020 high acc
6 15% 10.50% 10% 5% 100% 0% China 2000

The first is period of high inflation and high accumulation andslow pop-
ulation growth - for example the UK at the end of the 1960s and early 1970s.
The long run money rate of profitRM is high, but when this is corrected for
inflation in the next row, we see that the long run money rate ofprofit is
very close tom the improvement in mechanical productivity.R , the attrac-
tor of the value rate of profit is somewhat higher because of the growth of
the working population.

If we go back a century, we have a faster population growth, but a much
lower rate of accumulation out of profits, and because of the deflationary
effect of the gold standard, slightly declining money prices. The long term
money rate of profit would be mainly determined by the rate of deflation
and the rate of technical change - it is approximately the rate of technical
change less the rate of price decline. The long term value rate of profit is
considerably higher than the money rate because
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• The value rate is not affected by price deflation.

• Under these circumstances of low accumulation the equilibrium or-
ganic composition of capital is also low which keeps up the profit
rate.

For a comparison with history look at Figure 14.2.
Scenarios 4 and 5 look at a future European economy with a declining

population. If we assume that the Euro is managed to maintaina zero rate
of price inflation, and assume a 3% long run growth in labour productivity,
then the attractor of the monetary profit rate will also be close to 3̂. The
attractor of the value rate of profit on the other hand will vary inversely with
the rate of investment.

Scenario 6 looks at a rapidly emergent capitalist economy like China at
the end of the 20th century. Here the population is still growing fast and the
rate of investment is high. The importation of advanced technology allows
a much more rapid growth of labour productivity than can be attained in
a mature capitalist economy. The limit of the value rate of profit is again
higher than that of the money rate because of the growth in population.

What do we learn from these examples?

(1) The long term attractor of the money rate of profit will be mainly
determined by the rate of technical progress and the rate of inflation.

(2) The long run attractor of the value rate of profit is more complex; be-
ing determined by technical progress, population growth, and invest-
ment rates. For a positive long run rate of profit, the rate of technical
progress must exceed any decline in the population.

Whilst the money rate of profit is the easier for a firm to calculate, it’s
value rate of profit gives a better social measure of how the firm is doing.

12.5 KALECKIAN CONSTRAINTS ON PROFITS

The demographic arguments in section 12.4 implicitly assume full employ-
ment which is, of course, unrealistic. We will now consider anew model
in which we take into account how employment may fluctuate andexplain
accumulation taking into account the rate of interest. We shall:

(1) consider enterprises as abstract juridical personalities rather than in-
dividual capitalists;
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(2) assume that the entire capitalist class have become rentiers, making
capitalist consumption rentiers’ consumption;

(3) assume the existence of credit money with banks providing the main
financial intermediary, between rentiers and enterprises,but allowing
for a marginal market in direct loans from rentiers to enterprises.

Such a set of property forms has never existed in pure form, but corre-
sponds to the hypothetical presuppositions for the complete dominance of
finance capital in the specific form of bank capital, but without the merger of
bank with industrial capital Steindl (1952). Using this model we can explain
some of the weaknesses of the Okishio approach.

In the previous model the sole forms of revenue were wages andprofits.
Interest now appears as an additional category, so that profit is divided into
interest and profit of enterprise Marx (1971).

For profit of enterprise we thus obtain:

E = P−R−∆ (12.14)

where
E = profit of enterprise
R = total interest
Now the level of total interest payments is a function of the rate of in-

terest (r) and the outstanding debts of enterprise (D) since we assume enter-
prises to be the only net debtors in the system. It follows that:

R= D.r (12.15)

Similarly we may divide the total capital of the enterprisesinto two
parts, one of which belongs to the enterprise, and the other matching the
enterprise’s outstanding debts to the banks.

K = D+H (12.16)

where
H = enterprise capital
On the basis of the original model we can now give the determinants of

profit of enterprise.

E = I +C−D.r−∆ (12.17)
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If rentiers consumption is given byC, any income that they get in excess
of this must be their savings, or accumulation of money capital. On the other
hand, since enterprises are pure juridical personalities they have no personal
consumption. Any excess of profit over interest payments constitutes their
internal accumulation. This may either take the form of the acquisition of
new elements of constant capital (again assuming variable capital to be in-
significant in stock terms) or as money capital. Given our assumption that
there is no market in loan capital other than through the banking system,
this means that individual enterprises must divide its internal accumulation
between purchases of elements of constant capital and the accumulation of
bank deposits. Purchases of elements of constant capital are the active fac-
tor, accumulation of deposits the residual. If investment exceeds profits,
then the enterprise has a negative accumulation of money capital. Either it
runs down its deposits or it borrows from the bank. Conversely a positive
accumulation of money capital may involve either an absolute rise in its
deposits with the banks or a fall in its outstanding debt.

The two portions of total accumulation are defined as follows:

Ae = E (12.18)

Ar = D.r−C (12.19)

Ae+Ar = I −∆ (12.20)

whereAe denotes the accumulation of enterprise capital andAr denotes
the accumulation of rentier capital.

We will assume that the consumption of rentiers is determined both by
their income and their money stocks. They are buffered from the immediate
effects of fluctuations in their income by their holdings of money capital. In
this they are different from workers whose consumption is directly related
to their current wages. We can treat rentiers’ consumption as being made of
two components:

C = x.D+y.D.r (12.21)

wherex andy are constants of value less than 1.
Substituting into 12.17 and 12.18 we can see that
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Ae = E = I −∆+D[x+ r(y−1)] (12.22)

This shows that accumulation of enterprise capital is a decreasing func-
tion of the rate of interest and an increasing function of thecoefficients of
rentiers’ consumption. The higher is rentiers’ accumulation the lower is en-
terprise’s own accumulation. Here we see an instance of the contradiction
between industrial and rentier interests. It is also clear that if the rate of in-
terest falls sufficiently low (belowx

1−y in our example), then it will not cover
rentiers’ expenditure on consumption, and will lead to a negative level of
accumulation by rentiers. Low interest rates accelerate the accumulation of
enterprise capital whilst undermining the position of the rentiers. Okishio’s
argument was that capitalists will not carry out investments in new produc-
tion technologies if the result of these would reduce the average profit rate in
the whole economy. On the other hand we have argued in section12.4 that
net accumulation greater than the rate of growth of the working population
will tend to reduce profit rates in the long run.

One conclusion from this might be that our scenarios shown inFig-
ures 12.5 or 12.6 will never occur. There will never be any accumulation
faster than the rate of population growth. It is possible that the micro-
economics sets limits to the maximal rate of accumulation that macro-economy
can exhibit. Another possibility is that some of Okishio’s micro-assumptions
are invalid and should be dropped. In the end, as with all scientific hypothe-
ses, the criterion has to be their ability to predict what actually happens.

12.6 HISTORICAL TREND DATA

There is evidence that over periods of decades in individualeconomies the
rate of accumulation has exceeded the rate of population growth and that as
a consequence the organic composition of capital has risen Michaelson et al.
(1995), Edvinsson (2003, 2005). As Table 12.4 shows, duringthe post-war
boom a sustained period of rapid accumulation drove the organic composi-
tion up and the rate of profit down. The fall in the rate of profit, was greater
than what could be accounted for just by the change in the organic composi-
tion. Other factors, such as rising real wages and a rise in the proportion of
unproductive workers in the workforce over were also factors holding down
profits.
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Table 12.4: Development of organic compositionc/v, rate of profits/(c+v)
and share of profit being accumulatedα in the UK 1948 to 1972. Sources
described in Michaelson et al. (1995).

Year c/v s/(c+v) α
1948 4.57 3.75 0.34
1950 4.58 3.61 0.68
1952 4.98 5.61 0.36
1954 4.96 4.95 0.47
1956 5.15 4.02 0.72
1958 5.68 3.72 0.83
1960 5.59 4.73 0.72
1962 5.98 3.53 0.94
1964 6.37 4.16 0.89
1966 6.57 2.50 1.41
1968 7.39 2.79 1.29
1970 7.85 1.25 2.62
1972 8.35 1.09 1.97

Table 12.5: Rising organic composition of Capital, Swedishdata. Figures
for Manufacturing and Mining. Source Edvinson 2003, table 7.5.

1871–1900 average 1971-2000 average %change
c

s+v 184% 305% 66
s+v

c 54% 33% -40
s

s+v 34% 21% -38
s
c 19% 7% -61

Edvinsson shows data for Sweden indicating that over a prolonged pe-
riod there had been a significant rise in the organic composition of capital
and a fall in the rate of profit. Duménil (2002) show that there was a pro-
longed decline in profit rates in the USA in the postwar periodanalogous to
that observed in the UK (see Figure 12.8).
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Figure 12.8: Evolution of the profit rate in the USA after Dum´enil and Lévy.

Since this should not occur on the basis of the microeconomicargu-
ments put forward by Okishio, this predisposes us to believethat there must
be some premises in his argument that are not an accurate reflection of the
way capitalist economies actually work. A possible weakness in the Okishio
theory comes from the assumption of an equalized rate of profit. This rate of
profit is used as a benchmark against which possible improvements in pro-
ductivity are measured. We have argued that this assumptionis unrealistic.
Actual profit rates show a wide dispersion,2 wider than the dispersion in the
rate of surplus value for instance. The general rate of profitis not a given or
datum for an individual firm. A firm knows what its rate of profitlast year
was, and it knows what the interest rate is but the general rate of profit is of
interest only to economic statisticians. The process by which equilibration
of profit rates is supposed to come about was originally invoked by classi-
cal economists in the context of comparing things like wine maturation and
forestry which had multiple year turnover times, with corn growing which
had an annual turnover period. The argument was that capitalwould only be

2See Table 12.3.
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invested in low turnover activities if it yielded the same return as in normal
agriculture. Whilst this argument may have some plausibility when applied
to activities agriculture and the production of vintage wine where the rate
of technical change is low, and decades or centuries can be allowed for the
establishment of relative prices it is less clear that it canbe invoked where
there is rapid technical change. In this case the time taken to establish equi-
librium could be much longer than the lifespan of the technology. This is
especially true in some industries with a very high capital/labour ratio, ones
which are particularly relevant to the question at hand. Consider the Victo-
rian railways. Here was an entirely new technology requiring huge capital
investment. The lifetime of the capital in the form of bridges embankments
and stations would be a century or more. The railway booms resulted in
over capacity, which, by the early 20th century resulted in aprocess of line
closures. But before the capital invested in railways coulddepreciate to a
level at which the return of railway capital reached equilibrium levels, the
whole technology was superseded by road transport. The sortof equilib-
rium that is required for the Okishio theorem can be so long incoming that
the industry has died before it is relevant.

One can distinguish three possible rates that might act as investment
benchmarks:

(1) the statistical average rate of profit;

(2) the average rate of return on equities; or

(3) the rate of interest available from the banks.

We have ruled out item 1, what about the rate of return on equities?
The rate of return on equities is much more accessible as data, since

there are well developed stock markets that make this data available. This
makes it a more plausible investment benchmark.

Suppose we have a static working population, and a rate of return on
equities equal to the general rate of profit. By the Okishio theorem, any net
investment in fixed capital which would raise the organic composition of
capital would give the investing firm a lower return on capital than allowed
by the equity market. Firms will thus tend to select only capital saving tech-
nical innovations. This implies that firms, taken as a whole will need no net
infusion of capital, so that there should be zero net issue ofnew equities. If
the rentier class as a whole decides to make no net saving, then the situation
is stable. But this is unlikely. If the rentiers attempt to accumulate capital
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by investing in shares, the net effect will be to bid up the price of equities,
given that no new equities are being issued.

The effect of this is to depress the rate of return on equities. This will
affect the discount rate used in assessing investment projects. Previously
unprofitable ones will seem profitable. New equities will be issued and the
proceeds invested. Given that the population is static, this will raise the
organic composition of capital and depress the real rate of profit.

The weakness in Okishio’s argument stems from a fundamentalfailing
of the entire price of production school of Marxian economists: they iden-
tify the formation of a general rate of return on equities with the formation
of a uniform rate of profit on real invested capital.3 The tendency towards
the formation of a uniform rate of profit on equities will be much stronger
than the tendency towards a uniform rate of profit on capital stocks. Stocks
of capital goods held by companies originated as manufactured commodi-
ties with a price and a corresponding account book-value. T his book value
may be written down due to depreciation, or written up due to inflation,
but at heart their valuation remains grounded in commodity prices. In con-
trast the stock market valuation of a company represents, the discounted
present value of its anticipated future earnings. If the company owns read-
ily saleable capital assets, these can set a lower bound on its share price.
Below this price takeovers by asset strippers become likely. Even allowing
for this constraint, share prices have great flexibility andrespond rapidly to
changes in reported profits. These fast changes in the nominal valuation of
companies can create an illusion that the rate of profit in different industries
is narrowly clustered around an average profit rate.

It is more realistic to assume that it is the interest rate that firms use as a
criterion of the viability of investment.

We suggest that average rate of interest for industrial borrowers is a
function of the reserve ratio of the banks, such that

r = f (
m
Q

) f ′(
m
Q

) < 0 (12.23)

wherem denotes the cash reserves of banks andQ denotes total bank de-
posits.

3This failing is not restricted to explicit Marxians. Sraffaand his followers share this
assumption as do critics of Marx such as SamuelsonSamuelson(1973).
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Q =depositsm=reserves

q(w)

Probability

Withdrawals= w

Figure 12.9: The functionq(w) shows the probability of withdrawals ex-
ceedingw. This reproduces Figure 11.5 in stylized form.

As discussed in Chapter 11.1, the possibility of profitable banking is
based upon the fact that banks face a probability function for net with-
drawals in any small time period of the formq(w) as shown in Figures 11.5
and 12.9. These show that the probability of a large net withdrawal in any
given time period is smaller than the probability of a small net withdrawal.
This enables banks to keep reserves that make up only a fraction of total
deposits, since the probability of withdrawals exceeding reserves, though
finite, is small. In the event of withdrawals temporarily exceeding reserves,
the bank will be forced to borrow from other banks to meet its obligations
to them (the most significant portion of a bank’s liabilitiesis always to other
banks where credit money predominates). If forced to borrowto meet obli-
gations it has to pay interest on the sum borrowed. This enables us to calcu-
late the probable cost to a bank of such a loan,l .

li + r
Z m

m−l
q(w)wdw (12.24)

We know thatq is a decreasing function ofw, so it follows that the cost
of making a loan will be a decreasing function of cash reserves m, but an
increasing function ofr, the rate payable to other banks for short term loans.
Since the bank has to make a profit on its loan, the rate of interest it charges
must be sufficient to cover the cost of the loan. So asl tends to zero we get
the following inequality:

r ′ > i + rq(m) (12.25)
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wherer ′ denotes rate of interest charged to industrial borrowers,i is rate of
interest paid on deposits, andr is rate of interest paid on short term loans
from other banks.

If we assume thati is fixed by inter-bank competition and that there
is a going rate of interest charged on inter-bank loans, thenit follows that
the rate of interest charged to borrowers will be a decreasing function of
bank reserves for each individual bank. This still leaves the global values
of i andr undefined. Where a central bank exists it can be assumed that it
will fix the rate r thereby exercising a control overr ′. Otherwise we could
treatr as a linear function ofr ′, with the premiumr ′− r determined by the
relative probabilities of banks and commercial borrowers defaulting (where
r ′ is the market rate for commercial borrowers). We can assume that i will
be related tor ′ in some lagged fashion, since if the difference between the
two rates became too high, rentiers could by-pass banks by lending directly
to industrial borrowers.

It follows from the above that a fall in reserve ratios will lead first to a
rise in the profits of banks as a wider gap develops between rates charged
to industrial borrowers and paid to depositors, followed bya general rise in
interest rates as rates paid to depositors are adjusted upwards.

There is some empirical evidence for this sort of relationship between
bank reserve ratios and the rate of interest. The evidence isparticularly com-
pelling for the earlier periods in the USA before active intervention by the
Federal Reserve became a major factor determining the ratesCagan (1969).

12.7 DOMINANCE OF THE FINANCIAL SECTOR

Why does the financial sector come to be so dominant in mature capitalist
economies like Britain?

What causes it to replace manufacturing as the bedrock of theeconomy?
The supposed role of the financial sector is to fund investment. Sav-

ings are meant to be channelled through the banks, investment trusts and
the stock market into firms that want to carry out investment in new capi-
tal stock. This process obviously does occur, but it is by no means obvious
why, in the face of continuing improvements in information processing tech-
nology, the sector which carries out this channeling of funds should, over
time, absorb a larger and larger portion of national resources, and appear to
contribute an increasing share of national income.
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Figure 12.10: Flows into and out of the financial sector.

Channelling funds is manipulation of information. The ‘funds’ are records
kept by the banking system and their channelling is a sequence of transfers
between records. The records have long ago moved from paper to computer
databases. The power of computers has improved by leaps and bounds. One
would have thought that the labour required to manage this system would
have declined. The mechanisation of agriculture eliminated the peasantry,
but computers have not laid waste to the City of London. Why?

The key to this paradox is to realise that despite the modern jargon of a
financial services ‘industry’ that offers financial ‘products’ to customers, the
financial sector is not a productive industry in the normal sense. It’s struc-
tural position in capitalistic information flows ensures its continued com-
mand over resources despite changes in technology that would decimate
any other industry.

Consider Figure 12.10, it shows in summary form the flows of funds into
and out of the financial sector. Savings by individual capitalists, by firms,
and also from the pension schemes of employees enter the system. Funding
flows out to firms carrying out capital investment, and also typically to the
state to fund the public debt. However money also flows out as costs: the
income of the financial sector itself. This comprises wages of its employees,
the bonuses it pays, the distributed dividends of financial companies, and the
costs of buildings and equipment that the sector uses. Let usdenote savings
by σ, bonuses and costs byβ and funding of investment byφ.

The residual, which we will denote byδ is made up by the change in
the money balances of the finacial sector itself:δ = σ− β− φ. We need
to explain whyβ, the costs/income of the financial sector rise as a share of
national income over time.

We have argued (section 12.6) that the real rate of return on capital tends
to decline over the course of capitalist development. If therate of interest
foes not fall at a corresponding rate then the level of voluntary fundraising
by firms will decline, since a diminishing portion of firms will be making
enough profits to cover the rate of interest. However the level of savings
will not necessarilly decline at a corresponding rate.
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The level of employees pension scheme savings changes relatively slowly
- though recently British firms have been trying to reduce these. We showed
in Chapter 9 that the distribution of income in capitalist societies will be
highly uneven. A large proportion of income goes to a small part of the
population. People with very high incomes tend to save most of it. A de-
cline in the rate of profit on capital will not alter this. It just means that the
book value of the assets of those on very high incomes rises. So savings
going into the financial system will not decline. The slack can be taken up
in three ways:

(1) A build up in the reserves of the financial sector :δ in our equation.
(2) An increase in borrowing by the state.
(3) A rise in the income/costs of the financial sector itself.

We can view these as short, medium and long term consequences. The
immediate consequence of a fall inφ relativeσ, will be that the reserves of
financial institutions rise. If a single bank gets more deposits than it makes
loans, then its cash reserves rise. But all financial institutions will have a
target for the proportion of their assests that they wish to keep as cash. This
target will vary over time and in response to conditions on the stock market.
But their immediate response to a rise is to attempt to shift cash into other
assets.

A fall in investment by non-financial companies, does often lead to a
rise in state borrowing. During recessions, the state gets in less tax whilst
expenditure on social security climbs. More state bonds become available
as assets, this allows financial sector to limit the growth ofits cash balances.
But in the longer term there are political pressures to limitgovernment bud-
get deficits. The position of the dollar as an international reserve currency
has allowed the US goverment great leeway in the accumulation of public
debt, but the EU Stability Pact imposes much more stringent tests on Euro-
pean states.

Although over the longer term, the growth of public debt has been con-
strained, financial institutions can still balance their portfolios by bidding
up the prices of assets. Share prices and land prices will rise until the fi-
nancial sector reaches its desired cash reserve ratio. Although real capital
investment may be sluggish, this is hidden from savers. Theysee the book
price of their holdings in investment trusts etc, rise.

But there remains a conceptual problem here. A rise in the aggregate
book price of shareholdings is a stock phenomenon measured in £ billion,
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but the variablesφ andσ denotes flows : £ per year. One can not redress
an imbalance between the flows of savings and investment by a change in
stock prices. There has to be a corresponding outflow of funds. Closure is
provided by the charging practices of the investment trusts. These typically
charge a management fee rated a fixed proportion of the assetsthey manage
- for example 0.5% per year. As average asset prices rise so dothe manage-
ment fees. The income/costs of the financial sector then rises to ensure that
β≈ σ−φ.

There is an inbuilt tendancy for the costs of administrationto absorb
uninvested surplus value.

In a young capitalist economy, like contemporary China, thefinancial
sector exists to transfer funds into real capital investment. It allows hundreds
of millions of workers to be employed in the construction of capital assets
whilst recording the claims on those assets held by individual capitalists.
In an old capitalist country like Britain, the financial sector abandons its old
role of ‘intermediation’ and increasingly becomes a consumer of the surplus
product.

The vast bureacracy of financial sector administers ever more distant
claims on real assets. As the share of the population constructing these
assets fell, the costs of administration rose. Between generations, millions
of people shifted from making real capital goods to administering claims.
Whilst the steelworks of Motherwell and Redcar yielded to the wrecker’s
crane, the glass towers of the City and Canary Warf rose. Thisis the secret
behind our famous shift from a productive to a service economy.

Burgeoning bonuses made City financial analysts the second highest
paid group of employees (after CEOs). Theiraveragesalaries in 2005 were
£80,000 a year. Such largesse generated in its wake new servant classes
- nannies, cleaners, restaurant workers. Openings grew forevery trade
that caters to luxury: lifestyle consultants, designers, home decorators etc.
House prices escalate. Television became obssesed with house makeover
shows and guides to property speculation.

This vast cost was unproductive. Although it grew at the verypoint
when its original social function atrophied, this was not obvious. Its bonuses
were a form of self affirmation. They seemed a testament to productivity.
In reality they were an inadvertent side effect of economic conditions way
beyond the control of their recipients.
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CHAPTER13

HAYEK ON INFORMATION AND KNOWLEDGE

Cottrell, Cockshott

The fact that the present authors have, on balance, a positive view of the
economic work of Karl Marx, will not have escaped the reader.Although
this book, with its grounding in the physical and information sciences is
not a work of orthodox Marxism, its presentation of economicissues is cer-
tainly influenced by Marx and the school of economics that follows him.
Examination of the economics of information is, however, more associated
with a very different school of economics: that of Hayek. Friedrich August
von Hayek (1899–1992) was an Austrian economist and political philoso-
pher, noted for his defense of liberal democracy and free-market capitalism
against socialist and collectivist thought in the mid-20thcentury. Hayek’s
ideas acquired a practical relevance from their political adoption, first by
the Thatcher government in Britain in the 1980s and later by post-Soviet
governments in Russia and Eastern Europe. We consider that he made fun-
damental errors in his analysis of economic information, errors which when
they became the basis for practical policy, had catastrophic effects on eco-
nomic co-ordination and performance.

Prices, according to Hayek, provide the telecoms system of the econ-
omy, a means by which knowledge is diffused and disseminated.

Whereas the present authors strongly believe in the applicability of the
methods of natural science to the study of social phenomena,Hayek (1955)
was concerned to distinguish radically between the two domains of inves-
tigation. In the natural sciences, advances involve recognizing that things
are not what they seem. Science dissolves the immediate categories of sub-
jective experience and replaces them with underlying, often hidden, causes.

329
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The study of society on the other hand has to take as its raw material the
ideas and beliefs of people in society. The facts studied by social science

differ from the facts of the physical sciences in being beliefs or opin-
ions held by particular people, beliefs which as such are ourdata,
irrespective of whether they are true or false, and which, moreover,
we cannot directly observe in the minds of people but which wecan
recognize from what they say or do merely because we have ourselves
a mind similar to theirs. (Hayek, 1955, p. 28)

He argues that there is an irreducible subjective element tothe subject
mater of the social sciences which was absent in the physicalsciences.

[M]ost of the objects of social or human action are not “objective
facts” in the special narrow sense in which the term is used inthe Sci-
ences and contrasted to “opinions”, and they cannot at all bedefined
in physical terms. So far as human actions are concerned, thingsare
what the acting people think they are. (Hayek, 1955, pp. 27–27)

His paradigm for the social or moral sciences is that societymust be
understood in terms of men’s conscious reflected actions, itbeing assumed
that people are constantly consciously choosing between different possible
courses of action. Any collective phenomena must thus be conceived of as
the unintended outcome of the decisions of individual conscious actors.

This imposes a fundamental dichotomy between the study of nature and
of society, since in dealing with natural phenomena it may bereasonable to
suppose that the individual scientist can know all the relevant information,
while in the social context this condition cannot possibly be met.

We believe that Hayek’s objection is fundamentally misplaced. Even
Laplace, who is famously cited as an advocate of determinismargued that
although the universe was in principle predictable to the smallest detail, this
was in practice impossible because of limited knowledge andthat thus sci-
ence had to have recourse to probability theory. Certainly since Boltzmann
it has been understood how collective phenomena arise as ‘unintended’ or
emergent outcomes of a mass of uncoordinated processes. Ourwork in
Chapter 6 shows how the law of value arises in a similar way. But we did
not have to model consciousness on the part of the economic actors to get
this result.
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In Hayek’s view, there were two knowledge forms: scientific knowledge
(understood as knowledge of general laws) versus “unorganized knowl-
edge” or “knowledge of the particular circumstances of timeand place”.
The former, he says, may be susceptible of centralization via a “body of
suitably chosen experts” (Hayek (1945), p. 521) but the latter is a different
matter.

[P]ractically every individual has some advantage over others in that
he possesses unique information of which beneficial use might be
made, but of which use can be made only if the decisions depending
on it are left to him or are made with his active cooperation. (Hayek
(1945), pp. 521–22)

Hayek is thinking here of “knowledge of people, of local conditions,
and special circumstances” (Hayek (1945), p. 522), e.g., ofthe fact that
a certain machine is not fully employed, or of a skill that could be better
utilized. He also cites the sort of specific, localized knowledge relied upon
by shippers and arbitrageurs. He claims that this sort of knowledge is often
seriously undervalued by those who consider general scientific knowledge
as paradigmatic. But this leaves out of account whole layer of knowledge
that is crucial for economic activity, namely knowledge of specific tech-
nologies, knowledge captured in designs, knowledge captured in software1.
Such knowledge is not reducible to general scientific law (itis generally a
non-trivial problem to move from a relevant scientific theory to a workable
industrial innovation), but neither is it so time- or place-specific that it is
non-communicable. The licensing and transfer of technologies in a capi-
talist context shows this quite clearly. It also misses out the tendency of
capitalist society to capture ever human knowledge in objective form:

once a worker’s knowledge is captured as structural capital, you can
then do away with the worker. In industrial capitalism the worker’s
surplus labor was expropriated, but you had to retain the worker as
long as you wanted to make use of his labor. The worker still owned
his labor power, and sold it for his wages. But in the new economy,
knowledge is both labor and the means of production, both of which
are expropriated and turned into structural capital for theexclusive use

1It would be anachronistic to accuse Hayek of not seeing knowledge in software, but
in his day knowledge already existed in the control programsfor automatic machines, for
instance piano-la rolls.
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of the corporation. Thus, intellectual capital can be totally alienated
from the worker. Not only is the value of the labor stolen, butthe
labor itself. Harris (1996)

Hayek’s notion of knowledge existing solely ‘in the mind’ isan obstacle
to understanding. It is by now all but universal practice forfirms to keep
records of their inputs and outputs in the form of some sort ofcomputer
spreadsheet. These computer files form an image of the firm’s input–output
characteristics, an image which is readily transferable.2

Further, even the sort of ‘particular’ knowledge which Hayek thought
too localized to be susceptible to centralization is now routinely centralized.
Take his example of the information possessed by shippers. In the 1970s
American Airlines achieved the position of the world’s largest airline, to a
great extent on the strength of their development of the SABRE system of
computerized booking of flights Gibbs (1994). Since then we have come
to take it for granted that either we will be able to tap into the Internet to
determine where and when there are flights available from just about any A
to any B across the world. Hayek’s appeal to localized knowledge in this
sort of context may have been appropriate at the time of writing, but it is
now clearly outdated.

13.1 INADEQUACY OF THE PRICE FORM

Prices, according to Hayek, provide the telecoms system of the economy.
But how adequate is this telecoms system and how much information can it
really transmit?

While insisting that very specific, localized knowledge is essential to
economic decision making, Hayek clearly recognizes that the “man on the
spot” needs to know more than just his immediate circumstances before he
can act effectively. Hence there arises the problem of “communicating to
him such further information as he needs to fit his decisions into the whole
pattern of changes of the larger economic system” (Hayek, 1945, p. 525)
How much does he need to know? Fortuitously, only that which is conveyed
by prices. Hayek constructs an example to illustrate his point:

2Admittedly, such an image does not of itself provide any information on how, for
instance, a particularly favorable set of input–output relations can beachieved, only that it
is possible.
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Assume that somewhere in the world a new opportunity for the use
of some raw material, say tin, has arisen, or that one of the sources of
supply of tin has been eliminated. It does not matter for our purpose
and it is very significant that it does not matter which of these two
causes has made tin more scarce. All that the users of tin needto know
is that some of the tin they used to consume is now more profitably
employed elsewhere, and that in consequence they must economize
tin. There is no need for the great majority of them even to know
where the more urgent need has arisen, or in favor of what other uses
they ought to husband the supply. (Hayek, 1945, p. 526)

Despite the absence of any such overview, the effects of the disturbance
in the tin market will ramify throughout the economy just thesame.

The whole acts as one market, not because any of its members survey
the whole field, but because their limited individual fields of vision
sufficiently overlap so that through many intermediaries the relevant
information is communicated to all. (ibid.)

Therefore the significant thing about the price system is “the economy
of knowledge with which it operates” (Hayek, 1945, pp. 526–7). He drives
his point home thus:

It is more than a metaphor to describe the price system as a kind of
machinery for registering change, or a system of telecommunications
which enables individual producers to watch merely the movement of
a few pointers, as an engineer might watch the hands of a few dials,
in order to adjust their activities to changes of which they may never
know more than is reflected in the price movements. (Hayek, 1945,
p. 527)

He admits that the adjustments produced via the price systemare not
perfect in the sense of general equilibrium theory, but theyare nonetheless
a “marvel” of economical coordination. (ibid.)

Hayek’s example of the tin market bears careful examination. Two pre-
liminary points should be made.

First, the market system does manage to achieve a reasonabledegree
of coordination of economic activities. The “anarchy of themarket” is far
from total chaos. In the end, through the fluctuation of prices the law of
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value acts. Fluctuations of prices about values do functionto regulate the
allocation of labour between branches of production.

Second, even in a planned economy there will always be scope for the
disappointment of expectations, for projects that looked promising ex ante
to turn out to be failures and so on. Failures of coordinationare not confined
to market systems.

That said, it is nonetheless clear that Hayek grossly overstates his case.
In order to make rational decisions relating to changing one’s usage of tin,
one has to know whether a rise in price is likely to be permanent or transient,
and that requires knowingwhy the price has risen. The current price signal
is never enough in itself. Has tin become more expensive temporarily, due,
say, to a strike by the tin miners? Or are we approaching the exhaustion of
readily available reserves? Actions that are rational in the one case will be
quite inappropriate in the other.

Pricesin themselvesprovide adequate knowledge for rational calcula-
tion only if they are at their long-run equilibrium levels, but of course for
Hayek they never are. On this point it is useful to refer back to Hayek’s own
theory of the trade cycle3, in which the ‘misinformation’ conveyed by dise-
quilibrium prices can cause very substantial macro-economic distortions. In
Hayek’s cycle theory, the disequilibrium price that can do such damage is
the rate of interest, but clearly the same sort of argument applies at the mi-
cro level too. Decentralized profit-maximizing responses to unsustainable
prices for tin or RAM chips are equally capable of generatingmisinvestment
and subsequent chaos.

At minimum, prices may be said to carry information regarding the
terms on which various commodities may currently be exchanged, via the
mediation of money (so long as markets markets clear, which is not always
the case). It does not follow, however, that a knowledge of these exchange
ratios enable agents to calculate the profitability, let alone the social use-
fulness, of producing various commodities. A commodity canbe produced
at profit if its price exceeds the sum of the prices of the inputs required to
produce it, using the production method which yields the least such sum,
but the use of current prices in this calculation is legitimate only in a static
context: either prices are unchanging or production and sale take zero time.
Hayek, of course, stresses constant change as the rule, so heis hardly in a
position to entertain this sort of assumption. Whether production of com-

3Hayek (1935); see also Lawlor and Horn (1992) and Cottrell (1994)
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modityx will in fact prove profitable or not depends on future prices as well
as current prices. And whether production ofx currently appears profitable
depends on current expectations of future prices.

If we start from the assumption that prices will almost certainly not re-
main unchanged in future, how are agents supposed to form their expecta-
tions?

One possibility is that they are able to gather sufficient relevant infor-
mation to make a definite forecast of the changes that are likely to occur.
This clearly requires that they know much more than just current prices.
They must know the process whereby prices are formed, and form forecasts
of the evolution of the various factors (at any rate, the moreimportant of
them) that bear upon price determination. Hayek’s informational minimal-
ism is then substantially breached. A second possibility isthat described
by Keynes (1936), (esp. chapter 12): agents are so much in thedark on the
future that, although they are sure that some (unspecified) change will oc-
cur, they fall back upon the convention of assuming that tomorrow’s prices
will equal today’s. This enables them to form a conventionalassessment
of the profitability of producing various commodities, using current price
information alone; but the cost of this approach (from the standpoint of a
defender of the efficiency of the market) is the recognition that those ex
ante assessments will be regularly and perhaps substantially wrong.

Prices do convey objective information about the social costs of pro-
duction, through the noise of their fluctuations the signal of value shines
through. Because of this they may well function as a regulator of produc-
tion. Divergences of prices above or below values could serve to attract
or repel labour resources into and from branches of production. It is one
thing to recognize that this is possible, another to assess its importance in
regulating the economy. Posted prices are not the only telecoms system the
economy has. Actual orders for commodities are another. Firms set prices
and then get orders which are specified in quantities. If a business manager
paid attention only to the prices she sold things at and ignored the quan-
tities being ordered, the firm would not survive long. Apriori one can not
say whether the price system or the quantity system is more significant in
regulating the economy.

One has to know how flexible firms actually are in adjusting their prices
in response to sales and then to compare this with how often they adjust
their actions in response to changes in orders. Consider a supermarket, how
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many price adjustments does it make in a day compared to the number of
new quantitative orders it places with its warehouse?

Or consider a TV factory: how often does the factory respond to orders
with a change in price as compared to how often it responds by adjusting
the current level of production?

Consider a design engineer deciding what components to use in a new
Set Top Box for digital TV. Should the engineer base their choice solely
on component price, or should they take into account information such as
availability, what stocks held by suppliers, the existenceof second sources?

The relative importance of the price channel and the quantity channel in
inter-firm communication is an open question. One could answer it either by
empirical studies of business practice or by multi-agent simulations similar
to those described earlier in the book, but which had been extended to incor-
porate input/output tables coding the flows between industries. Given such
a model one could vary the rules used by firms to respond to orders between
variants in which the firms responded primarily to quantity signals and ones
in which the firms responded primarily to price signals. Initial investiga-
tions by one of the authors seem to indicate that are more reliant upon price
signaling can be subject to catastrophic instabilities. Fluctuations in deliv-
eries can lead to key industries collapsing and the whole economy shutting
down.

13.1.1 Information loss

Hayek is certainly right to say that prices involve an economy of informa-
tion, since the process by which a price is formed is entropy reducing. If we
consider an input/output table like Table 7.2, we see that itis a square ma-
trix. A full input output table of an economy withn products would contain
n2 numbers. But the prices of these products can be encoded in a vector of
only n distinct numbers. Let us assume that the entropy of interconnection
of an economyHI is encoded in the input/output table, then the entropy of
the price vectorHP grows according to the law

HP≈
√

HI

We will see later that this treatment somewhat overestimates the entropy
of interconnection, but it is clear that there is a very substantial information
reduction going on here.
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How then can such a reduced information structure function to regulate
the economy?

How can it work if it allows “individual producers to watch merely the
movement of a few pointers”?

We will leave aside for now the relative importance of the price and
quantity channels in economic information flows, and concentrate on how
a single vector of prices might act as a regulator for a complex matrix of
inter-sector flows. There seem to be two basic reasons why it could work:

(1) The universality of human labour means that it is possible to associate
with each commodity a single scalar number - price - which indirectly
represents the amount of labour that was used to make it. Deviations
of relative prices from relative values can then allow labour to move
from where it is less socially necessary to where it is more necessary.
But this is only possible because all economic activity comes down
in the end to human activity. Were that not the case, a single indica-
tor would not be sufficient to regulate the consumption of inputs that
were fundamentally of different dimensions. It is only because the
dimension of all inputs is ultimately labour - direct or indirect that
prices can regulate activity.

(2) Another answer lies in the computational tractability of systems of
linear equations.

Consider the method that we gave in Chapter 7.3.1 for computing
the labour values of commodities from an input output table.We
made an initial estimate of the value of each commodity and then
used the I/O table to make successively more precise estimates. What
we have here is an iterative functional system where we repeatedly
apply a function to the value vector to arrive at a new value vector.
Because the mapping is what is termed a contractive affine transform
the functional system has an attractor to which it converges. For a
discussion of such systems see Barnsley (1988), in particular Chapter
3.. This attractor is the system of labour values. The systemmust
constitute a contractive transform because any viable economy must
have a net surplus product in its basic sector. Hence an initial error
in the estimate of the value of an input commodity is spread over a
larger quantity of the commodity on output and thus after an iteration
the percentage error must decline.
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The process that we described algorithmically in Chapter 7.3.1 is what
happens in a distributed manner in a real economy as prices are being
formed. Firms add up wage costs and costs of other commodity in-
puts, add a mark-up and set their prices accordingly. This distributed
algorithm, which is nowadays carried out by a combination ofpeople
and company computers, is structurally similar to that we described.
It too, constitutes a contractive affine transform which converges on a
price vector. Empirical evidence indicates that the price vector that it
converges on lies somewhere in-between the vector of labourvalues
and the vector of Sraffian prices. The exact attractor is not relevant at
this point, what is relevant is that the iterative functional system has a
stable attractor.

It has this because the process of economic production can bewell
approximated by a piecewise contractive linear transform on price or
value space. Were it the case that production processes werestrongly
non linear such that the output of say corn were a polynomial like:

Cout = aCin +bC2
in +dC3

in +dL+eL2 + f L3 +gI +hI2

with C representing corn,L labour andI iron, then the iterative func-
tional system would be highly unstable, and the evolution ofthe entire
price system would be completely chaotic and unpredictable. Prices
would then be useless as a guide to economic activity. For theinsta-
bility of such systems see Becker and Dorfler (1989) or Baker and
Gollub (1990).

Neither of the two factors above are specific to a market economy. Labour
is the key universal resource in any society prior to full robotisation. By the
full version of the Church-Turing thesis if a problem coud besolved by a
distributed collection human computers, then it can be solved by a Universal
Computer. If it is tractable for a distributed collection ofhumans it is also
algorithmically tractable when calculated by the computers of a socialist
planning agency. The very factors which make the price system relatively
stable and useful are the factors which make socialist economomic calcula-
tion tractable. Computing the labour value of each product is tractable, as
argued in Digression 7.2, hence labour values could be used as a basis for
pricing in a planned economy - transmitting basically the same information
as is transmitted in prices.
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Having argued that the centralized processing of much economic infor-
mation is tractable, we now consider its desirability. Wheneconomic calcu-
lation is viewed as a computational process, the advantagesof calculation
on a distributed or decentralized basis are far from evident; the question
hinges on how a multiplicity of facts about production possibilities in dif-
ferent branches of the economy interrelate. The interrelation of facts is,
partially, an image in the field of information of the real interrelation of
the branches of the economy. The outputs of one activity act as inputs for
another: this is thereal interdependence. In addition, there arepotential
interactions where different branches of production function as alternative
users of inputs.

It is important to distinguish the two types of interaction.The first repre-
sents real flows of material and is a static property of a snapshot of the econ-
omy. The second, the variation in potential uses for goods, is not a property
of the real economy but of the phase space of possible economies. The latter
is part of the economic problem insofar as this is consideredto be a search
for optimal points within this phase space. According to neo-classical eco-
nomic theory, the evolution of a real market economy—the real interdepen-
dencies between branches—provides the search procedure bywhich these
optima are sought. The economy describes a trajectory through its phase
space. This trajectory is the product of the trajectories ofall of the individ-
ual economic agents, with these individual agents decidingupon their next
position on the basis of the information they get from the price system.

Following up on Hayek’s metaphor of the price system as telecoms sys-
tem or machinery for registering changes, the market economy as a whole
acts as a single processor4. A single processor, because at any one point in
time it can be characterized by a single state vector that defines its position
in the phase space of the economic problem. Moreover, this processor op-
erates with a very slow cycle time, since the transmission ofinformation is
bounded by the rate of change of prices. To produce an alteration in prices,
there must be a change in the real movement of goods (we are abstracting

4If we take neo-classical theory in its own terms the processor would have to be an ana-
logue processor, since the maths of neo-classical theory iscast in terms of real variables.
According to Velupillai (2003) this fundamentally undermines many of its conclusions.
However, as we have argued previously, analogue computation with real numbers is, for
physical reasons a fantasy. Moreover all economic transactions are done in integer quanti-
ties of money.
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here from the small number of highly specialized futures markets). Thus the
speed of information transmission is tied to the speed with which real goods
can be moved or new production facilities brought on line. Insum, a market
economy performs a single-threaded search through its state space, with a
relatively slow set of adjustments to its position, the speed of adjustments
being determined by how fast the real economy can move.

Contrast this now with what can potentially be done if the relevant
facts can be concentrated, not in one place—that would be impossible—but
within a small volume of space. If the information is gathered into one or
more computing machines, these can search the possible state space without
any change in the real economy.

Here the question of whether to concentrate the informationis very rele-
vant. It is a basic property of the universe that no portion ofit can affect an-
other in less time than it takes for light to propagate between them. Suppose
one had all the relevant information spread around a networkof computers
across the country. Assume any one of these could send a message to any
other. Suppose that this network was now instructed to simulatepossible
states of the economy in order to search for optima. The evolution from one
simulated state to another could proceed as fast as the computers could ex-
change information regarding their own current state. Given that electronic
signals between them travel at the speed of light this will befar faster than
a real economy can evolve.

But the speed of evolution will be much faster still if we bring all of the
computers into close proximity to one another. Massively parallel comput-
ers attempt to place all the processors within a small volume, thereby allow-
ing signals moving at the speed of light to propagate around the machine
in a few nanoseconds, compared to the hundredths of a second required for
telecoms networks. Hence, in general, if one wishes to solvea problem fast,
the information required should be placed in the smallest possible volume.

It may be objected that the sheer scale of the economic problem is such
that although conceivable in principle, such computationswould be unre-
alisable in practice (Hayek (1955);5 see also Nove (1983)). Given modern
computer technology this is far from the case as we show in section 13.3.

5The specific reference here is to p. 43, and more particularlyto note 37 on pp. 212–
213, ofThe Counter-Revolution of Science. In the note, Hayek appeals to the judgment of
Pareto and Cournot, that the solution of a system of equations representing the conditions
of general equilibrium would be practically infeasible. This is perhaps worth emphasizing
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However neo-classical economists and the Austrian school have a very dif-
ferent concept of equilibrium from us. Our concept is of statistical equi-
librium as discussed in section 6.1.2. Statistical equilibrium is not a point
in phase space, but a region defined by certain macroscopic variables, such
that there is a large set of microscopic conditions that are compatible with
it. The concept of equilibrium with which Hayek was familiarwas that of a
mechanical equilibrium, a unique position in phase space atwhich all forces
acting on the economy come into balance. Arrow and Debreu (1954) sup-
posedly established the existence of this sort of equilibria for competitive
economies, but as Velupillai (2003) showed, their proof rested on theorems
that are only valid in non-constructive mathematics.

Why does it matter whether Arrow used constructive or non-constructive
mathematics?

Because only constructive mathematics has an algorithmic implementa-
tion and is guaranteed to be effectively computable. But even if

(1) a mechanical economic equilibrium can be proven to exist,
(2) it can be shown that there is an effective procedure by which this can

be determined : i.e., the equilibrium is in principle computable,
there is still the question of its computation tractability. What complexity
order governs the computation process that arrives at the solution?

Suppose that an equilibrium exists, but that all algorithmsto search for
it are NP-hard, that is, the algorithms may have a running time that is ex-
ponential in the size of the problem. This is just what has been shown by
Deng and Huang (2006). Their result might at first seem to support Hayek’s
contention that the problem of rational economic planning is computation-
ally intractable. In Hayek’s day, the notion of NP-hardnesshad not been
invented, but he would seem to have been retrospectively vindicated. Prob-
lems with a computational cost that grows asOen soon become astronomi-
cally difficult to solve.

We mean astronomical in a literal sense. One can readily specify an
NP-hard problem that involves searching more possibilities than there are
atoms in the universe before arriving at a definite answer. Such problems,
although in principle finite, are beyond any practical solution.

But this knife cuts with two edges. On the one hand it shows that no
planning computer could solve the neo-classical problem ofeconomic equi-

in view of the tendency of Hayek’s modern supporters to play down the computational
issue.
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librium. On the other it shows that no collection of millionsof individuals
interacting via the market could solve it either. In neo-classical economics,
the number of constraints on the equilibrium will be proportional, among
other things, to the number of economic actorsn. The computational re-
source constituted by the actors will be proportional ton but the cost of the
computation will grow asen. Computational resources grow linearly, com-
putational costs grow exponentially. This means that a market economy
could never have sufficient computational resources to find its own mechan-
ical equilibrium.

It follows that the problem of finding the neo-classical equilibrium is
a mirage. No planning system could discover it, but nor couldthe mar-
ket. The neo-classical problem of equilibrium misrepresents what capitalist
economies actually do and also sets an impossible goal for socialist plan-
ning.

If you dispense with the notion of mechanical equilibrium and replace
it with statistical equilibrium one arrives at a problem that is much more
tractable. The simulations described in Chapter 6 show thata market econ-
omy can rapidly converge on this sort of equilibrium. But as we have ar-
gued above, this is because regulation by the law of value is computation-
ally tractable. This same tractability can be exploited in asocialist planning
system. Economic planning does not have to solve the impossible problem
of neo-classical equilibrium, it merely has to apply the lawof value more
efficiently.

13.1.2 Prices, efficiency and ‘know how’

It is one of the progressive features of capitalism that the process of com-
petition forces some degree of convergence upon least-costmethods of pro-
duction (even if the cost in question is monetary cost of production, which
reflects social cost in a partial and distorted manner). Hayek reminds us,
and rightly so, that this convergence may in fact be far from complete.
Firms producing the same commodity (and perhaps even using the same
basic technology) may co-exist for extended periods despite having quite
divergent costs of production. If the law of one price applies to the products
in question, the less efficient producers will make lower profits and/or pay
lower wages.

The question arises whether convergence on best practice could be en-
forced more effectively in a planned system. This may be the case. If all
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workers are paid at a uniform rate for work done, it will be impossible for in-
efficient producers to mask their inefficiency by paying low wages. Indeed,
with the sort of labour-time accounting system advocated elsewhere (Cot-
trell and Cockshott (1989), (1993)), differentials in productive efficiency
will be immediately apparent. Not only that, but there should be a broader
range of mechanisms for eliminating differentials once they are spotted. A
private firm may realize that a competitor is producing at lower cost, but
short of industrial espionage may have no way of finding out how this is
achieved. Convergence of efficiency, if it is attained at all, may have to wait
until the less efficient producer is driven out of business and its market share
usurped by more efficient rivals. In the context of a planned system, on the
other hand, some of the managers or technical experts from the more effi-
cient enterprises might, for instance, be seconded as consultants to the less
efficient enterprises. One can also imagine—in the absence of commercial
secrecy—economy-wide wikipedia on which the people concerned with op-
erating particular technologies, or producing particularproducts, share their
tips and tricks for maximizing efficiency.

13.2 INFORMATION FLOWS UNDER MARKET AND PLAN

One of Hayek’s most fundamental arguments is that the efficient function-
ing of an economy involves making use of a great deal of distributed in-
formation, and that the task of centralizing this information is practically
impossible.

In what follows we attempt to put this argument to a quantitative test. We
compare the information transmission costs implicit in a market system and
a planned system, and examine how the respective costs grow as a function
of the scale of the economy. Communications cost is a measureof work
done to centralize or disseminate economic information: wewill use the
conceptual apparatus of algorithmic information theory (Chaitin (1999)) to
measure this cost.

Our strategy is first to consider the dynamic problem of how fast, and
with what communications overhead, an economy can stabilize. We will
demonstrate that this can be done faster and at less communications cost by
the planned system. We consider initially the dynamics of convergence on
a fixed target, since the control system with the faster impulse response will
also be faster at tracking a moving target.
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Consider an economyE = [A,c, r,w] with n producers each producing
distinct products using technology matrixA, with a well defined vector of
final consumption expenditurec that is independent of the prices of then
products, an exogenously given wage ratew and a compatible rate of profit
r. Then there exists a possible Sraffian solutione = [U,p] whereU is the
commodity flow matrix andp a price vector. We will assume, as is the case
in commercial arithmetic, that all quantities are expressed to some finite
precision rather than being real numbers. How much information is required
to specify this solution?

The argument that follows is relatively insensitive to the exact way we
have specified the starting condition from which a solution is to be sought.
This is because we consider convergence in information space. Recall that
we have in Section 12.1.1 expressed scepticism about the existence of a
given rate of profitr as assumed in Sraffian theory. We are not concerned
with showing that a capitalist economy does converge towards a solution,
that can be left to the neo-classical and neo-ricardian economists. Whether
or not such a convergence tendency actually exists, let us concede that it
does for the sake of the current argument.

Assuming that we have some efficient binary encoding method and that
I(s) is a measure in bits of the information content of the data structures
using this method, then the solution can be specified byI(e), or, since the
solution is in a sense given in the starting conditions, it can be specified by
I(E)+ I(ps) whereps is a program to solve an arbitrary system of Sraffian
equations. In general we haveI(e)≤ I(E)+ I(ps). In the following we will
assume thatI(e) is specified byI(E)+ I(ps).

Let I(x|y) be the conditional or relative information (Chaitin (1987)) of
x giveny. The conditional information associated with any arbitrary config-
uration of the economy,k = [Uk,pk], may then be expressed relative to the
solution,e, asI(k|e). If k is in the neighbourhood ofewe should expect that
I(k|e)≤ I(k). For instance, suppose that we can deriveUk from A and an
intensity vectoruk which specifies the rate at which each industry operates
then

I(k|e)≤ I(uk)+ I(pk)+ I(pu)

wherepu is a program to computeUk from someA and someuk. SinceUk is
a matrix anduk a vector, each of scalen, we can assume thatI(Uk) > I(uk).
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As the converges on a solution the conditional information required to
specify it will shrink, sinceuk starts to approximate toue.6 Intuitively we
only have to supply the difference vector between the two, and this will
require less and less information to encode, the smaller thedistance between
uk andue. A similar argument applies to the two price vectorspk andpe. If
we assume that the system follows a dynamic law that causes itto converge
towards a solution then we should have the relationI(kt+1|e) < I(kt |e).

Now construct a model of the amount of information that has tobe trans-
mitted between the producers of a market economy in order to move it to-
wards a solution. Make the simplifying assumptions that allproduction
process take one time step to operate, and that the whole process evolves
synchronously. Assume the process starts just after production has finished,
with the economy in some random non-equilibrium state. Further assume
that each firm starts out with a given selling price for its product. Each firm
i carries out the following procedure.

(1) It writes to all its suppliers asking them their current prices.

(2) It replies to all price requests that it gets, quoting itscurrent pricepi .

(3) It opens and reads all price quotes from its suppliers.

(4) It estimates its current per-unit cost of production.

(5) It calculates the anticipated profitability of production.

(6) If this is abover it increases its target production rateui by some fraction. If
profitability is belowr a proportionate reduction is made.

(7) It now calculates how much of each inputj is required to sustain that pro-
duction.

(8) It sends off to each of its suppliersj, an order for amountUi j of their product.

(9) It opens all orders that it has received and

(a) totals them up.

6Note that this information measure of the distance from equilibrium, based on a sum
of logarithms, differs from a simple Euclidean measure, based on a sum of squares. The
information measure is more sensitive to a multiplicity of small errors than to one large
error. Because of the equivalence between information and entropy it also measures the
conditional entropy of the system.
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(b) If the total is greater than the available product it scales down each
order proportionately to ensure that what it can supply is fairly dis-
tributed among its customers.

(c) It dispatches the (partially) filled orders to its customers.

(d) If it has no remaining stocks it increases its selling price by some in-
creasing function of the level of excess orders, while if it has stocks left
over it reduces its price by some increasing function of the remaining
stock.

(10) It receives all deliveries of inputs and determines at what scale it can actually
proceed with production.

(11) It commences production for the next period.

Experience with computer models of this type of system indicates that if
the readiness of producers to change prices is too great, thesystem could be
grossly unstable. We will assume that the price changes are sufficiently
small to ensure that only damped oscillations occur. The condition for
movement towards solution is then that over a sufficiently large ensemble
of pointsk in phase space, the mean effect of an iteration of the above pro-
cedure is to decrease the mean error for each economic variable by some
factor 0≤ g < 1. Under such circumstances, while the convergence time
in vector space will clearly follow a logarithmic law—to converge by a fac-
tor of D in in vector space will take time of order log1

g
(D)—in information

space the convergence time will belinear because of the logarithmic nature
of information measures. Thus if at timet the distance from equilibrium is
I(kt|e), convergence to within a distanceε will take a take a time of order

I(kt|e)− ε
δ log(1

g)

whereδ is a constant related to the number of economic variables that alter
by a mean factor ofg each step. The convergence time in information space,
for smallε, will thus approximate to a linear function ofI(k|e) which we can
write as∆I(k|e).

We are now in a position to express the communications costs of reduc-
ing the conditional entropy of the economy to some levelε. Communication
takes place at steps 1, 2, 8 and 9c of the procedure. How many messages
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does each supplier have to send, and how much information must they con-
tain?

Letters through the mail contain much redundant pro-forma information:
we will assume that this is eliminated and the messages reduced to their bare
essentials. The whole of the pro forma will be treated as a single symbol in
a limited alphabet of message types. A request for a quote would thus be the
pair [R,H] whereR is a symbol indicating that the message is a quotation
request, andH the home address of the requester. A quote would be the
pair [Q,P] with Q indicating the message is a quote andP being the price.
An order would similarly be represented by[O,Ui j ], and with each delivery
would go a dispatch note[N,Ui j ] indicating the actual amount delivered,
whereUi j ≤Ui j .

If we assume that each ofn firms has on averagem suppliers, the num-
ber of messages of each type per iteration of the procedure will be nm.
Since we have an alphabet of message types(R,Q,O,N) with cardinality
4, these symbols can be encoded in 2 bits each. We will furtherassume
that (H,P,Ui j ,Ui j ) can each be encoded in binary numbers ofb bits. We
thus obtain an expression for the communications cost of an iteration of
4nm(b+ 2). Taking into account the number of iterations, the cost of ap-
proaching the equilibrium will be 4nm(b+2)∆I(k|e).

Let us now contrast this with what would be required in a planned econ-
omy. Here the procedure involves two distinct procedures, that followed by
the (state-owned) firm and that followed by the planning bureau. The model
of socialist economy we are describing is roughly that givenin Lange (1938)
or Cottrell and Cockshott (1992). The firms do the following:

(1) In the first time period:

(a) They send to the planners a message listing their address, their techni-
cal input coefficients and their current output stocks.

(b) They receive instructions from the planners about how much of each
of their output is to be sent to each of their users.

(c) They send the goods with appropriate dispatch notes to their users.

(d) They receive goods inward, read the dispatch notes and calculate their
new production level.

(e) They commence production.

(2) They then repeatedly perform the same sequence replacing step 1a with:
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(a) They send to the planners a message giving their current output stocks.

The planning bureau performs the complementary procedure:

(1) In the first period:

(a) They read the details of stocks and technical coefficients from all of
their producers.

(b) They compute the equilibrium pointe from technical coeffients and
the final demand.

(c) They compute a turnpike path (Dorfman et al. (1958)) fromthe current
output structure to the equilibrium output structure.

(d) They send out for firms to make deliveries consistent withmoving
along that path.

(2) In the second and subsequent periods:

(a) They read messages giving the extent to which output targets have
been met.

(b) They compute a turnpike path from the current output structure to the
equilibrium output structure.

(c) They send out for firms to make deliveries consistent withmoving
along that path.

We assume that with computer technology the steps b and c can be under-
taken in a time that is small relative to the production period (see below
section 13.3).

Comparing the respective information flows, it is clear thatthe num-
ber of orders and dispatch notes sent per iteration is invariant between the
two modes of organization of production. The only difference is that in
the planned case the orders come from the center whereas in the market
they come from the customers. These messages will again account for a
communications load of 2nm(b+ 2). The difference is that in the planned
system there is no exchange of price information. Instead, on the first it-
eration there is a transmission of information about stocksand technical
coefficients. Since any coefficient takes two numbers to specify, the com-
munications load per firm will be:(1+2m)b. Forn firms this approximates
to thenm(b+2) that was required to communicate the price data.
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The difference comes on subsequent iterations, where, assuming no tech-
nical change, there is no need to update the planners’ recordof the technol-
ogy matrix. Oni−1 subsequent iterations, the planning system has there-
fore to exchange only about half as much information as the market sys-
tem. Furthermore, since the planned economy moves on a turnpike path to
equilibrium, its convergence time will be less than that of the market econ-
omy. The consequent communications cost is 2nm(b+2)(2+(i−1)) where
i < ∆I(k|e).

The consequence is that, contrary to Hayek’s claims, the amount of in-
formation that would have to be transmitted in a planned system is sub-
stantially lower than for a market system. The centralized gathering of in-
formation is less onerous than the commercial correspondence required by
the market. Hayek’s error comes from focusing on the price channel to
the exclusion of the quantity channel. In addition, the convergence time
of the market system is slower. The implication of faster convergence for
adaptation to changing rather than stable conditions of production and con-
sumption are obvious.

In addition, it should be noted that in our model for the market, we
have ignored any information that has to be sent around the system in order
to make payments. In practice, with the sending of invoices,cheques, re-
ceipts, clearing of cheques etc., the information flow in themarket system
is likely to be several times as high as our estimates. The higher commu-
nications overheads of market economies are reflected in thenumbers of
office workers they employ, which in turn leaves its mark on the architec-
ture of cities—as witnessed by the skylines of Moscow and NewYork in the
1980s.

13.3 THE ARGUMENT FROM DYNAMICS

Does Hayek’s concentration on the dynamic aspect of prices,price as a
means of dynamically transmitting information, make any sense?

In one way it does. In section 8.1 we showed that the information content
of a price in the UK was less than 14 bits. If we consider todaysprice of a
cup of coffee as an example, then yesterday’s price was probably the same.
If the price changes only once a year, then for 364 days the only information
that it conveys is that the price has not changed. The information content of
this,− log2

364
365, is about 0.0039 of a bit. Then when the price does change
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its information content is− log2
1

365 + b whereb is the number of bits to
encode the price increase. For a reasonable value of the increase, say 10
pence, the whole amounts to some 12 bits. So on the day the price changes,
it conveys some 3000 times as much information as it did everyother day
of the year.

So it is almost certainly true that most of the information ina price
series is encoded in the price changes. From the standpoint of someone
observing and reacting to prices, the changes are all important. But this is a
viewpoint internal to the dynamics of the market system. Onehas to ask if
the information thus conveyed has a more general import. Theprice changes
experienced by a firm in a market economy can arise from many different
causes, but we have to consider which of these represent information that is
independent of the social form of production.

We can divide the changes into those that are direct results of events
external to the price system, and those which are internal tothe system.
The discovery of new oil reserves or an increase in the birth rate would
directly impinge upon the price of oil or of baby clothes. These represent
changes in the needs or production capabilities of society,and any system
of economic regulation should have means of responding to them. On the
other side, we must count a fall in the price of acrylic feed stocks and a fall
in the price of acrylic sweaters, among the second- and third-order internally
generated changes consequent upon a fall in oil prices. In the same category
would go the rise in house prices that follows an expansion ofcredit, any
fluctuation in share prices, or the general fall in prices that marks the onset
of a recession. These are all changes generated by the internal dynamics of
a market system, and as such irrelevant to the considerationof non-market
economies.

Hayek is of course right that the planning problem is greatlysimplified if
there are no changes, but it does not follow from this that allthe changes of a
market economy are potential problems for a planned one. If we assume that
the economy retains some form of market for consumer goods asproposed
by Lange to provide information on final requirements then the process of
deriving a balanced plan is tractable.

Let us take a very simple example, an economy with 4 types of goods
which we will call bread, corn, coal and iron. In order to minecoal, both
iron and coal are used as inputs. To make bread we need corn forthe flour
and coal to bake it. To grow the corn, iron tools and seed corn are required.
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Table 13.1: Convergence of gross production on that required for the final
net product

iron coal corn bread labour
0 20000 0 1000 0 Net output

2000 24500 1500 1000 61000 1st estimate gross usage
2580 29400 1650 1000 129500
3102 31540 1665 1000 157300
3342 33012 1666 1000 174310
.. .. .. .. .. hidden steps
3708 34895 1667 1000 196510
3708 34895 1667 1000 196515
3708 34896 1667 1000 196517 20th estimate gross usage

The making of iron itself demands coal and more iron implements. We can
describe this as a set of four processes:

1 ton iron ← 0.05 ton iron + 2 ton coal + 20 days labour
1 ton coal ← 0.2 ton coal + 0.1 ton iron + 3 days labour
1 ton corn ← 0.1 ton corn + 0.02 ton iron + 10 days labour
1 ton bread ← 1.5 ton corn * 0.5 ton coal + 1 days labour

Assume, following Lange (1938), that the planning authorities have a
current estimate of consumer demand for final outputs. The planners start
with the required net output. This is shown on the first line ofTable 13.1.
We assume that 20000 tons of coal and 1000 tons of bread are theconsumer
goods required.

They estimate how much iron, corn, coal, and labour would be directly
consumed in producing the final output: 2000 tons of iron, 1500 tons of
corn and 4500 additional tons of coal.

They add the intermediate inputs to the net output to get a first estimate
of the gross usage of goods. Since this estimate involved producing more
iron, coal and corn than they had at first allowed for, they repeat the calcu-
lation to get a second estimate of the gross usage of goods.

Each time they repeat the process they get different total requirement
of iron, coal corn and labour, as shown in Table 13.1. Does this confirm
the claims of Hayek that the equations necessary for socialist planning are
unsolveable?
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No, it does not. The answers differ each time round, but the differences
between sucessive answers get smaller and smaller. Eventually, after 20 at-
tempts in this example, the planners get a consistent result: if the population
is to consume 20000 tons of coal and 1000 tons of bread, then the gross out-
put of iron must be 3708 tons, coal must be 34896 tons and that that of corn
1667 tons.

Is it feasible to scale this up to the number of goods producedin a real
economy?

Whilst the calculations would be impossibly tedious to do byhand, they
are readily automated. Table 13.1 was produced by running the computer
algorithm given in Appendix D. If detailed planning is to be feasible, we
need to know:

(1) How many types of goods an economy produces.
(2) How many types of inputs are used to produce each output.
(3) How fast a computer program running the algorithm would be for the

scale of data provided in (1) and (2).

Table 13.2 illustrates the effect of running the planning algorithm on a cheap
personal computer of 2004 vintage. We determined the calculation time for
economies whose number of industries ranged from one thousand to one
million. Two different assumptions were tested for the way in which the
mean number of inputs used to make a good depends on the complexity of
the economy.

It is clear that the number of direct inputs used to manufacture each
product is only a tiny fraction of the range of goods producedin an economy.
It is also plausible that as industrial complexity develops, the mean number
of inputs used to produce each output will also grow, but moreslowly. In
the first part of Table 13.2 it is assumed that the mean number of inputs (M)
grows as the square root of the number of final outputs (N). In the second
part of the table the growth ofM is assumed to follow a logarithmic law.

It can be seen that calculation times are modest even for verybig eco-
nomic models. The apparently daunting million equation foe, yields grace-
fully to the modest home computer. The limiting factor in theexperiments
is computer memory. The largest model tested required 1.5 Gigabytes of
memory. Since the usable data space of a P4 processor is at most 2 Giga-
bytes larger models would have required a more advanced 64-bit computer.

The experiment went up to 1 million products. The number of industrial
products in the Soviet economy was estimated by Nove (1983) to be around
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Table 13.2: Timings for applying the planning algorithm in Appendix D to
model economies of different sizes. Timings were performedon a 3 Ghz
Intel Zeon running Linux, with 2 GB of memory.

Industries Mean Inputs CPU Time Memory Requirement
N M seconds bytes

Law M =
√

N
1,000 30 0.1 150KB

10,000 100 3.8 5MB
40,000 200 33.8 64MB

160,000 400 77.1 512MB
320,000 600 166.0 1.5G

Law M ≈ logN
1,000 30 0.1 150KB

10,000 40 1.6 2.4MB
100,000 50 5.8 40MB

1,000,000 60 68.2 480MB

of 10 million. Nove believed this number was so huge as to ruleout any
possibility of constructing a balanced disagregated plan.This may well
have been true with the computer technology available in the1970s, but the
situation is now quite different. A single PC could compute adisaggregated
plan for a smallish ecoomy like Sweden in a couple of minutes.

Suppose we want to plan a continental scale economy. It mighthave
10 million products. Let us assume that the average number ofinputs re-
quired to produce each output is, a very large, 2000. On the basis Table 13.2
this would require a computer with 80 Gigabytes of memory: Euro 6000 at
2006 prices. processor. Using a single 2006 vintage 64-bit processor the
computation would take of the order of an hour.

The algorithm we have presented is for a single processor, but the prob-
lem lends itself well to parallelisation. A Beowulf clusterof PCs, cost-
ing perhaps Euro 40,000 could probably cut the compute time to under 10
minutes. More sophisticated algorithms capable of allocating fixed capital
stocks have comparable complexities and running times.7

The compute time required is sufficiently short for a planning author-
ity, should it so wish, to be able to perform the operation on adaily basis.

7Cockshott (1990), Cottrell and Cockshott (1992)
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In performing this calculation the planners arrive at the various scales of
production that the market economy would operate at were it able to attain
equilibrium. Faced with an exogenous change, the planners can compute the
new equilibrium position and issue directives to production units to move di-
rectly to it. This direct move will involve the physical movement of goods,
laying of foundations, fitting out of buildings etc, and willtherefore take
some considerable time.

We now have two times, the time ofcalculationand the time ofphysical
adjustment. If we assume that the calculation is performed with an itera-
tive algorithm, we find that in practice it will converge acceptably within a
dozen iterations. Since each of these iterations would takea few minutes
on a supercomputer the overall time would probably be under an hour. In
a market economy, even making the most favourable assumptions about its
ability to adjust stably to equilibrium, the individual iterations will take a
time proportional to the physical adjustment time. The overall relaxation
period would be around a dozen times as long as that in the planned system
( assuming a dozen convergence steps).

13.4 THE ECONOMICS OFINFORMATION

NOTE: this may not be in the right place yet.

This book is about the role—or rather, the multiple roles—played by in-
formation in the economy. Starting from some seminal articles published in
the 1970s, a field of economics called the “Economics of Information” has
come to increasing prominence. This field was brought to public attention
in 2001, when George Akerlof, Michael Spence and Joseph Stiglitz were
awarded won the Nobel Prize in Economics “for their analysesof markets
with asymmetric information”.8 The question arises: What is the relation-
ship between our work and the Economics of Information?

The short answer is that the concerns of our book and the work that
was recognized by the 2001 Nobel are largely quite distinct,although there
is a degree of overlap on certain points. We’ll explain this by reference
to a survey article on the Economics of Information by one of the Nobel
laureates (Stiglitz, 2000). We select three main themes from Stiglitz’s article
for comment:

8http://nobelprize.org/economics/laureates/2001/publ ic.html
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• The critique of standard neoclassical economics from the standpoint
of information.
• The concept of information as a “special commodity”.
• The principal–agent problem.

On the first point, neoclassical economics has long assumed “perfect
information” in constructing its analyses of the working ofa market econ-
omy, up to and including what is generally regarding as the most sophis-
ticated variant of this analysis, namely the general equilibrium theory of
Kenneth Arrow and Gerard Debreu (Debreu, 1959). Practitioners of neo-
classical economics have, of course, known that the perfectinformation as-
sumption was unrealistic, literally false. But it was possible to believe that
this assumption—which greatly simplifies the analysis—yielded a good ap-
proximation to the results of a more realistic treatment. Ifthe competitive
market system could be shown to achieve Pareto-optimal results under per-
fect information (see Digression 13.1), it was reasonable to suppose that it
would get “close” to such optimal results when information falls a bit short
of perfection.

One contribution of Stiglitz and others working in the same tradition
has been to show that the hunch that “slight” imperfection ofinformation
will make only a small difference to market outcomes is wrong: even small
departures from perfect information can make a substantialdifference. In
some instances, one can show that, as a theoretical matter, thereis no com-
petitive equilibrium under imperfect information. In other cases, a compet-
itive equilibrium may exist, but be far from Pareto optimality.

This is an important finding, but it does not relate very closely to argu-
ment made in this book.

The second theme mentioned above was the idea of informationas a spe-
cial commodity, “fundamentally different” from other commodities (Stiglitz,
2000, p. 1448). The statements Stiglitz makes on this point strike us as valid
up to a point, but not rigorously thought out (and not foundedon the scien-
tific concept of information as outlined in previous chapters of this book).

For example, Stiglitz says that the “consumption” of information is “non-
rivalrous”, and that information “possesses many of the properties of a pub-
lic good” (p. 1448). These terms of art mean that my making useof a piece
of information does not in any way diminish your ability to make use of the
same piece of information. (Compare the way in which my eating a piece of
cake makes it unavailable to you—consumption of cake is “rivalrous”.) At
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Digression 13.1Pareto optimality
Pareto optimality (named after the Italian economist and political scientist
Vilfredo Pareto (1848–1923)) is a concept much employed in neoclassical
economics. It gives a precise (but limited) content to the idea of an “opti-
mal” allocation of resources. Suppose the resources of a particular economy
are allocated in some definite way: so much labour and so much capital are
allocated to each firm, and hence each industry; the economy as a whole
is producing definite quantities of each commodity; and eachperson is re-
ceiving some definite income. Now we ask: Is is possible to reallocate re-
sources (e.g. take some labour away from this or that industry and give it to
another) in such as way that at least one person is better off after the change
and nobody is any worse off? If the answer is No, the original allocation
was Pareto-optimal; if the answer is Yes, we were not at a Pareto optimum.
There is a intuitive sense in which, if an economy is not at a Pareto optimum,
it has some “slack”; and conversely if it’s at a Pareto optimum, all the slack
is taken up. Arguments of the sort made by Arrow and Debreu show that,
under certain assumptions (including perfect information), the equilibrium
state of a competitive market system will be a Pareto optimum.
The Pareto concept is limited in the following sense. We might want to ar-
gue that a state of the economy in which resources are allocated relatively
equally across people is, other things equal, “better” thana state in which
resources are allocated very unequally. This judgment falls outside of the
scope of Pareto optimality: if moving from the unequal stateto the more
equal one makesanyoneworse off—if it even slightly dents the privileges
of the super-rich—it is not a “Pareto improvement”. Or in other words, a
particular state of the economy may be Pareto optimal, yet quite undesire-
able on grounds of economic justice or equality.

one level this is obviously true, and quite problematic for the efficiency of
the capitalist economic mechanism. You have a piece of software on your
computer. I can make a copy of that software at negligible cost, and use the
copy without hurting you. So why shouldn’t I make the free copy? But if
it’s proprietary software, and if I want to stay on the right side of the law, I
may have to pay hundreds of pounds for the privilege of getting a copy that
costs virtually nothing.

If we delve a little deeper, however, we see that this aspect of infor-
mation in the modern economy is not actually an inherent feature of in-
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formation as such. Rather, it is an outcome of a particular stage of in-
formation technology. Think of medieval monks laboriously copying the
gospels or the writings of Aristotle. The prized information was embodied
in manuscripts whose use was indeed “rivalrous” (a manuscript held in one
monastery was not available to others) and which could be duplicated only
at considerable cost in labour time. With printing, mattersbecome a lot
easier but the marginal cost of a printed book is still non-negligible (paper,
ink, binding and so on). The present situation, where we havecome to think
of information as something that can be shared at close to zero cost, is a
specific outcome of a complex of technologies supporting thedigitization
of information (so that copies are perfect), the cheap storage of informa-
tion on magnetic media such as computer hard disks, and the cheap transfer
of information via fibre optic cable across computer networks or via laser
(burning CDs).

In the same context—the uniqueness of information as a commodity—
Stiglitz writes

A piece of information cannot be purchased like a chair. An individual
can look at a chair and ascertain its properties before purchasing it.
But if the seller of information tells the information that he wishes to
sell to the buyer (before he has bought it), there is no reasonthat the
individual will pay for it.

There are two points to be made here. First, Stiglitz’s chairis at one end
of the spectrum, in terms of what the prospective purchaser can ascertain
before buying. One can not only look at a chair, but sit in it, and arrive at an
informed estimate of all its relevant properties. A little further on, Stiglitz
says it’s “not only that the market for information is markedly different from
the market for apples or oranges or chairs. . . ”. Not so fast. If not apples
and oranges, then melons, avocados and packaged meals are rather different
from the chair in this regard. One can smell the melon, gentlysqueeze the
avocado, and read the list of ingredients of the packaged meal, but after buy-
ing these things one may still find the melon tasteless, the avocado brown
and stringy inside, and the packaged meal unpalatable.

Second, the difficulty with regard to buying information is overstated.
How much information are we talking about? Stiglitz’s pointhas full force
only if a single bit of information is at issue. Is the King dead? Will a
general election be called this month? To give a preview of this information
is to give the information away. But the consumer doesn’tneeda preview
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in the one-bit case: if I’m looking for a yes/no answer to a question, then
presumably I’m well aware of the significance of the answer and well able
to judge how much it’s worth to me. On the other hand, consumers generally
buy information in bulk, not by the bit, and in that case it’s easy—in fact,
routine—to give them some sort of preview or sample of the information on
offer: a demo version of a piece of software; time-limited access to a subset
of census data; a snippet of a movie or song.

FIXME need to write a segue to the P–A problem

A “principal” is a person or organization wanting to get sometask ac-
complished: a homeowner who wants to get a house sold, a capitalist who
wants a business run at a profit, a local authority seeking to have a school
run efficiently. An “agent” is a person or organization hired, or otherwise
contracted, to accomplish the given task on the principal’sbehalf: a real es-
tate agent to sell the house, a manager to run the business. Itis in the nature
of this set-up that the agent will have more information thanthe principal
about the possible means of accomplishing the task in hand and the trade-
offs involved. In itself this is not a problem: the principalengages an agent
precisely because she doesn’t want to, or doesn’t have time to, concern her-
self with the all the details of the job. But a problem arises if the agent has
distinct interests, not fully congruent with those of the principal. For exam-
ple, the real estate agent, whose commission is a relativelysmall percentage
of the selling price, may favour a quick sale where the homeowner would
prefer to hold out for a better price. The manager may prefer to increase the
sales (and hence the size) of the business rather than maximizing its profits.
In general, we may have a situation where the agent makes certain decisions
on the basis of the information at his disposal, while if the principal had that
same information, she would find different decisions more consonant with
her interests. The structure of the situation is such that the agent may have
an interest in withholding information from the principal,or even falsifying
information passed to the principal, so as to leave open the opportunity of
pursuing his own interests.

The principal is faced with the problem of designing the contract with
the agent in such a way as to minimize the divergence of interest, or in
other words, to make it worthwhile for the agent to act more orless as the
principal herself would act if she took on the task herself. For a simple
example, consider the real estate agent again. Suppose the agent were paid
a flat fee on the sale of the house. Then he’d clearly have an incentive to
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sell the house as quickly as possible, which would in generalbe against
the homeowner’s interest. Paying a percentage commission in this case is a
means of bringing the agent’s calculations more in line withthe principal’s
interest (but not perfectly so). Besides the payment scheme(and hence the
incentives faced by the agent), amonitoringmechanism may play a role
here.
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CHAPTER14

THE BIG PICTURE, ECONOMIC TRAJECTORIES IN

BRITAIN AND CHINA

Using the model developed in section?? and the analysis of demographic
constraints in section 12.4 we can now look at the likely future trajectory
of the world economy. We will look at this in terms of the interaction of
Britain and China.

Figure 14.1: The evolution of accumulation as a share of profit over a cen-
tury in the UK: Michaelson et al. (1995).
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Figure 14.2: The evolution of organic composition of capital, the value rate
of profit and accumulation as share of profit in the UK 1855..1970: Michael-
son et al. (1995).

14.1 BRITAIN

Although history does not repeat exactly in different countries one can see
in British history the effects that followed from the demographic transi-
tion. The migration from country to town was effectively complete 100
years ago. As the proletarian population became more stableand hereditary,
trades union organisation spread, strikes disputes becamemore common. It
became harder for employers to expand their workforce at theold level of
wages. This process was already underway in the ’Belle Epoche’ just be-
fore the first world war, a period that saw the rapid spread of general trades
unions. Earlier unions had be craft based, organising skilled labour. It now
proved possible to organise unions among the the bulk of the working class,
not just an aristocracy of skilled artisans.

We have shown how the dynamic interaction of industrial capital and
the banks polarises capital and precipitates out a class of rentiers. By the
late Victorian era this process was well underway. A capitalist class whose
grandfathers had been the pioneering cotton masters or ironmasters of the
industrial revolution had been transformed into a rentier class. Where fru-
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Digression 14.1Capital Exports
What does it mean to say that a country is a capital exporter?
In part the notion of capital export is simply a conceptual confusion. It is
play on words associating the notion of export of goods with something else
- the acquisition of capital assets in an other country. In certain circum-
stances capital ’exports’ and exports of goods coincide. Consider Japan in
the 1980s or ’90s. It ran a large trade surplus exporting carsand electronic
goods to the USA. The dollar surpluses built up by Japanese firms allowed
them to invest in factories in the USA and buy up US companies -Sony
buying into Hollywood for example.
The trade surplus Japan runs with the USA is part of the surplus value pro-
duced by Japanese workers - value they produce but do not consume as part
of their real wage. The productive assets aquired by Japanese firms in the
USA are the capitalisation of this export surplus.
Late Victorian Britain is often refered to as another capital exporter. But
unlike Japan a century later, it ran an almost continuous trade deficit, in-
dicating that it was a net consumer of surplus value. Despitethis British
rentiers continued to build up their overseas portfolios. Britains trade deficit
was financed by the repatriation of profits on these portfolios. In order for
their portfolios to grow, it was enough merely to refrain from repatriating
the entirety of the profit. The flow imperial of profit in and outof the City
of London made the reflux look like ’capital export’ even though it was just
a reinvestment of surplus produced abroad.

gality and accumulation had once been their watchwords, they now increas-
ingly aped the lifestyles of their former political enemies, the landed aris-
tocracy. Fortunes were spent constructing stately homes inthe country and
on employing retinues of domestic servants. With so much going on lux-
ury consumption less was left for investment. The late Victorian rate of
investment was low. Typically, less than 15% of profit was reinvested in
new plant and equipment within the UK ( see Figure 14.1). Another factor
offsetting domestic accumulation was overseas investmentin the empire or
semi-colonial countries like Argentine. British rentierswere indifferent as
to where their investments occured so 15% underestimates their total capital
accumulation.

Empire provided Britain’s rentiers with a way to sidestep the demo-
graphic transition in the home country. New populations were brought into



364Chapter 14. The Big Picture, economic trajectories in Britain and China

the cash economy as described in Digression 10.1. The Queen’s African
subjects could be exploited even more ruthlessly than thoseat home. By
investing overseas rather than at home, the organic composition of capital
in Britain (see Figure 14.2) was kept down. This prevented the main mech-
anism that Marx had forseen as bring down the rate of profit. Empire also
allowed a more intensive exploitation of the domestic working class even
while living standards rose.

Canada, Australia, New Zealand and Argentine provided cheap grain,
meat, butter, and wool. West Africa provided edible oils, cacao and kola.
The replacement of less productive British agriculture by Empire suppliers
cut the number of hours of labour needed to produce the weeklygroceries
of the average working class family. As a result a wage sufficient to main-
tain the same, or even an enhanced living standard represented fewer hours
labour. In 1875, the wage that the average worker got for a 10 hour day was
able to purchase the product of 4 hours 40 minutes of labour. By 1910, the
wage for 10 hours would purchase the product of only 4 hours and 5 min-
utes labour. The difference of 35 mins labour per day had beentransfered
to property income.

As a consequence of Empire, late Victorian and Edwardian profitability
remained high through the British demographic transition.These economic
gains came at a huge social and political cost. From the 1890sthere was
increasing rivalry between the main industrial powers of Europe : Britain,
France and Germany. This was not a simple trade rivalry, but arivalry over
the control of African colonies. The ensuing arms race culminated in the
catastrophe of the Great War.

Britania emerged victorious from the war. Her two main historical rivals
Russia and Germany were abased, their military and economicpower in
ruins. George V was still on his throne as King Emperor whilsthis fellows
William and Nicholas lost their thrones or lives. But the prosperity of the
pre-war period had vanished. As Keynes (1920) described theextent to
which the war had disrupted the network of trade on which thatprosperity
had rested, and predicted the dire consequences of excessive reparations on
the defeated powers.

The post war period saw an intense struggle between financialand in-
dustrial interests in Britain. The rentier interest had been weakened by the
loss of overseas assets to fund the war. They were keen to restore their inter-
national position revaluing the pound. During the war the pound had been
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Figure 14.3: Index of real wages in the UK 1874..1974. Year 1900 wage
rate taken as 100 : Michaelson et al. (1995).

devalued and convertibility to gold suspended. The rentierinterest, person-
ified in Montague Norman, head of the Bank of England were determined
that the gold standard be restored. We have argued earlier that money was
an irreducibly political institution, an outgrowth of the state’s commuting
labour taxes to symbolic taxes in coin. The metallist schoolof economists
stressed instead the need for money to be backed by gold or silver. This the-
oretical doctrine disguised a real economic constituency -that of creditors
in general and banks in particular. We have argued that the rate of interest
depends on the ratio of bank liabilities to monetary reserves. If reserves of
state money are constrained to grow slowly relative to totalbank deposits,
then interest rates will be high, a larger share of total profits will be appro-
priated by banks and rentiers. If the state issues money morerapidly, bank
reserves increase and interest rates fall.

By the 1844 Bank Act, the Bank of England had been prohibited from
issuing notes faster than the growth of its gold reserves. The commercial
banks held Bank of England notes and deposits as their own reserves. Thus
the Bank Act indirectly limited the total reserves of the banking system.
This tended to hold interest rates higher than they would otherwise have
been. During the war, the Bank Act had been suspended, and Sterling ceased
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to be convertible to gold at the Bank. The economics and politics of the
inter-war period were dominated by the struggle over the gold standard.
The attempt by Churchill to restore the link to gold, led inevitably 1 both
to recession and to hightened class conflict. The General Strike of 1926
followed as a direct consequence.

If the value of the pound was raised, prices had to be reduced.If indus-
trial capital was to remain profitable in the face of high interest rates and
falling prices, then wages had to be cut. The miners struck toresist these
wage cuts. The TUC called a General Strike in solidarity. When the timid
TUC backed down in the face of Churchill’s opposition, and the miners
eventually lost, there was a big shift in the share of national income going
as profit. Between 1924 and 1930 the rate of surplus value rosefrom 113%
to 145%. Deflation and high interest rates combined to crush accumulation
( see Figure 14.1).

The British rentier interest met a nemesis in the German National So-
cialism to whose birth its punative reparations had contributed. An even
longer and costlier war ushered in the end of Empire. 1945 sawthe election
of a socialist government commited to Indian independence and a strongly
progressive system of taxation. A large share of private overseas holdings
had been requisitioned by the state during the war to finance imports from
the USA. In consequence it was no longer possible for the country to cover a
trade deficit by the repatriated profits on overseas holdings. State economic
policy was directed at restoring industrial production above all else, the in-
terests of the City of London came much lower down the list of priorities
than in the past. The deliberate devaluation of the Pound against the Dollar,
a more rapid growth of the state monetary base, and a deliberate policy of
stimulating industrial investment transformed the development of the econ-
omy. As Figure 14.1 shows, the rate of accumulation accelerated to previ-
ously unseen levels. For some 30 years from 1945 the state hada deliberate
policy of maintaining full employment, attempting to stimulate demand and
investment whenever unemployment threatened to rise. We can view labour,
industrial capital, and the rentier interests as three vectors pulling in differ-
ent directions, as shown in Figure 14.4. During the 1950s and1960s the
combined effects of labour and industrial capital predominated. Even a con-
servative leader like Macmillan was, due to his background in the industrial
North, and his memories of the depression, more sympatheticto the indus-

1As Keynes (1925) showed.
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Figure 14.4: The political and economic forces acting in Britain at different
points in time.

trial/labour axis than that of finance. Conservative and Labour governments
continued to impose exchange controls limiting the outflow of capital.

Given that there were no significant reserves of agricultural population
left - aside from marginal migration from Ireland, the rapidaccumulation
of capital combined with a much slower growth of the working population
created social conditions that favoured the working class.Trades unions
became much stronger and were able to gain consistent increases in real
wages. Figure 14.3 shows how the rapid increase in wages during these
30 years was unlike anything that had gone before. If we compare Figures
14.3 and 14.1 we see that the rise in real wages almost exactlyfollowed the
rise in accumulation rates. Rapid accumulation increased the demand for
labour and also raised labour productivity a combination highly favourable
to militant trades unionism. It also raised the capital labour ratio which, by
the Marxian law of declining profits, caused the profit rate toplummet ( see
Figure 14.2).

In Britain, the effects of demographic transition were delayed by half a
century during which Empire and imperial wars held back domestic capital
accumulation. When these brakes were removed, the law of thefalling rate
of profit re-asserted itself.
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Figure 14.5: The trajectory of the rate of surplus value through and after the
social crisis of the 1970s : Michaelson et al. (1995).

The falling rate of profit had, by the late 1970s, caused a general eco-
nomic and social crisis. The bankruptcy of large sections ofindustry meant
that major companies ( Rolls Royce, British Leyland, the steel and ship-
building industries) had to be nationalised to keep production going. By
1973, capital accumulation stood at more than 400% of current profits. Prof-
its were so low that accumulation relied heavily on state funded investment
and on borrowing at what were, due to inflation, effectively negative inter-
est rates. The capitalist system of production had reached its internal limits
and Britain was sleepwalking towards a socialist economy. The old model
of capital accumulation funded by rentiers via the stock market had ceased
to operate. A politically directed process of accumulationfunded out of
taxation was replacing it.

This was a real historical example of the process we examinedtheoret-
ically in Figure 12.5. It is the end point of capitalist development once the
growth in the working population stagnates.

Of course we know that Britain today is quite different. The election of
a conservative government in 1979 ushered in a determined attempt by the
propertied interest to reverse this process. Monetary policies that had been
discredited since the 1930s were reintroduced. Interest rates rose steeply
and large sections of industry went bankrupt. Unemploymentwas now wel-
comed to weaken the power of labour. Anti Trades Union laws further
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reduced the bargaining position of workers. The combined effect was to
increase the rate of surplus value, reduce the organic composition of capi-
tal and increase the rate of profit (Figure 14.5). The question is, why did
these policies suceed in shifting the balance of social and political forces in
British society?

There are several key reasons:

(1) The global labour supply.

(2) The discovery of oil in the North Sea.

(3) Liberalisation of international capital movements.

Global Labour Supply Whilst labour supply had reached its limits in
Britain, and similar demographic transitions were taking place in the other
major economies of Western Europe, the same was not true of Asia. East
Asia had huge reserves of labour. But these reserves were noteffectively
employable by European firms. Up until about 1980, China was completely
off limits to Western investment. South East Asia was unattractive for in-
vestment because of the wars that had lasted from the Japanese invasion to
the end of the 1970s. Communist insurgencies in Malaysia lasted down to
the end of the 1950s, conflict between Britain and Indonesia lasted down to
the late 1960s. South Korea and Japan although capitalist, were hostile to
European investment. Only the remaining Imperial Colony ofHong Kong
was open.

The 1980s saw huge changes. The Chinese government became pro-
capitalist. The wars in South East Asia ended. It at last became possible to
shift manufacturing from Britain, and later from other European countries
to the East.

North Sea Oil In the period from 1945 to the 1980s, Britain had a constant
struggle to maintain a positive balance of payments in international trade.
Governments had to pay keen attention to fostering industrial production,
as export industries were essential. The discovery of domestic supplies of
oil transformed the balance of payments. The government could look with
relative equanimity on the decline of key industries. Theirexports were no
longer needed.

Oil fueled trade surpluses allowed the City of London to onceagain
build up its overseas investments. It began to have much moreinfluence in
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shaping economic policy. The City also had indirect controlover part of
the oil surpluses of Gulf producers, who, lacking a sophisticated financial
infrastructure of their own, deposited funds in London.

Capital Movements City lobbying led to the scrapping of UK exchange
controls. From the ’80s British governments launched an international diplo-
matic campaign to get other countries to follow suit. Capital became free to
move to the new labour reserves.

Under these circumstances, industry and the industrial working class
became effectively surplus to requirements. The City financial institutions
on the other hand became even more important and influential than in the
heyday of Empire.

14.2 CHINA

The big story about the current world system is the entry of China and India
as fully fledged capitalist economies. In these countries wesee the same sort
of rapid exponential growth that astonished continental observers of Britain
in the early 19th century. These are economies undergoing a teenage growth
spurt. They are economies currently free from the demographic constraint.

Suppose we have a ’typical’ firm in China. Let us suppose that the firm
makes a 10% profit on turnover. Suppose half of the profit is consumed by
the owner and the other half retained for internal investment. Then ideally
the firm should be able to grow at 5% a year. The capitalist sector of the
economy can show sustained growth rates of this order for a few decades.
As the typical firm grows, it takes on more staff, buys additional stocks of
raw materials and purchases larger premises. Let us supposethat the number
of workers it employs grows in line with its turnover at 5%. Now if some-
thing grows at 5% a year, it doubles in size roughly every 14 years. Suppose
that in 1990 there were 200 million people employed in such Chinese firms.
By 2004 it would have grown to 400 million.

Clearly even in the most populous country in the world this kind of
growth rate could not continue much longer. Such rapid growth in em-
ployment depends upon the existence of a surplus populationdrawn in from
agriculture. Historically peasant populations have had the relatively high
birthrate necessary for survival in the face of severe infant mortality. The
first phases of modernisation in China, under the Communist government
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Table 14.1: Growth in Chinese life expectancy over 50 years

Year 1955 1960 1970 1980 1990 2000 2005
Life expectancy at birth 40.8 44.6 59.6 65.3 67.1 69.7 71.0

Table 14.2: China’s population by age groups, 1950 - 2050

1950 1995 2010 2025 2050
Total 556.7 1,226.7 1,380.5 1,488.1 1,484.4
0 - 4 76.2 103.7 92.7 86.3 78.1
5 - 19 165.0 319.6 290.4 278.1 245.6
20 - 49 228.4 594.7 665.0 597.9 529.7
50 + 87.1 208.8 332.4 525.8 631.0

Future years derived from United Nations Population Projection, 1998
Revision, Medium Variant (million)

of Mao were accompanied by public health measures : the provision of
’barefoot doctors’, innoculation campaigns, measures to restrict inset pests,
provision of clean water supplies. These produced massive improvements
in infant survival rates and increased life expectancies (see Table 14.1).

This created an enormous surplus population that could potentially be
drawn into industrial employment (see Table 14.2). Under the Mao gov-
ernment the policy had been to use this surplus labour in comunally owned
rural agro/industrial complexes: the so called ’Peoples Communes’. These
were run on socialist rather than capitalist lines, with members being paid
in ’work points’ for labour performed, rather than money.

Under subsequent governments the communes were dissolved and there
was large scale migration to the cities and absorbtion of thesurplus popu-
lation into an expanding capitalist sectors. As people moveinto cites and
become wage workers instead of peasants there are changes inthe family
structure. The family is no longer a unit of production that for whom chil-
dren are additional labour. Industrial society demands that children go to
school and be financially supported by their parents. After ageneration
or so working-class families end up being smaller, the population growth



372Chapter 14. The Big Picture, economic trajectories in Britain and China

0

20

40

60

80

100

1950 1960 1970 1980 1990 2000 2010 2020 2030 2040 2050

Figure 14.6: Growth of the non rural percentage of the
Chinese working population. Figures after 2001 are pro-
jections using a logistic curve. Original data from:
http://www.eco.rug.nl/˜maddison/chinabook/chap3 tables/table3.17.pdf.

1960 1970 1980 1990

6

7

8

9

10

11

Capital

Labour

Figure 14.7: Growth labour force and capital stock in China on a log scale.
Note that the growth slope of the capital stock is higher thanthat of the
labour force. Derived from Li (2003).
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slows down and migration to the cities becomes less significant. Table 14.2
and Figure 14.6 shows how this process is developing in China. The demo-
graphic transition there has been accelerated by the one-child family pol-
icy, but earlier capitalist countries went through an analogous demographic
transition. Notice how in China the most economically active section of the
population will peak within the next decade. Migration to the towns will
continue well into the middle of the century, but it should benoted that the
degree of urbanisation of a country is just a proxy for its degree of proletar-
ianisation. A portion of the rural population in China is employed in village
enterprises as described for instance by Pan and Park (1998). In 2002 of the
489 million people economically active in rural areas 132 million worked in
village enterprises. These enterprises are successors to the industrial parts
of the communes and are still collectively owned. This portion of the rural
population is not available to the capitalist economy, so Figure 14.6 under-
states the degree to which the labour reserve has been used up. In 2002
some 324 million Chinese were still farmers some 50% of the workforce by
2004 this had dropped to 47%. If the shift from agriculture toindustry con-
tinues at this rate, and the economically peaks by 2025, thenlatent reserves
of labour in China will be substantially exhausted in the next 20 years.

The long term rate of profit in an economy is determined by the relative
rates of growth of the labour supply and the capital stock. Figures for capital
stock are not given in the China Statistical Yearbook, but they can be infered
from published data on investment. Li (2003) has estimated time series for
the relative growth of capital stock and the labour force in China up to 1998.
Figure 14.7 plots his data on a log scale to show the comparative rates of
growth of the two variables. It can be seen that the trend rateof growth of
capital stock was higher than that for the labour supply2.

Year Capital Per Worker
in 1978 Yuan

1958 1350
1978 3537
1998 12537

2Li’s data gives what Marx called the ’mass of capital’ employed per worker since it
measures capital in constant 1978 prices. This rise in the mass of capital need not imply
a rise in the organic composition of capital, since the amount of capital invested as wages
may have gone up comparably.
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Since 1998 the rate of capital formation has accelerated. In1998 37% of
GDP was going as capital investment, by 2004 that had fisen to 44%. In the
first four months of 2006, investment was 1800 Billion Yuan against a total
value of industrial output of 2461 Billion Yuan for the same period. Thus
investment comprised an extraordinary 73% of industrial output. The rate of
growth of industrial out put was 17%. This is a remarkable rate of growth of
output by any measure, but a declining return on capital is evident. In 2004
capital formation was had grown by a factor of 10.1 over 15 years, national
income had grown by a factor of 8.2. Higher rates of investment were not
brining proportionate growth in the value of output. By 2006, to maintain
that annual growth rate of 17% in output, capital investmentwas having to
grow at an annual rate of 30%. China’s rate of capital formation can not
go much higher. China’s rapid growth incidentally verifies Kalecki’s thesis
that investment is self financing. As the rate of investment has risen so too
have the profits necessary to fund it. The role of foreign capital and of state
appropriations as sources of funds has shrunk.

As the Chinese economy exhausts its supplies of peasant labour, the
widespread but relatively isolated labour militancy of today can be expected
to coalese into a powerful trades union movement. Real wageshave been
rising fast already, and this will continue. The very rapid high share of
profits being accumulated will depress the proportional rate of return on
capital. The profitability margin attracting capital from Europe to China
will then become less marked. Faced with declining rates of return at home
Chinese firms will look abroad for investment opportunitiesin the comming
decade. The Chinese purchase of IBMs PC division, and of the remains of
the UK car industry are early harbingers. China’s trade surpluses mean that
it is already in a position to be a substantial capital exporter. The process
that occured with Britain in the 1880s or Japan from the 1980sonwards as
these countries labour reserves were used up, shows us what to expect.

The critical difference between successive capital exporters is in their
sizes. Japan was bigger than Britain, China is an order of magnitude larger
than Japan. When it tries to become a major capital exporter the remain-
ing underdeveloped parts of the world able to absorb that capital will be
relatively small. China will of course export capital to Africa - probably
comming to dominate it as much as Europe once did. South America too,
will be a destination. As was the case with European imperialism a century
ago, these exports will initially concentrated on the production of the raw
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materials needed to feed Chinese industry. Textiles, garments and toys will
follow.

Since the 1980s the threat of jobs being exported to China hasbeen held
over European and American unions. In the 2020’s Chinese labour unions
would be less intimidated by the threat of jobs moving to Africa. Compared
to Asia, Africa’s labour reserves are modest. The international weakness
of the labour movement since the ’80s has stemmed from a glut of labour
power on the world market. China’s stupendous capital accumulation is
rapidly reversing the balance. Capital not labour will soonbe abundant.
The processes that led to the European social crisis of the 1970s will, half a
century later start to be replicated across Asia. Wages willtend to rise as a
share of national income. The rate of return of capital will fall.

We explained in section?? that a fall in profits relative to interest rates
provokes a polarisation of capital into debtor and creditorfirms. A propor-
tion of firms is pushed towards formal insolvency. If enough do go insol-
vent, there is a big recession.

China is governed by a Communist Party. It is a Communist Party that
allows large scale capitalist development, and one whose leading members
are closely linked to capitalist business. But it is also a Communist Party
that has delivered sustained increases in wages and employment. There has
never been a recession in the years since they abandoned Maoism and turned
to the market. A big recession like the 1930’s in America would be political
dynamite. To prevent it the Chinese central bank will be under pressure to
hold down interest rates.

Japanese experience shows the ultimate limits of such a course. Firms
whose debts would otherwise have led them to collapse, remain trading.
Bad or irrecoverable debts have come to dominate the balancesheets of
Japanese banks. The same will happen in China. The state will, as happened
in Britain, will have to nationalise, or in the Chinese case,re-nationalise,
leading industries.

With wage rates are no longer held down by competition from peasant
migrants, one could see the sort of wage inflation that was common in the
West during the 1970s. Back in the 19th century British wageswere regu-
lated by cyclical recessions. Each recession drove down wages, which then
rose again during the boom period. But this was in a very classdivided
society, one where the working class did not have the vote. With a uni-
versal franchise, severe recessions give opportunites to those who promise
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remedial action. Think of Roosevelt and Hitler. The alternative to recession
is political regulation of wages. Many European economies experimented
with prices and incomes policies during the 1960-70s The state set a maxi-
mum rate of wage increase and some cases regulated the pricesof key con-
sumer goods. The aim was to increase the share of national income going
in profits.

Such incomes policies are highly political. They are only imposed be-
cause of the real economic power of labour. They can only be justified by
appeals to fairness and social solidarity. Profit incomes, which in the case
of unregulated capitalism appear the natural return to riskor enterprise, are
shown up as being inversely related to wages. The distribution relations that
underpin capitalist society are exposed on the surface of politics. This raises
political demands for the taxation or regulation of profit incomes. The only
social justification for profit is its role in funding investment. Where, as in
China today, profits are associated with rapid economic growth and gener-
ally rising incomes, their legitimacy will be at least grudgingly accepted by
the majority. If firms stop investing, and at the same time wages are reg-
ulated by the state, capitalism’s political credit begins to run out. As the
current cycle of global economic development, the cycle that started with
the opening up of China, draws to a close, the capitalist social order will
face economic and political crisis on a global scale. The issue of alternative
ways of regulating the economy, alternatives forgotten since the end of the
USSR will have to be faced.
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PROOFS

Proof of lemma 1.Substituting (6.5) into (6.8) and considering a single sec-
tor gives:

ȧ j = ψγM(b j −a j

L

∑
k=1

lkbk

ckak
) (A.1)

which is coupled with:

ḃ j =−ωN(
a j

l j
− 1

c j
) (A.2)

Settingȧ = ḃ = 0 yields the unique equilibrium point of the system. (A.2)
impliesa j = l i/c j and (A.1) impliesa j = b j as∑L

k=1bk = 1. This solution
is valid and unique for economies with reproduction coefficientη = 1, such
that the equalities∑L

k=1ak = ∑L
k=1bk = ∑L

k=1 lk/ck = 1 = η hold.

Proof of lemma 2.The non-linear sum in (A.1) can be eliminated as fol-
lows. Summing over all sectors:

L

∑
j=1

ȧ j =
L

∑
j=1

[ψγM(b j −a j

L

∑
k=1

lk
ck

bk

ak
)]

but given that

L

∑
j=1

a j = 1 =⇒ ȧ1+ ȧ2 + . . .+ ȧL = 0

then
L

∑
j=1

[ψγM(b j −a j

L

∑
k=1

lk
ck

bk

ak
)] = 0 =⇒ γM

L

∑
j=1

[ψb j −a j

L

∑
k=1

lk
ck

bk

ak
] = 0
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As γM 6= 0 then
L

∑
j=1

ψb j =
L

∑
j=1

a j

L

∑
k=1

lk
ck

bk

ak

Recalling that∑L
j=1a j = 1 and∑L

j=1b j = 1 then

L

∑
j=1

l j

c j

b j

a j
= 1

Substitution into (A.1) yields a linear form of the labour equation:

ȧ j = ψγM(b j −a j) (A.3)

A change of variables,x j = a j − l j
c j

andy j = b j − l j
c j

translates the equilib-

rium point to the origin. Given thaṫx = ȧ andẏ = ḃ the transformed linear
system is:

ẋ = ψγM(y−x)

ẏ =−ωNXl

whereX is theL by L diagonal matrix with(i, i) entry equal toxi and the
(i, j) (i 6= j) entry zero.

Thex j andy j represent production and income errors respectively. Con-
sider the function

V : R
2L→R

V(x1, . . . ,xL,y1, . . . ,yL) =
1

2ψγM

L

∑
j=1

x2
j +

1
2ωN

L

∑
j=1

l jy
2
j

that associates a scalar error measure with each possible state of the simple
commodity system. In fact,V defines an error potential.

Global stability is now deduced by Lyapunov’s direct method(e.g. see
Brauer and Nohel (1989)).V is positive definite asV(0) = 0 andV(x) > 0
for x 6= 0. Hence,V is a Lyapunov function.V is now shown to be strictly
decreasing on all state trajectories:

V∗ =
∂V
∂x1

ẋ1 +
∂V
∂x2

ẋ2 + . . .+
∂V
∂xL

ẋL +
∂V
∂y1

ẏ1 +
∂V
∂y2

ẏ2 + . . .+
∂V
∂yL

ẏL

=
1

ψγM

L

∑
j=1

x j ẋ j +
1

ωN

L

∑
j=1

l jy j ẏ j
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Substituting for ˙xi andẏi gives

V∗ =
L

∑
j=1

x j(y j −x j)−
L

∑
j=1

x jy j

=
L

∑
j=1

x jy j −
L

∑
j=1

x2
j −

L

∑
j=1

x jy j

=−
L

∑
i= j

x2
j

≤ 0

with V∗ = 0 only whenx∗ = 0. In other words, as time progresses the
simple commodity system always follows an error-reducing trajectory that
approaches the origin. By Lyapunov’s Theorem the equilibrium point is
asymptotically stable. Stability properties for linear systems are global.
Therefore the equilibrium point is globally asymptotically stable.

Derivation of equation(6.13). The exchange value is given by

〈ε j〉=
〈p j〉

λ
=

γM
λN

b j

a j
l j =

b j

a j
l j

Rearrange to giveb j = a j〈ε j〉/l j and substitute into equation (A.3):

ȧ j = ψγM(b j −a j)

= a j
(〈ε j〉

l j
−1
)

ψγM
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APPENDIXB

EXPERIMENTAL DETAILS

L 3 4 5 6 7 8 9 10
corr. 1.0 0.99 0.98 0.96 0.98 0.88 0.96 0.96

0.99 1.0 0.99 0.97 0.98 0.97 0.96 0.99
0.98 0.94 0.99 0.99 0.97 0.94 0.96 0.96
0.98 0.99 0.93 0.99 0.95 0.97 0.97 0.91
0.99 0.99 0.99 0.99 0.94 0.91 0.86 0.92
0.96 0.84 0.99 0.93 0.98 0.99 0.95 0.95
1.0 0.95 0.99 0.99 0.96 0.93 0.95 0.98
0.99 0.97 1.0 0.98 0.96 0.94 0.94 0.95
1.0 0.96 0.96 0.95 0.95 0.94 0.93 0.99
1.0 1.0 0.95 0.97 0.95 0.95 0.99 0.93

mean 0.99 0.96 0.98 0.97 0.96 0.94 0.95 0.95

Table B.1: Labour value/market price correlations from random samples of
theSCE, with parameter settingsN:200,L:n (n = 3, . . . ,10), M:500,R:20,
C:2. Each parameter setting is sampled 10 times. Results are rounded to
2 decimal places. The current implementation runs out of memory when
the number of commodities exceeds 10 (and is also prohibitively slow). If
L→ N (i.e. the number of commodities approaches the number of actors)
then the economy is unlikely to sustain production rates andcorrelations
will decrease.

The SCE is defined to have reached a state of statistical equilibrium
when the rate of change (sampled every 1000 time steps) of thelabour
value/market price vector correlation is lower than a smallthreshold. When
this convergence condition is met the simulation continuesfor a further 5000
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382 Chapter B. Experimental details

time steps in order to sample the stationary distributions.(An alternative
convergence condition is to check when the rate of change of entropy of
every commodity price distribution is lower than a small threshold, but this
was not tried). An upper-limit of 200000 time steps is set in case conver-
gence is not achieved within a reasonable time period. In almost every cases
convergence is reached before the upper-limit. Market clearing ruleM1 cy-
cles until there are either no buyers or no sellers for every commodity. With
a large number of actors the clearing loop takes a prohibitively long time,
therefore, in practice, an upper limit of the maximum numberof transac-
tion attempts per actor is set. Once the number of maximum transactions is
reached the actor is neither a buyer nor seller for any commodity. This can
be interpreted as a ‘time limit’ on the market period.



APPENDIXC

COMMODITY AMPLITUDE SPACE

We will now develop the concept of an underlying space, commodity am-
plitude space, which can model commodity exchanges and the formation
of debt. Unlike commodity space itself, this space, is a truevector space
whose evolution can be modeled by the application of linear operators. The
relationship between commodity amplitude space and observed holdings of
commodities by agents is analogous to that between amplitudes and observ-
ables in quantum theory.

Let us consider a system ofn agents andm commodities, and represent
the state of this system at an instance in time by a matrixA, whereai j

represents the amplitude of agenti in commodity j. The actual value of
the holding of commodityj by agenti , we denote byhi j an element of the
holding matrixH. This is related toai j by the equationai j =

√

hi j .

C.1 COMMODITY SALES

Suppose we start off with Table 10.1 as our holding matrix H. We can gen-
erate the matrixA as shown in Table C.1.

Table C.1: Table of money and commodity amplitudes of agentsfollowing
Table 10.1
Agent Coin Casava Kola
State

√
2 0 0

Alande 0
√

6
√

6
Tunde 0

√
2

√
5

Femi
√

7 0 0
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This gives us a matrix pair of the form

A =









√
2 0 0

0
√

6
√

6
0
√

2
√

5√
7 0 0









,H =









2 0 0
0 6 6
0 2 5
7 0 0









(C.1)

Commodity sales have to respect two conservation laws:

(1) The total quantity of a commodity in existence is unchanged by the
act of sale.

(2) The value of each agents holdings of money plus commodities are
unchanged by an act of sale.

After a sale has taken place commodities may appreciate or beconsumed so
that neither of these constraints holds outside the sale itself.

The transfer of 6 kola nuts from Alande to Femi changes the column 3
of theA matrix as follows shown below:









0√
6√
5

0









→









0
0√
5√
6









This implies that the sum of the squares of the amplitudes in the column
remain unchanged at 11 before and after, so a transfer can be regarded as a
unitary rotation of one of the amplitude columns.

At the same time we have payment of 3 coins from Femi to Alande
which can be expressed in coin amplitude space as:









√
2

0
0√
7









→









√
2√
3

0
2









Since the sum of the squares in coin amplitude space remain equal to 9, we
also have a unitary rotation in this space.

The transfer and payment operation affects two rows, those refering to
the asset holdings of Femi and Alande ( rows 2 and 4). Can we represent
this as a unitary rotation as well?
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Since only Alande and Femi’s rows are affected and only the kola and
money columns are involved, we will simplify the argument bylooking at
the 2 by 2 sub matrix of these rows and columns. We have the transform

[

0
√

6√
7 0

]

→
[
√

3 0
2
√

6

]

It is clear that the tranformation is not a unitary rotation on the rows of the
matrix. The length of the first row is

√
6 before the sale and

√
3 afterwords.

But this is because our matrix is in terms of disparate units -kola nuts and
coins. To we need to change the original holdings matrix so that instead of
being denominated in material units it is denominated in money units. If the
price of a kola nut is12 a coin, we must multiply the kola holding column by
a half prior to obtain a value matrixV.

Let us illustrate this with a new and simpler example. We havetwo
columns, column 1 for money, column 2 for kola nuts.

A =

[

1 0
0 2

]

,V =

[

1 0
0 4

]

,H =

[

1 0
0 8

]

Where agent one has 1d of coin and no kola, and agent two has no coin
and 8 kolas worth 4d. We can model the purchase of 2 kolas worth1d by
agent one from agent two by the evolution ofA to:

A2 =

[

0 1
1
√

3

]

which corresponds to final holdings of:

V2 =

[

0 1
1 3

]

,H2 =

[

0 2
1 6

]

Note that the operation on amplitude space is a length preserving ro-
tation on both the rows and the columns. The lengths of the rowzero and
column zero inA2 are 1 the lengths of row and column one is 2 just as it was
for A. This operation can be effected by the application of an appropriate
rotation matrix so thatA2 = M .A. A matrix which produces this particular
set of rotations is:

M =

[

0 1
2

1
√

3
2

]
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This form of amplitude preserving operation is characteristic of a con-
servation law. It enforces a particular form of symetry - that of rotation in
the appropriately defined space.

C.2 PRICE CHANGES

Price movements are equivalent to the application of scaling operations
which can be modeled by the application of diagonal matrices. Thus a 50%
fall in the price of kola in our model would be represented by the application

of the matrix
1 0
0 1√

2
to the current commodity amplitude matrix. Scaling

operations are not length preserving.

MONEY LOANS

Let us look at the original loan from Femi to Tunde as a whole considering
both the Holding and the Debt matrices as merged into a singleWorth matrix
W = [H|D], so that:

W =









2 0 0 0 2 2 2
0 6 6 −2 0 0 0
0 2 5 −2 0 0 0
7 0 0 −2 0 0 0









→ 1W =









2 0 0 0 2 2 2
0 6 6 −2 0 0 0
2 2 5 −2 0 0 −2
5 0 0 −2 0 2 0









Looking only at the last two rows we have the original worth positions
of Femi and Tunde as :

Agent Worth Vector Net Worth
Femi = [7,0,0,−2,0,0,0] 5
Tunde = [0,2,5,−2,0,0,0] 5
Tunde-Femi = [−7,2,5,0,0,0,0] 0

there is no difference between the net worth of the two agents. After the
loan the we have

1Femi = [5,0,0,−2,0,2,0] 5
1Tunde = [2,2,5,−2,0,0,−2] 5
Difference = [−3,2,5,0,0,−2,−2] 0

Again there is no difference between the net worth of the agents.
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Figure C.1: Symetries and exchange relations. An artwork onthe subject of
this chapter, featuring the monetary system introduced by the British colo-
nialists to Nigeria, the Kola nut, and its most famous derivative commodity.
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But if we look at the worth vectors in amplitude space we get a different
picture. We introduce a pair of new columns. One shows the amplitude
vectors and the other shows the norms or lengths of these vectors1.

Agent Worth Vector Net Worth Amplitude Norm
Femi = [7,0,0,−2,0,0,0] 5 [

√
7,0,0, i

√
2,0,0,0]

√
9

Tunde = [0,2,5,−2,0,0,0] 5 [0,
√

2,
√

5, i
√

2,0,0,0]
√

9
Tunde-Femi = [−7,2,5,0,0,0,0] 0 [i

√
7,
√

2,
√

5,0,0,0,0]
√

14
Note that the two agents have amplitude vectors of the same length. This

expresses the fact that they have the same net worth and are inconsequence
an equal distance from the origin, the position where an agent has nothing
of every posssible type of asset. On the other hand, althoughthe difference
in their net worth is zero, the norm of the amplitude of the difference vector
is non-zero. This is because, although they have the same networth, their
asset positions are not identical. They are separated in amplitude space. The
norm of the amplitude of their differences in asset holdingsmeasures how
far away from each other they are.

Now look at the effect of the loan:
1Femi = [5,0,0,−2,0,2,0] 5 [

√
5,0,0, i

√
2,0,
√

2,0]
√

9
1Tunde = [2,2,5,−2,0,0,−2] 5 [

√
2,
√

2,
√

5, i
√

2,0,0, i
√

2]
√

13
Difference = [−3,2,5,0,0,−2,−2] 0 [i

√
3,
√

2,
√

5,0,0, i
√

2, i
√

2]
√

14
Note that when we look at the norms of the agents’ vectors in ampli-

tude space we find that the lengths of the vectors have not beenconserved.
This means that although loans conserve the net asset positions of agents,
they are not unitary rotations in amplitude space in the way that commodity
exchanges are. However the lengths (norms) of the amplitudes of the dif-
ferences in the Worth vectors of Femi and Tunde are preservedby the loan.
But this is because Femi lent money to someone poorer than him.

Suppose the situation at the start had been:

1The norm of a complex vector is the length of the vector computed by the formula

norm(v) =
√

∑
i

v∗i ×vi (C.2)

wherex∗ denotes the complex conjugate ofx, that is, the value resulting from multiplying
the imaginary part ofx by -1. The effect of this is to cancel out any imaginary terms and
yield a real valued result.

Because of the relationship between amplitude vectors and monetary vectors
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Agent Worth Vector Net Worth Amplitude Norm
Femi = [7,0,0,−2,0,0,0] 5 [

√
7,0,0, i

√
2,0,0,0]

√
9

Tunde = [10,2,5,−2,0,0,0] 15 [
√

10,
√

2,
√

5, i
√

2,0,0,0]
√

19
Tunde-Femi = [3,2,5,0,0,0,0] 10 [

√
3,
√

2,
√

5,0,0,0,0]
√

10
A loan of 2 from Femi to Tunde now results in the situation of:

2Femi = [5,0,0,−2,0,2,0] 5 [
√

5,0,0, i
√

2,0,
√

2,0]
√

9
2Tunde = [12,2,5,−2,0,0,−2] 15 [

√
12,
√

2,
√

5, i
√

2,0,0, i
√

2]
√

23
Difference = [7,2,5,0,0,−2,−2] 10 [

√
7,
√

2,
√

5,0,0, i
√

2, i
√

2]
√

18
In this case the norm of Tunde’s vector grows and consequently the dis-

tance vector between Femi and Tunde grows from
√

10 to
√

18. This rep-
resents the creation of net credit that we described in termsof manhattan
distances in section 10.3.2.

Note that Manhattan distance in commodity debt space is related to
norms in amplitude space by the formula

∑ |ci |= (norm(v))2 (C.3)

wherec is a vector in commodity debt space andv is the corresponding
vector in amplitude space.

Purchase on credit

Consider the example of credit purchase in section 10.3.1, starting from
holdings

Agent money kola debts total Manhattan length
0 1d 0d 0 0 1d 1d
1 0d 4d 0 0 4d 4d

totals 1d 4d 5d

agent zero buys 2d of kola from agent one. Since agent zero only has 1d in
money to pay for it, the transaction leaves the following holdings:

Agent money kola debts total Manhattan length
0 0 2d 0 -1d 1d 3d
1 1d 2d 1d 0 4d 4d

totals 1d 4d 5d

We see that

• the totals for both money and kola are conserved,
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• the total assets of each person do not change.
• the Manhattan lengths of the asset vectors were not conserved.

Thus by equation C.3 this implies that credit purchase is a non-unitary op-
erator.

C.3 DEBT REPAYMENT - AN ANNIHILATION PROCESS

Suppose we have an initial situation in worth space with two agents with
mutual debts which are then repaid we can show this as:

W =

[

3 0 −2
2 2 0

]

→ 1W =

[

1 0 0
4 0 0

]

We have a corresponding evolution of vector lengths in manhattan space
as:

[

5
4

]

→
[

1
4

]

It is clear that the Manhattan lengths of the vectors are not conserved,
and that by equation C.3 this implies that debt repayment is anon-unitary
operator.

Note that a sale in cash terms can be temporally decomposed into a sale
on credit and a repayment of debt. The unitary sale operator thus corre-
sponds to paired, individually non-unitary, debt creationand annihilation
operators. When the operators corresponding to sale and purchase are tem-
porally separated, then their non-unitary character creates real economic
effects.
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A SIMPLE PLANNING PROGRAM.

This algorithm performs the planning calculations that arepresented in Chap-
ter 13.3.

program plan ;
type

good =( iron ,coal ,corn ,bread ,labour );
consv =array [good ] of real ;

const
usage: array [good ,1..3] of real =( ( 0.05,2.0,20.0),
( 0.2,0.1,3.0),
( 0.1,0.02,10.0),
( 1.5,0.5,1.0),
( 0,0,0));
inputs: array [good ,1..3] of good =( ( iron ,coal ,labour ),
( coal ,iron ,labour ),
( corn ,iron ,labour ),
( corn ,coal ,labour ),
( corn ,coal ,labour ));
demand :consv =( 0,2e4,0,1e3,0);

var
Let used, previous ∈ consv;

procedure calcstep ; (see Section D.1 )
var

Let l ∈ integer;
begin
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392 Chapter D. A simple planning program.

used← demand ;
previous← 0;
writeln(iron, coal, corn, bread, labour );
write(round(used ));
for l← 1 to 20 do

calcstep;
end .

D.1 CALCSTEP

procedure calcstep ;

This performs one step of the plan balancing by adding up the ingredients
used to make the previous step of the iteration

var
Let i, k ∈ good;
Let j ∈ integer;
Let temp ∈ consv;

begin
temp← 0;
for i← iron to labour do

for j← 1 to 3 do
begin

k← inputsi,j;
tempk← tempk + (used i - previousi) × usagei,j;

end ;
previous← used ;
used← used + temp;
write(round(used ));

end ;



APPENDIXE

PROFITS IN THESA MODEL

.

The SA model provides the opportunity to deduce an analytical form
for the industrial rate-of-profit distribution given additional assumptions on
capital investment. As a step toward this goal an approximation to the firm-
weighted rate-of-profit distribution in the SA model is now derived.

Consider a single firm that trades for a single year and has an average
size ofsemployees during this period. The firm samples the market on aver-
age 12s times during a year. This is a simplification, as during a year, firms
are created and destroyed, and therefore do not necessarilyinteract with the
marketplace over the whole year. The value of each market sample, Mi ,
is a function of the instantaneous money distribution, which is mixture of
exponential and Pareto forms. Assume eachMi is independent and iden-
tically distributed (iid) with meanµm and varianceσ2

m. During a month
the same employee may be repeatedly selected, or not selected, due to the
causal slack introduced by rule1M. Therefore the value generated per em-
ployee per month,Vi , is some functionf of Mi independent of the firm size
s. Simplifying further to avoid detailed consideration of the distribution of
market samples per employee, assume thatf (x) = x+v, wherev is a con-
stant. Hence eachVi is idd with meanµ1 = µm+v and varianceσ2

1 = σ2
m. By

the Central Limit Theorem the sum of the firm’s market samplesin a year,
which constitutes the total revenue,R, can be approximated by a normal
distributionR= ∑Vi ≈ N(µr ,σ2

r ), whereµr = 12sµ1 andσ2
r = 12sσ2

1.

The firm’s total wage bill for the year,W, is the sum of 12(s−1) indi-
vidual wage payments,ωi . Note that the capitalist owner does not receive
wages. Eachωi is iid according to a uniform distribution,ωi ∼U(ωa,ωb),
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with meanµ2 = (ωa + ωb)/2 and varianceσ2
2 = (ωb−ωa)

2/12. By the
Central Limit Theorem the wage bill,W, can be approximated by a nor-
mal distributionW = ∑ωi ≈ N(µw,σ2

w), whereµw = 12(s−1)µ2 andσ2
w =

12(s−1)σ2
2.

Define the ratio of revenue to the wage bill asX = R/W and assume that
R andW are independent.X is the ratio of two normal variates and its pdf
is derived by the transformation method to give:

fX(x | s) =
exp
[

−1
2( µ2

r
σ2

r
+

µ2
w

σ2
w
)
]

4πk3/2
1

(

2σrσw

√

k1+expΛ(x)
√

2π(1+Φ(
√

Λ(x)))(µwσ2
r +xµrσ2

w)
)

(E.1)

where

k1 = σ2
r +x2σ2

w

Λ(x) =
(µwσ2

r +xµrσ2
w)2

2σ2
r σ2

w(σ2
r +x2σ2

w)

Φ(x) =
2√
π

Z x

0
exp−t2

t.

(8) is the pdf of the rate-of-profit conditional on the firm size s. The
unconditional rate-of-profit distribution can be obtainedby considering that
firm sizes are distributed according to a Pareto (power-law)distribution:

fS(s) =
αβα

sα+1

whereα is the shape andβ the location parameter. Firm sizes in the model
range between 1 (a degenerate case of an unemployed worker) to a maxi-
mum possible sizeN. Therefore the truncated Pareto distribution

gS(s) = fS(s | 1 < S≤N) =
f (s)

F(N)−F(1)
=

s−(1+α)α
1−N−α

where

f (s) = F ′(s)
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is formed to ensure that all the probability mass is between 1andN. By the
Theorem of Total Probability the unconditional distribution fX(x) is given
by:

fX(x) =
Z N

2
fX(x | s)gS(s)s. (E.2)

where the range of integration is between 2 andN as firms of size 1 are a
degenerate case that do not report profits. Expression (9) defines thegS(s)
parameter-mix offX(x | S= s). The rate-of-profit variate is therefore com-
posed of a parameter-mix of a ratio of independent normal variates each
conditional on a firm sizes that is distributed according to a power-law.
Writing (9) in full yields:

fX(x) =
Z N

2

exp
[

−6(
sµ2

1
σ2

1
+

(s−1)µ2
2

σ2
2

)
]

2πΘ3/2(x)
(
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√

Θ(x)+
√

6πΨ(x)exp

[

6Ψ2(x)

k2
2Θ(x)

]

(

1+Φ(

√
6Ψ(x)

k2
√

Θ(x)
)

))

s−(1+α)α
1−N−α s. (E.3)

where

k2 =
√

sσ2
1

√

(s−1)σ2
2

Θ(x) = sσ2
1+(s−1)x2σ2

2

Ψ(x) = (s−1)s(µ2σ2
1+xµ1σ2

2)

(10) is the pdf ofX = R/W but the rate-of-profit in the simulation is mea-
sured asP = 100(X−1). The pdf of P is therefore a linear transform of
X:

fP(x) =
1

100
fX(1+

x
100

) (E.4)

(11) defines a distribution with 6 parameters: (i) the mean employee market
sampleµ1, (ii) the variance of the employee market sampleσ2

1, (iii) the mean
wageµ2, (iv) the wage varianceσ2, (v) the Pareto exponent,α, of the firm
size distribution, and (vi) the number of economic actorsN.

(11) is solved numerically to compare the distribution of the theoreti-
cally derived variateP with the profit data generated by the SA model. The
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values of the parameters are measured from the simulation. In this partic-
ular caseµ1 = µm+ v≈ 50+ v, σ2

1 = σ2
m≈ 55000,µ2 ≈ 50, σ2

2 ≈ 533.3,
α≈ 1.04 andN = 1000. The best fit is achieved withv = 25 coins. Figure
12 plots the pdffP(x) with the rate-of-profit frequency histogram of Fig. 11
and shows a reasonable fit between the derived distribution and the data.
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Figure E.1: Theoretical fit to the firm-weighted rate-of-profit distribution.
The solid lines plot the theoretical pdffP(x) scaled by a constant in the fre-
quency axis. The RHS graph plots the function and data in log-log scale and
extends the range of the plot to the super-profit range. All profits in excess
of 10000 are truncated, which accounts for the outlier at themaximum profit
rate.

With some further work the 6-parameter distributionfP(x) could be fit-
ted to empirical rate-of-profit measures and compared against other candi-
date functional forms. Although (11) ignores effects due tocapital invest-
ment the interpretation of the parametersµ1, σ2

1, µ2 andσ2
2 can be extended

to refer to the means and variances of revenue and cost per employee Wright
(2004). A testable consequence of the SA model is the conjecture that the
empirical rate-of-profit distribution will be consistent with a parameter-mix
of a ratio of normal variates with means and variances that depend on a firm
size parameter that is distributed according to a power law.
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