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INTRODUCTION

We live today in what is called an information economy. Thevgh in
all things computer-related is obvious to all. Shares in ganmes making
information processing products—the “new economy”—haserihe stars
of Wall Street, London and Frankfurt. At the same time an @vereasing
proportion of the workforce in advanced economies has maviedjobs
concerned with the handling of information: financial seeg, tele-centres,
advertising and the media.

In the face of this obvious change we want to address some @ass-
tions. What is information? Why is it valuable? What is thiatienship
between money and information?

In answering these questions we draw upon three areas of gtatl
were until recently quite distinct: classical politicalomomy, thermody-
namics and information theory. Classical political ecogdmks the cre-
ation of value to work. Thermodynamics, arising from pragmstudies of
the limits to our ability to perform work, became, with thencept of en-
tropy, a cornerstone of our understanding of the physicadvinformation
theory, originally another pragmatic branch of enginegrivas revealed un-
expected links between information and entropy.

In the process we will show how concepts derived from theynadics
have proven themselves to be amazingly fruitful in confirgrtime hypothe-
ses of the classical economists.

Whilst the four authors of the book share a substantiallylaimperspec-
tive on the topics covered, our agreement is not total, fackvheason we
have chosen to identify authorship of individual chapters.
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CHAPTER1

PROBLEMATIZING LABOUR
Cockshott

1.1 WATT ON WORK

Prior to the eighteenth century, muscles—whether of humbhosses or
oxen—remained the fundamental energy source for productiot co-
incidentally, the concepts of work, power, energy and lalshd not ex-
ist in anything like their modern form. People were, of ceyrgamil-
iar with machinery prior to the modern age. The Archimedeacimmes
and their derivatives—levers, inclined planes, screwgeid) pulleys—had
been around for millennia to amplify or concentrate musceitort. Water-
power had been in use since at least the first century AiBitjally as a
means of grinding grain; during the middle ages it was appicea wide
variety of industrial processes. But water-power, andigieswind-power,
were still special-purpose technologies, not universafgnsources. Lim-
ited by location and specialized use they did not problezeadffort as such.
A note on terminology is in order here. The (admittedly notyvel-
egant) verb ‘to problematize’ derives from the work of thehiisser and
Balibar (1970) who coined the terproblematique(problematic) to refer
to the field of problems or questions that define an area ohsfiecen-
quiry. The term is fairly closely related to Thomas Kuhn'sabf a scientific
‘paradigm?. So, to problematize a domain is to transform it into a sdfient
problem-area, to construct new concepts which permit tisengof precise
scientific questions. In the pre-modern era engineers andsggains would

1See Strand (1979), Ste-Croix (1981)( p. 38).
2Kuhn (1970)

11



12 Chapter 1. Problematizing labour Cockshott

know from experience how many men or horses must be emploggay

pulleys and windlasses, to raise a mast or obelisk. Millersikthat the
grinding capacity of water mills varied with the availablewil in the mill

lade. But there was no systematic equation or measure tie m@lascular
work to water’s work, no scientific problematic of effort. dithad to wait
for James Watt, after whom we name our modern measure of tlity &ip

work.

Watt, the best-known pioneer of steam, did not actuallynbtiee steam
engine, but he improved its efficiency. As Mathematicalrimstent Maker
to the University of Glasgow he was called in to repair a mateam en-
gine used by the department of Natural Philosophy (we woold call it
Physics). The machine was a small scale version of the Neexc@ngine
that was already in widespread use for pumping in mines.

The Newcomen engine was an ‘atmospheric engine’. It had glesin
cylinder, the top half of which was open to the atmospherguié 1.1).
The lower half of the cylinder was connected via two valvea twiler and
a water reservoir. The piston was connected to a rocking kbanother
end of which supported the heavy plunger of a mine pump. Thenge
condition of the engine was with the piston pulled up by thenter-weight
of the pump plunger.

To operate the machine, the boiler valve was opened firagdithe
cylinder with steam. This valve was then closed and the watsgrvoir
valve opened, spraying cold water into the piston. This eosdd the
steam, resulting in a partial vacuum. Atmospheric pressaréhe upper
surface of the piston then drove it down, providing the pesteske. The
two phase cycle could then be repeated to obtain regular gmp

Watt observed that the model engine could only carry out asteokes
before the boiler ran out of steam and it had to rest to ‘cat€Hbieath’.
He ascertained that this was caused by the incoming steanedmtgly
condensing on the walls of the cylinder, still cool from thepous water
spray. His solution was to provide a separate condensengmamtly water
cooled, and intermittently connected to the cylinder by laezanechanism.
The cylinder, meanwhile, was provided with a steam-filleteoyacket to
keep its inner lining above condensation temperature (EigLl). His 1769
patent was for “A New Method of Lessening the Consumptionte&8 and
Fuel in Fire Engines”.
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Figure 1.1: The Newcomen engine built by Smeaton (repradidicanm
Thurston)
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Watt’s later business success was based directly on tmsig#nermal
efficiency. His engines were not sold outright to users, lrreWeased. The
rental paid was equal to one-third the cost of coal savedugirasing a
Watt engine rather than a Newcomen engiriEhis pricing system worked
so long as the Newcomen engine provided a basis for compatsd as
Watt’'s engines became the predominant type, and as they tcabgeused
to power an ever-widening range of machines, some systemtiofyrthe
working capacity of the engines was needed. Watt needechdastiized
scale by which he could rate the power, and thus the rentgl aiodifferent
engines. His standardized measure was of course the harseposers
were charged £5 per horsepower year.

Watt's horse was not a real horse of course, but the absireatia horse,
a standardized horse. The abstraction is multiple: at oncabatraction
from particular horses, an abstraction from the differdet@veen flesh and
blood horses and iron ones, and an abstraction from thecpkntiwork
done. The work done had to be defined in the most abstract tesrtbe
overcoming of resistance in its canonical form, namelyimgisveights. One
horsepower is 550 ft Ib/sec, the ability to raise a load ofriLlkig 15 feet in a
minute.

While few real horses could sustain this kind of work, its mwection to
the task performed by Watt's original engines is clear. Tiears engine
was a direct replacement for horse-operated pumps in temgeof water
from mines. But with the development of mechanisms like Watin and
planet gear, which converted linear to rotary motion, steagines became
a general purpose power source. They could replace watezisvimemills,
drive factory machines by systems of axles and pulleys |patls on tracks.
Engine capacity measured in horsepower abstracted fronotierete work
that was being performed, transforming it allw@rk in general. Horse-
power was the capacity to perform a given amount of work eacbrged. By
defining power as work done per second, work in general wel itsplic-
itly defined. All work was equated to lifting. Work in generabs defined
as the product of resistance overcome, measured in pouridscef by the
distance through which it was overcome.

Mechanical power seemed to hold the prospect of abolishurgam
drudgery and labour. As Matthew Boulton proudly announce&eorge
Il: “Your Majesty, | have at my disposal what the whole worldndands;

3Tann (1981)
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Figure 1.2: Watt’'s steam engine with separate condengamoglaced from
Thurston)
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something which will uplift civilization more than ever bglreving man of
undignified drudgery. | have steam powérTo a world in which human
muscle was a prime mover, this equation of work in the engingesense
with human labour was exact. Work on ships, in mines, at tinedss was
work in the most basic physical sense. Men toiled at win@ia$s raise an-
chors, teams pulled on ropes to set sails and hauled loadeweorbacks to
unload cargo. Children dragged coal in carts from drift rejrieomen car-
ried it up shafts in baskets on their backs. The ‘navigatets built canals
did it with no mechanical aid more sophisticated than theelbsrow (a
combination of lever and wheel, two Archimedean devices).

As horsepower per head of population multiplied, so too ddustrial
productivity. The power of steam was harnessed, first t@ namsights, then
to rotate machinery, then to power water-craft, next tongatand even-
tually, through the mediation of the electricity grid, tska in every shop
and home—while human work shrank as a proportion of the vadak per-
formed. More and more work was done by artificial energy, getrteed for
people to work remained. A steam locomotive might draw a heskdon
train, but it needed a driver to control it. Human work becanoeeasingly
a matter of supervision, control and feeding of machinesusTthe identi-
fication of work with the overcoming of physical resistanoeghe abstract,
and of human labour-power with power in Watt’s sense, coethboth truth
and falsehood. Its truth is shown by the manifest gains flgviiom the
augmentation of human energy. lIts falsity is exposed by éseduum of
human activity that expresses itself in the control, migdand direction of
machinery.

Indeed, the introduction of powered machinery had the etieength-
ening the working day while making work more intense and nesmless.
The cost of powered machinery was such that only men withtanbal
wealth could afford it. Cheap hand-powered spindles anan®could

4Compare Antipater of Thessalonika’s eulogy on the intréidncof the water mill:

Stop grinding, ye women who toil at the mill

Sleep on, though the crowing cocks announce the break of day
Demeter has commanded the water nymphs

to do the work of your hands

Jumping one wheel they turn the axle

Which drives the gears and the heavy millstones
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not compete with steam-powered ones. Domestic spinneramitloom
weavers had to give up their independence and work for theesarf the
new steam powered ‘mules’ and looms. Steam power broughtarease
in leisure for weavers or spinners. The drive to recoup tipgalecost of the
new machinery brought instead longer working hours and-shofk, to a
rhythm dictated by the tireless engine. The fact that thelnmacy was not
owned by those who worked it, meant that it enslaved ratleer liberated.

A patrticular pattern of ownership was the social cause ohimacenforced
wage slavery, but that is only half the story. We may ask wieyrtew ma-
chine economy needed human labour at all. Why did ‘self gttiror as
we would put it now, ‘automatic’—machines not displace hartabour al-
together? A century ago, millions of horses toiled in hasn®sdraw our
loads. Where are they now? A remnant of their former racei\gs\as toys
of the rich; the rest went early to the knackers. Why has alairfate not
befallen human workers? Why has the race of workers not bidled kff,
to leave a leisured rich attended by their machines?

Watt's horsepower killed the horse, but the worker survivetere must
be some real difference between work as defined by Watt, ankl wahe
sense of human labour.

1.2 MARX: THE ARCHITECT AND THE BEE

Karl Marx proposed an argument which seems at first sight tdagyée
essence of what distinguishes human labour from the work afnémal or
a machine, namely purpose.

An immeasurable interval of time separates the state ofyshin
which a man brings his labour-power to the market for sale@sma
modity, from that state at which human labour was still infitst
instinctive stage. We pre-suppose labour in a form whicmptait
as exclusively human. A spider conducts operations tha&nmbke
those of a weaver, and a bee puts to shame many an architée in t
construction of her cells. But what distinguishes the wofstrchi-
tects from the best of bees is this, that the architect r&isestructure
in the imagination before he erects it in reality. At the efficb\ery
labour process we get a result that already existed in thgiiragon
of the labourer at its commencement. He not only effects agihaf
form in the material on which he works, but he also realisesrpgse
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of his own that gives the law to his modus operandi, and to whie
must subordinate his will. (Marx (1954) pp. 177-8)

This suggests that animals, lacking purpose, can be replagena-
chines, but that humans are always required, in the endy&pgirpose to
the machine. We cite Marx’s statement because it articsilateat is prob-
ably a rather widely held view, yet it has several intergsproblems. This
is an issue where it is difficult to go straight for the ‘rightsaver’. It may
be profitable to beat the bushes first, to scare up (and shaot)da@rious
prejudices that can block the road to a scientific understgnd

First, are animals really lacking in purpose? The spider beaso small,
and her brain so tiny, that it seems plausible that blindnostrather than
the conscious prospect of flies, drives her to spin. But itashdful that
the same applies to mammals. The horse at the plough may visaga
in advance the corn he helps to produce, but then he is a dfav¢,to
the purpose of the ploughman. Reduced to a source of mechaower,
overcoming the dumb resistance of the soil, he is readillaoegl by a John
Deere. The same cannot be said of animals in the wild. Doesviiife
stalking its prey not intend to eat it? It plans its approadthwunning.
Who are we to say that the result—fresh caribou meat—did albeddy
exist in the imagination” of the wolf at its commencement? Néwe no
basis other than anthropocentric prejudice on which to denymagination
and foresight.

Turn to Marx’s human example, an architect, and his arguriuaks
even shakier. For do architects ever build things thems@lvEhey may
occasionally build their own homes, but in general what gitveem the sta-
tus of architects is that they don't get their hands dirtyhwahything worse
than India Ink. Architects draw up plans. Builders buildn @liding this
distinction Marx showed an uncharacteristic blindnesddescreality).

An office block, stadium or station has, it is true, some sonproor
existence, but as a plan on paper rather than in the mind difuitgers. If
by collective labour civilized humans can put up structurese complex
than bees, it is because they can read, write and draw. A pMrether on
paper or, as in earlier epochs, scribed on stone—coorditia¢eindividual
efforts of many humans into a collective effort.

For building work then, Marx is partially right, the strucéus raisemn
paperbefore it is raised in stone. But he is wrong in saying thas tuilt
in the imagination first, and in implying that the structusgout up by the
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architect. What is really unique to humans here is, firststhaal division
of labour between the labour of conception by the architetsthe work of
execution by the builders, and second, the existenceatérialized plans
configurations of matter that can control and direct the lalwd groups of
humans.

While insect societies may have a division of labour betweastes’,
for example between worker and soldier termites, they ddhagé a com-
parable division between conception and execution, betviesiers and
followers of orders. Nor do insects have technologies afmeand writing.
They can communicate with each other. Dancing bees dedcribthers
the whereabouts of flowers. Walking ants leave scent trarl$hfeir com-
panions. These messages, like human speech, coordinate.ldke our
tales, they vanish in the telling. But, not restricted tdingl tales, we can
can make records that persist, communicated over spacéaad t

Our tales are richer too. The set of messages that can bessgpren
our languages is exponentially greater than in the langoadpees. Each
works by the sequential combination of symbols—words feruggles for
bees—but we have many more symbols and can understand nmg#r lo
sequences. The number of distinct messages that can be cocated by
a language is proportional 10" wherev is the number of distinct sym-
bols that can be recognized in the language end the maximum mes-
sage length. If bees have a repertoire of six types of wiggles$ can
understand ‘sentences’ of three wiggles in succession ttieyncan send
6% = 216 different messages. A human language with a vocabuf&89aD
words and a maximum sentence length of 20 words could conbeyta
3.486784401 10°° = 348 678 440, 100,000,000,000, 000,000, 000,000,
000,000 000,000, 000,000,000, 000, 000,000,000,000 distinct sentences.
Of course, not all of these would be grammatically corrent a rather
small proportion of those would make any sense, but the nuwbmes-
sages is still astronomically greater than what insectswamage. And we
can keep piling on the sentences until the listener losek.tra

All this leaves open another interpretation of what Marx haday.
True enough, architects may not build theatres themsedyrgsmore than
Hadrian built his waft or Diocletian his baths. But Hadrian caused the walll
to be built and Diocletian’s architect caused the baths tauileto a specific
design. (This use of the word ‘built’ is of course common iasd societies,

SIt was of course the rank and file legionnaires who built th#;wae Davies (1989).
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where real builders get no credit for their creations. Ttadiour contributes
instead to the fame of a ruler or architect.) If the architeeates only a pa-
per version of a theatre, can we say, at any rate, that heesréfas drawing
in his mind before setting it down on paper? This interpretadf Marx’s
story of the architect and the bee seems to make sense shuttttlear that
it's a true description of what an architect actually does.

1.2.1 Emergent buildings

Some individuals, autistic infant prodigies or ‘idiot sat&l, do seem to
have the ability to hold in their minds almost photograpltycdetailed im-

ages of buildings they have seen. Working from memory theyaate to

draw buildings in astonishing and accurate détaBut it is questionable
whether professional architects work this way. Some mayfdowthers the
process of developing a design is intimately tied up witlualty drawing

it. They start with the broad outlines of a design in their dsnAs this is
transferred to paper, they get the contexts within whichntined can work
to elaborate and fill in details. The details were not in thadrprior to

starting work, they emerge through the interaction of mpeh and paper.
Pencils and paper don't just record ideas that exist fultyned, they are
part of a production process that generates ideas in th@fast.

At any one time our consciousness can focus on only a limitedber
of items. On the basis of what it is currently conscious afciintext, it can
produce responses related to this context. In reverie theexbis internal
to the brain and the responses are new ideas related to titesxtoIn an
activity like drawing a plan or engineering diagram, the teah has two
parts

(1) an internal state of mind; and
(2) that part of the diagram upon which visual attention iatid,

and the response is both internal—a new state of mind—aredreatt—a
movement of the pencil on the pageiVhere in reverie the response, the
new idea, slipped all too easily from grasp, paper remenfbarshitecture

61t may be worth seeing if we could reproduce some images by autistic artists

"The reader may notice that this argument is a thinly disglisesion of Alan Turing’s
famous argument, see: Turing (1937).

8Cite the passage in Tacitus, | think it is in the Annals, wHegesays that civilization
depends upon Papyrus.



Marx: The Architect and the Bee 21

exchanges for the fallibility and limited compass of memtiry durability
of an effectively infinite supply of AO. One might say that qolex archi-
tecture rests on paper foundations.

If the idea of the architect as creating buildings spontasioout of the
imagination is dismissed as an almost religious myth, muobf the Ma-
sonic characterization of the deity as tAeeat Architectwhat then remains
of the antithesis between architect and bee? Well, how dbd¢les shape
their hive? We can be sure there are no drawings of hexagaoade toy
the ‘queen”® and executed by her worker daughters. We are talking here of
apis melliferanot the solitary bumble bee. The labour of the honey bees is
collective, like that of workers on a building site, yet altlgh they have no
written plans to work from they create a geometrically pgecbptimal and
elegant structure.

1.2.2 Apian efficiency

Consider the problem to which the honeycomb is the answeroae up
with a structure that is interchangeably capable of stonogey or shel-
tering bee larvae, is waterproof, is structurally stiffpypides a platform to
walk on and which uses the minimum material. Given this debigef it is
unlikely that a human engineer could come up with a bettecstire.

The structure has to be organized as a series of planes tiolprascess.
Within the planes, the combs, the space has to be dividedpgmximately
bee-sized cubicles. These could be triangular, squarexagonal (the only
three regular tessellations of the plane). Our architeat® la predilection
for the rectangular, but the hexagonal form is superior.

A tessellation of unit squares has a wall length of 2 per ueidasince a
single unit square has four sides of unit length, each st&Eigxercent with
its neighbours. A tessellation of hexagons of unit area haalblength of
% per unit area, a reduction by a factor ¢B (see Digression 1.1). The
honeycomb structure used by bees is thus more efficient usgsof wax
than a rectilinear arrangement would be.

The fact that hexagonal lattices minimize boundary leng#raunit area
means that they can arise spontaneously, for example imc@ubasalts.

9The breeding female is no more an architect or Caesar thaRdpe is the genetic
father of his followers. Monarchy and patriarchy projecirdoance relations onto genetic
relations and vice versa. Apian Mother becomes queen, ttieavianonarch, Holy Father.
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Digression 1.1Apian efficiency

eV
—

N[

(1) A hexagon of unit side is made up of 6 identical equilateral triangles,
thus its area is 6T where T is the area of an equilateral triangle of
unit side.

(2) The area of an equilateral triangle of unit side is %bh where b the

base = 1 and h the height = \/g. SoT = %\/gz @.
(3) The area of one hexagon is then

6\@, ~ 3V3
4 2
(4) The hexagon’s six sides are each shared 50% with a neighbour.

(5) Wall per unit area for a hexagonal tessellation is then 3/%3 = 2/\/1_%
which is better than the wall to area ratio for squares.

The Honeycomb Conjecture has been debated since at least 36BC when
it was mentioned by Varro in his book on agriculture. It has been remark-
ably difficult to prove. Here we have considered only a comparison between
hexagonal tesselations and square ones. There remains the possiblity that
some layout using curved walls might be still more efficient. A full proof of
the conjecture was not produced until 2001 Hales (2001).
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Figure 1.3: Tessellation of the plane using hexagons

Here the tension induced in rocks as they cool encouragekiceg prefer-
entially giving rise to six sided columns. We might suspéet the beehive
too, gained its structure from a process of spontaneousrpdtrmation
analogous to columnar basalts or packed arrays of soapdsibBut this
doesn't tally with the way the cells are built up, or with theiformity of
their dimensions. In a partially constructed honeycombdcilés are of a
constant diameter; those in the middle of the comb are alhdbtm height
while towards the edge the depth of the cells falls. The badd the cells
up from the base, laying wax down on the upper margins of theved!s,
just as bricks are added to the upper margin of a wall by a laiyek. The
construction process takes advantage of the inherentistaifia hexago-
nal lattice, allowing the growing cells to form their own #o#ding. But
the process also demands that the bees can deposit waxtatcorathe
growing cell walls, and that they stop building when thesékve reached
the right height. That is, it depends on purposeful actigiythe part of the
bees.

A similar process takes place in the human construction oflgsic
domes, hexagonal lattices curved through a third dimendibase have an
inherent stability that becomes more and more evident asgdustruts to
them. You build them up in a ring starting at ground level. Bhicture
initially has a fair bit of play in it, but the closer the sttupe comes to a
sphere the more rigid it is. Human dome builders, like begplo& the
inherent structural properties of hexagonal latticesHey still need to cut
struts to the right length and put them in the correct pla¢e Bees likewise
must select the right height for their cell walls and placeappropriately.

Spontaneous self-assembly of hexagonal structures sitoitgeodesic
domes does occur in nature. The Fullerenes are a family bboanolecules
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Figure 1.4: Nature is the architect of the hexagonal coluoifngal’s cave
(Photo by Andrew Kerr)

Figure 1.5:Cgp a spontaneously formed dome structure
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named after Buckminster Fuller, the inventor of the geaddsime. The
first of these to be discovere@gp, has the form of a perfect icosahedron
(see Figure 1.5). Condensed out of the hellish heat of a naabg it de-
pends on thermal vibrations to curve the familiar planagexal lattice of
graphite onto itself to form a three dimensional structuxe. architect or
bee is required. Atomic properties of carbon select thd &ngth. Ther-
mal motion searches the space of possible configurationsiall Baction

of the molecules settle into the local energy minima represkbyCgo and

its sisters.

If the bees can’t rely upon spontaneous self-assembly tial baeir
hives, must they have a plan in mind before they start? Sineg ¢an'’t
draw, the mind would have to be where they held any plans. &vin can’t
rule this out, it seems unlikely. The requirement is thaytban execute
a program of work. A bee arriving on the construction site thirsthe
darkness, find an appropriate place to put wax, for which tie=d a set of
rules:

If the cell is high enough to crawl into, put no more wax on it,

otherwise if the cell has well formed walls add to their height,

otherwise if it is a cell base smaller than your own body diameter,
expand it,

otherwise start building the wall up from the base. ..

No internal representation of a completed comb need be mreséhe
bee’s mind. The same rules, simultaneously present in eaahive full
of identical cloned sisters, along with the structural gmies of beeswax,
produce the comb as an emergent complex structure. The keyidhthe
interaction between behavioral rules and an immediate@mvient that is
changed as the result of the behaviour. The environmenmtheded wax,
records the results of past behaviour and conditions fuiehaviour. But
for rules to be converted into behaviours by the bees, the et have in-
ternal ‘states of mind’, and be able to change their stateioflim response
to what their senses are telling them. A bee that is busy ¢pgown wax is
in a different state of mind from one foraging for pollen ahdit behavioral
repertoire differs as a result.

As we have argued above, what an architect does is not soattiffeAr-
chitects produce drawings, not buildings or hives, but poay a drawing
is an interactive process in which the architect’s intestate of mind, his
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knowledge of the rules and stylistic conventions of the éppcoduces be-
haviour that modifies the immediate environment—the papbe change
to the paper creates a new environment, modifying his stateird and
calling into action other learned rules and skills. The draws an emer-
gent property of the process, not something that pre-eketea complete
internal representation before the architect put pengbjoer.

1.3 THE DEMONIC CHALLENGE

Purposeful labour depends upon the ability to form and foljoals. A goal
is a representation of a state of affairs that does not ekistgpmotivation
to achieve it. Although bees do not have the goal processpghilities
of the human mind, they nonetheless follow simple goals.| @axessing,
from simple, reactive programs hard-wired in the neuraiutry of insects,
to the much more adaptive and sophisticated rational phancépabilities
of humans, is the mechanism that distinguishes the constLactivity of
humans and bees from the blind efforts of Watt’'s engines. #giree trans-
forms energy in one form to another, but it does not act toemehstates of
affairs, unlike bees that build or humans that labour.

There is a hidden connection between purposeful labour @nkl iwthe
engineering sense. Any purposeful activity overcomes iphl/gesistance
and involvesvork, measured in watts, for which we must be fueled by calo-
ries in our food; the hidden connection comes from the raabn that, at
least in principle, purposeful labour could itself be a seusf fuel.

Recall that Watt’s key invention was the separate conddioseteam
engines, which saved fuel by preventing wasteful condensatf steam
within the cylinder of the engine. In the years after Wattigantion, it
came to be realized that the thermal efficiency of steam esgiould be
improved by maximizing the pressure drop between the bandrthe con-
denser. A series of inventions followed to take advantagaisfprinciple:
Trevithick’s high pressure engine, the double and thenripketexpansion
engine. These had the effect of increasing the amount afteféework that
could be extracted from a given amount of heat. But succegsins in ef-
ficiency proved harder to come by. The amount of work obtaperctalorie
of heat could be increased, but not without limit.

It was understood that work could be converted into heatinfstance
through friction, and heat could be converted back into wiawk instance
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by a steam engine. But if you convert work into heat, and haaklnto
work, you always end up with less work than you put in. In cotiag
work into heat, the number of calories of heat obtained plewktt hour

of work is constant—conversion of work into heat can be doité W00
percent efficiency. The reverse is not true. Heat can nevielllgeeonverted
into useful work!® The practical imperative of improving steam engines
gave rise to the theoretical study of the laws governing,hbat laws of
thermodynamics.

One of the first formulations of the second law of thermodyitamas
that heat will never spontaneously flow from somewhere ankbimewhere
hot!! This implied that, for instance, there was no chance of fearing
the heat wasted in the condenser of a steam engine back toiteevbhere
it would boil more water. Thermodynamics ruled out perpktoation ma-
chines.

But James Clerk Maxwell, one of the early researchers imtbdynam-
ics, came up with an interesting paradox.

One of the best established facts of thermodynamics is tlgim-
possible in a system enclosed in an envelope which permitisene
change of volume nor passage of heat, and in which temperatag
pressure are everywhere the same, to produce any ineqoftiyn-
perature or of pressure without the expenditure of work.sThithe
second law of thermodynamics, and it is undoubtedly tru@ag &s
we can deal with bodies only in mass, and have no power of perce
ing or handling the separate molecules of which they are miade
But if we can conceive of a being whose faculties are so sharpe
that he can follow every molecule in its course, such a beinglav
be able to do that which is presently impossible to us. For sweh
seen that the molecules in a vessel full of air at a unifornpenature
are moving with velocities by no means uniform, though theame
velocity of any great number of them, arbitrarily selectsdalmost
exactly uniform. Now let us suppose that such a vessel ig@ivinto
two portions, A and B, by a division in which there is a smalleho
and that a being, who can see individual molecules, openslasds
this hole, so as to allow only the swifter molecules to passfA to

10Carnot was able to show that the efficiency of heat enginesrugal on the tempera-
ture difference between heat source, for example the baitel the heat sink, for example
a steam engine’s condenser.

This formulation was due to Clausius in 1850; see (Porte4§L9p. 8-9).
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B, and only the slower ones to pass from B to A. He will thusheitt
the expenditure of work, raise the temperature of B and |dhegr of
A, in contradiction to the second law of thermodynamics. Xieall
(1875), pp. 328-329)

Figure 1.6: Gas initially in equilibrium. Demon opens doaoryofor fast
molecules to go from A to B, or slow ones from B to A. Result Slow
molecules in A, fast in B. Thus B hotter than A, and can be usgubtver a
machine.

The configuration of the thought experiment is shown in Fegu6. As
the experiment runs the gas on one side heats up while thdteoather
side cools down. The end result is a preponderance of slowaulds in
cavity A, fast ones in cavity B. Since heat is nothing morentheolecular
motion, this means that A has cooled down while B has warmedNp
net heat has been added, it has just re-distributed itselfanform that
becomes useful to us. Since B is hotter than A, the temperditferential
can be used to power a machine. We can connect B to a boiler aachA
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condenser and obtain mechanical effort. An exercise ofqaaful labour
by the demon outwits the laws of thermodynamics. (Norbeen#r coined
the term ‘Maxwell demon’ for the tiny ‘being’ envisaged inettthought
experiment.) It seems that the second law of thermodynaexijzesses the
coarseness of our senses rather than the intractabilitgtafe

1.4 ENTROPY

One perspective on the devilment worked by Maxwell’s densdhat it has
reduced the entropgf a closed system. The idea of entropy was introduced
by Clausius in 1865 (see Harrison, 1975) with the equation

AS=AQ/T (1.1)

whereASis the change in entropy of a system consequent upon theaddit
of a quantity of hea\Q at absolute temperatufie? According to Clau-
sius’s equation adding heat to a system always increasestitspy (and
subtracting heat always lowers entropy) but the magnitdidesochange in
entropy is inversely related to the initial temperaturehaf $ystem. Thus if
a certain amount of heat is transferred from a hotter to aecoelgion the
increase in entropy in the cooler region will be greater thanreduction in
entropy in the hotter, and overall entropy rises. Convgysheat is trans-
ferred from a colder to a hotter region entropy falls. Clags concept of
entropy as an abstract quantity allowed him to give the st of ther-
modynamics its canonical form: the entropy of any closedesygends to
increase over time.

Using (1.1) we can readily see that Maxwell’'s demon viol&tesecond
law of thermodynamics. Suppose the demon has been hardlataveome
time, so that B is hotter than A, specifically B is at 3@G&Ivin and A is at
280 Kelvin. He then transferAQ =1 joule of heat from A to B. In doing

so he reduces the entropy of A % joules per degree and increases the

entropy of B bys5; joules per degree giving rise &= 555 — 555 = — 73501

a net reduction in entropy, contrary to the second law.
Clausius’s formulation of entropy did not depend in any wapm the
atomic theory of matter. Maxwell’'s proposed counter-exitpthe second

12At this stage the concept of entropy remains firmly linkedh® $ort of practical con-
siderations, namely steam engine design, that gave rigeetmmbdynamics. Later, as we
shall see, it becomes generalized.
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law was explicitly based on atomism. With Boltzmann, emyregoplaced
on an explicitly atomistic foundation, in terms of an intalgsver molecular
phase space

S= —k/ v)log f (v (1.2)

wherev denotes volume in six-dimensional phase spdce) is the func-
tion that counts the number of molecules present in thatmeluandk is
Boltzmann’s constant.

The concept of phase space is a generalization of our noonakpt of
three-dimensional space to incorporate the notion of magwell as posi-
tion. In a three-dimensional coordinate system the pasdf@ach molecule
can be described by three numbers, measurements alongie®at right
angles to one another. We usually label these numbgrato denote mea-
surements in the horizontal, vertical and depth directiodswever each
molecule is simultaneously in motion. Its motion can likegvbe broken
into components of horizontal, vertical and depth-wiseiomotvhich we
can write asmy, m,, m,, representing motion to the left, up and back respec-
tively. This means that a set of six coordinates can fullycdbs both the
position and motion of a particle.

In Boltzmann’s formula, the letter denotes a range of possible values
of these co-ordinates. For example, a volume 1 mm cubed orpial
axes and 1 mm per second on the motion axes. The funétienwould
then specify how many molecules there were in that cubianmefler with a
range of velocities within 1 mm per second in each directBoltzmann’s
formula relates the entropy of a gas, for instance steam istarp to the
evenness of its distribution in this six dimensional spabe:less even the
distribution the lower the entropy. This point is illusedtin simplified
manner in Table 1.1. Suppose we have just two cells in phaszespnd
eight atoms that can be in one cell or the other. The table stmw the
entropy depends on the location of the atoms, lowest wheBailé in one
cell, and highest when they are evenly divided between the ¢Blote that
the minus sign in Boltzmann’s formula is needed to make @gtmocrease
with the evenness of the distribution, consistent with Gilasis earlier for-
mulation.)

Boltzmann also showed that it is possible to reformulatadka of en-
tropy using the concept of the ‘thermodynamic weight’ ofatest

S= klogW (1.3)
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Contents Entropy,
ofcells1,2 f(1)logf(1l)+ f(2)logf(2) S

8,0 8(2.079) + 0=16.636 —16.636k

7,1 7(1.946) + 1(0)=13.621—13.621k

6, 2 6(1.792) + 2(0.693) = 12.137—12.137%

5,3 5(1.609) + 3(1.099) = 11.343-11.343

4,4 4(1.386) + 4(1.386) = 11.090—11.090k

Table 1.1: Boltzmann’s entropy: lllustration

The thermodynamic weigW is the number of physically distinct micro-
scopic states of the system consistent with a given ‘macdaté sdescribed

by temperature, pressure and volume. This concept is thedkeynder-
standing the second law. Recall that the entropy of closetksys tends to
increase, that is they move into macro-states of progrelgshigher ther-
modynamic weight until they reach equilibrium. States wWithher weight
are more probable.So the second law of thermodynamics basically says
that systems evolve into their most probable state.

A simple analogy may be helpful here. Suppose a ‘fair’ coiflipged
ten times. What is the most likely ratio of heads to tails ia #equence
of flips? The obvious answer, 5/5, is correct. Now, what isrtiuest likely
specific sequence of heads and tails? Trick question! Therg'&= 1024
such sequences and they are all equally likely. The sequeataing 10
heads has probabili 0124; so does the sequence with 5 heads followed by 5
tails; so does the sequence of strictly alternating headdails, and so on.
The reason why a 5/5 ratio of heads to tails is most likely & there are
more specific sequences corresponding to this ratio thed #re sequences
corresponding to 10/0, or 7/3, or any other ratio. It's easgde there is
only one sequence corresponding to all heads, and one pondisg to
all tails. To count the sequences that give a 5/5 ratio, imagiacing the
5 heads into 10 slots. Head number 1 can go into any of the tes; sl
head number 2 can go into any of the remaining 9 slots, and sgiwng
10x 9 x 8 x 7 x 6 possibilities. But this is an over-statement, because we
have treated each head as if it were distinct and identifidldlget the right
answer we have to divide by the number of ways 5 items can bgness
to 5 slots, namely &% 4 x 3x 2 x 1. This gives 252 possibilities. Thus the
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Figure 1.7: The molecules in a lattice gas move along the lri@ triangu-
lar grid with fixed velocities

‘macro’ result, equal numbers of heads and tails, corredptm 252 out of
the 1024 equally likely specific sequences, and has prdt;a%lz%r By the
same reasoning we can figure that a 6/4 ratio correspondOtp@ssible
sequences, a lower ‘weight’ than the 5/5 ratio.

The number of possible states of a real gas in six-dimenkjumaese
space is hard to visualize, so to explicate the matter furtiedl examine a
simpler system, namely a two-dimensiotetice gasFrisch et al. (1986).
The ‘molecules’ in such a stylized gas move with constanedpene step
along the lattice per unit time (see Figure 1.7). Where thesliof the lattice
meet, molecules can collide according to the rules of Neiatodynamics,
so that matter, energy and momentum are conserved in ediarol The
different ways in which collisions occur can be summarizgdviro simple
rules:

(1) If a molecule arrives at an intersection and no molecubtiving on
the diagonally opposite path, then the molecule continngspeded.

(2) If two molecules collide head on they bounce off in opp®siirec-
tions, as shown in Figure 1.8.

Lattice gases are a drastic simplification of real gaseghleytare useful
tools in analysing real situations. The simple rules gowveythe behaviour
of lattice gases make them ideal models for simulation inpater software
or special purpose hardware (Shaw et al, 1996).

Since the velocity of the molecules in a lattice gas is fixéd, tem-
perature of the gas can’t change (this would involve a riséalbrin the
molecules’ speed). So Maxwell’s original example of a beinith precise
senses, able to sort molecules by speed, is inappropriatevécan invent
another demon to guard the trapdoor. Instead of letting fagymolecules
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Figure 1.8: Collisions in a lattice gas: ‘Molecules’ coiiid head on bounce
off at 60° angles (above). In other cases the collision is indistisigaidle
from a miss (below). In all cases Newtonian momentum andggnare
conserved.

through from A to B, this being will keep the door open unlessaecule
approaches it from side B. Thus molecules approaching friolm A are
able to pass into B, but those in B are trapped. The net eHdotraise the
pressure on side B relative to A while leaving temperatuchanged.

A lattice gas has only a finite number of lattice links on whicblecules
can be found, and since the molecules move with a constantityelBoltz-
mann’s formula (1.3) simplifies to:

S= —knz pilog p; (1.4)
|

wherep; is the probability of the node being in statandn is the number
of nodes. The weighted summation over the possible statetheaeffect
of giving us the mean value of Iqg Suppose we have a very small pair of
chambers, A and B, each of which initially hasodes, and each containing
3n randomly distributed molecules. Then each of the six incgnpaths to

a node will have a 50 percent chance of having a molecule dWethave
6n incoming paths to our nodes, and each of these has two edikally
states: a patrticle is or is not arriving at each instant. Eacbming path
contributesklog2 = 0.693. The total entropy of the chamber is then six
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time this or:
Entropy of A in equilibrium= 4.158n.

Now suppose that our demon has been operating for some &ttiegin
particles pass from A to B, so that A now contaimsgarticles and B con-
tains 4 particles. In A, the probability of a molecule coming dowry ame

of the paths is now onlg. We can calculate the current entropy contribution
of each incoming path as follows:

Number of probability, entropy,
particles pi logpi  —kpilogp;
0 % —0.405 Q27k

1 % —1.098 0366k
total 0636k

The entropy of A aften particles have been transferred by the demon is
3.816knwhich is less than before he got to work. By symmetry of comple
mentary probabilities the entropy of chamber B will be thaea? thus the
whole closed system has undergone a reduction in entropy.

This establishes that when an initially dispersed popatedf particles—
the gas molecules in our case—is concentrated, entroy/*falihis is be-
cause there are a greater number of possible microstatgsatibie with
dispersion than with concentration, and entropy is justidigeof the num-
ber of microstates.

Consider in this light the work of the bees building theirdnirhere are
two aspects to the work:

(1) The bees first have to gather wax and nectar from floweedisd
over a wide area and bring it to the hive.

(2) They must then form the wax into cells and place the comatsd
nectar in these as honey.

Both processes are entropy-reducing with respect to theawdxhe sugar.
The number of possible configurations that can be taken onaxywithin

B3This will not generally be the case; we have chosen the padensities so as to ensure
this.

14This is true on the assumption that the potential, grawiteti or electrostatic, of the
particles is unchanged by the process of concentration@sriaxample.
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the few litres volume of a hive is enormously less than the lmemof pos-

sible configurations of the same wax, dispersed among plgovsang over

tens of thousands of square meters of ground. Similarlyhlaece that the
wax, if randomly thrown together within the hive, shouldwasg the beauti-
fully regular structure of a comb, is vanishingly small. Ttiee wax should
be in the hive in the first place, is, in the absence of beeb\hiprobable;

that it should be in the form of regular hexagons even more so.

The second law of thermodynamics specifies that the totabeyin a
closed system tends to increase, but the bees and their wawota closed
system. The bees consume chemical energy in food to movedhe M
we include the entropy increase due to food consumed, ttenddaw is
preserved.

1.4.1 Men and horses

Let us return to the question we asked in section 1.1: Why lukdiritro-
duction of the steam engine, which made redundant the equonieers of
the pre-industrial age, not also replace the human workéksgan make a
rough analogy between the work done by horses in past hunweroetes
and the work done by the bees in transporting wax and nectarffower to
hive. This is in the main sheer effort, work in Watt's senserd¢s bringing
bricks to a building site or bees transporting wax are doinglar tasks.
What remains, the construction of the hive after the workafisportation
is done or the building of the house once the bricks are deld;gs some-
thing no horse can do. Construction involves a complex @iogof actions
deploying grasping organs, hands, mandibles, beaks etahich the se-
guence of operations is conditioned by the developmenegbtbduct being
made. Human construction differs from that of a bee or a loird i

(1) the way in which the program of action comes into being;

(2) the way in which it is transmitted between individualglué species;
and

(3) the form in which it is materialized.

In the social insects the programs of action largely comeleing through
the evolutionary process of natural selection. They arestratted between
parents and their offspring genetically encoded in DNA, #re are ma-
terialized in the form of relatively fixed interactions be®n components
of the nervous system and general physiology. In humansrtbgrgms of
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action are themselves products that can have a represengaternal to the
organism, in speech or some form of notation. Speech antiortct both
as a means of transmission between individuals, and as #jeofsm of
materialization of work programs while the work is beingreaa out—as
for example, when one cooks from a recipe or follows a krgtipattern.
The ability to make and distribute new work programs distisges human
labour from that of bees and is the key to cultural evolution.

But even the work of transport requires a program of actiequires
guidance if it is to reduce entropy. Transport is not diffusilt moves con-
centrated masses of material between particular locatitah®es not spread
them about willy nilly. Without guidance there is no entraggluction. A
horse, blessed with eyes and a brain as well as big musclégpantially
steer itself, or at least will do better than a bicycle or cathis respect. But
teams still needed teamsters, if only to read signposts.

The steam railway locomotive revolutionized land transpothe nine-
teenth century, quickly replacing horse traction for longrtand journeys.
Guidance by steel track made steam power the great conteenbanging
grain across prairies to the metropolis. Railway netwonesagtion pro-
grams frozen in steel, their degrees of freedom discretdinite, encoded
in points. Point settings, signaled by telegraph, cootdittze orderly move-
ment of millions of tons according to precise published tahées. Human
work did not all lend itself so readily to mechanization.
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PROBLEMATIZING INFORMATION
Cockshott

We have suggested that doing purposeful productive labgicadlly re-

duces entropy. Such entropy-reducing work requires inédion in two

forms, an action plan or capacity for behaviour, and infdramacoming

in from the senses to monitor the implementation of the agbian. Pro-
ductive labour also involves work in Watt's sense of overcapphysical

resistance. As such it consumes energy and produces ap\eiricease
in the environment that more than compensates for the gntexghuction

effected in the object of labour. We have also seen how Maywestulated
that it should be possible to reduce the entropy of a gas retbgisted a
being small enough to sort molecules. In this case the betugdibe using
information from its senses, and in its action plan, to poedan entropy
reduction in the gas with no corresponding increase elsevhép to now
we have not rigorously defined what we mean by informationceCthis is

done, we shall see the deeply hidden flaw in Maxwell's argumen

2.1 THE SHANNON—WEAVER CONCEPT OF INFORMATION

The philosopher Bachelard (1970) argues that the formatfca science
is characterized by what he calls an ‘epistemological Bredkich demar-
cates the language and ideas of the science from the prificidiscourses
that appeared to deal with the same subject matter. Appé¢areal with
the same subject, but did not really do so. For one of the ctenatics
of an epistemological break is a change in gneblemati¢ which means
roughly, the set of questions to which the science providesvars. With

37
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the establishment of a science the conceptual terrainsghath in terms
of the answers given and, more importantly, in terms of thestjans that
researchers regard as relevant.

The epistemological break that established informati@oth as a sci-
ence occurred in the middle of the last century and is cloasBociated
with the name of Claude Shannon. We saw how Watt, seeking poowve
the efficiency of steam pumps, contributed not only to an $tadal rev-
olution, but to a scientific revolution when he asked questiabout the
relationship between work and heat. From this problemagiceviborn both
a convenient source of power, and our understanding of e dhthermo-
dynamics. Shannon'’s revolution also came from asking nesgtipns, and
asking them in a very practical engineering context. Sharwas a tele-
phone engineer working for Bell Laboratories and he was eored with
determining the capacity of a telephone or telegraph lingaiesmit infor-
mation. Watt formalized the concepts of power and work in t@napt to
measure the efficiency of engines. Shannon (1948) fornthttze concept
of information through trying to measure the efficiency ofigounications
equipment. Practice and its problems lead to some of the mi@sesting
truths.

To measure the transmission of information over a teleplinoeesome
definite unit of measurement is needed, otherwise the dgpaiciines of
different quality cannot be meaningfully compared. Aca@ogdo Shannon
the information content of a message is a function of how rssed we
are by it. The less probable a message the more informaticont&ins.
Suppose that each morning the radio news told us “We are glagitounce
that the Prime Minister is fit and well.” We would soon get fgal \Who
would call this news? It conveys almost no information. “Bep are just
reaching us of the assassination of the Prime Minister."t iaews. That
is information. That is surprising.

A daily bulletin telling us whether or not the Prime Ministeas alive
would usually tell us nothing, then on one day only would gigesome
useful information. Leaving aside the circumstances ofleth, if an an-
nouncement were to be made each morning, there would twibb®sses-
sages

0 ‘The P.M. lives’
1 ‘The P.M. is dead’
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Binary Code Length  Meaning Probability

0 1 False, False 3
10 2 False, True z
110 3 True, False %
111 3 True, True 3

Table 2.1: A possible code for transmitting messages thmrae% of the
time

If such messages were being sent over the sort of telegragthnsythat
Shannon was concerned with, one could encode them as thenpeesr
absence of a short electrical pulse, as a binary digit ot ibithe widely

understood sense of the word. Shannon defines a bit morelfprasahe

amount of information required for the receiver of the mgsst decide
between two equally probable outcomes. For example, a sequx tosses
of a fair coin can be encoded in 1 bit per toss, such that headsand tails
0.

What Shannon says is that if we are sending a stream of O or dages
affirming or denying some proposition, then unless the tautti falsity of
the proposition are equally likely these Os and 1s contas tkan one bit
of information each. In that case there will be a more ecosahway of
sending the messages. The trick is not to send a messagealfleqgth
regardless of its content, but to devise a system where thie probable
message-content gets a shorter code.

For example, suppose the messages are the answer to a qudsth
we know a priori will be true one time in every three messagisce the
two possibilities are not equally likely Shannon says thellebe a more
efficient way of encoding the stream of messages than sineplgisg a O if
the answer is false and a 1 if the answer is true. Considerdatie shown
in Table 2.1. Instead of sending each message individualpackage the
messages into pairs, and use between one and three bindsytdigncode
the 4 possible pairs of messages. Note that the shortestguedeto the
most probable message, namely the sequence of two ‘Falseeas with
probability 2 x 2 = 2. The codes are set up in such a way that they can be

uniquely decoded at the receiving end. For instance, sepih@ssequence
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110100’ is received: checking the Table, we can see thatdain only be
parsed as 110, 10, O, or True, False, False, True, False, Fals

To find the mean number of digits required to encode two messag
multiply the length of the codes for the message-pairs by tiespective
probabilities:

4 2 2 1 8
§+2><§+3><§+3><§_1§~1.889 (2.2)
which is less than two digits.

Shannon came up with a formula which gives the shortest Iplessi-
coding for a stream of distinct messages, given the proliabilof their
individual occurrences.

n
H=—" pilog,pi (2.2)
i; [ 2 Ml

The mean information content of an ensemble of messagesased by
weighting the log of the probability of each message by tlobability of

that message. He showed that no encoding of messages in 0s andld
be shorter than this. The formula gave him an irreducibleimmim of the

number of bits needed to transmit a message stream: thiswmniwas, he
said, the real information content of the stream. Using 8bais formula
we can calculate the information content of the data streacoaed in the
example above.

4 4 2 2 2 2 1 1
——X|092§—§X|092§—§X|092§—§X|092§N1.837 (23)

9
Since our code usecglzz 1.889 bits for each pair of messages, we see that
in principle a better code may exist.
In his 1948 article Shannon notes:

Quantities of the fornH = — ' ; pilogp; play a central role in in-
formation theory as measures of information, choice an@uainty.
The form of H will be recognized as that of entropy as defined in
certain formulations of statistical mechanics wheras the proba-
bility of a system being in celi of its phase spaceH is then, for
example theH in Boltzmann's famoudd theorem. We shall call
H = —5 pilogp; the entropy of the set of probabilitigs, ..., pn.
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input from  output to Comment
A B A B

No No | No No | Nomolecules involved

No Yes | No Yes| Door shut, molecule bounces back to B
Yes No | No Yes| Molecule goes fromAtoB

Yes Yes| Yes Yes| Molecules bounce off one another

Table 2.2: The action plan of the demon

Shannon thus discovers that his measure of informatioreisdme as
Boltzmann’s measure of entropy and decides that entropyrdadnation
are the same thing. Armed with this realization we can go batke prob-
lem left to us by Maxwell. Could a sufficiently tiny entity Jaie the laws
of thermodynamics by systematically sorting molecules?

Physicists have concluded that it is not possible. Szila@b4), for
example, pointed out that to decide which molecules to keiph, the de-
mon must measure their speed. He showed that these meastséwmigich
would entail bouncing photons off the molecules) would yseware energy
than was gained. Maxwell's demon, to vary the theologicaiapieor, was
adeus ex machingdike Newton’s God), able to know by immaterial means;
Szilard’s advance was to emphasize that knowledge or irdbomis phys-
ical and can only come about by physical means. Brillouirb@)®xtended
Szilard’s analysis by pointing out that at a uniform tempene, black body
radiation in the cavity would be uniform in all directiongepenting the de-
mon from seeing molecules unless he had an additional sobiligit (and
hence energy input).

It is possible, however, to build an automaton that acts asaawéll
demon for a lattice gas. As we said before such gases can lbéagach in
software, or in hardware (see Figure 2.1), with each gaseygiésented by a
rectangular area of silicon and the paths taken by the miglecepresented
by wires. In such a system the demon himself is an automatdogia
circuit, as in Figure 2.2. A circuit like this really does worit transfers
virtual gas molecules from chamber A to chamber B. Why doessviiork
in apparent conflict with the laws of thermodynamics?

The behaviour of the demon is summarized in Table 2.2. Ndhaé
while there are 4 possible combinations of input conditidhere are only
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| ) )
| gas cell *—] gas cell [® ;‘
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ogas cell [*7] gas cell [* ;‘

Figure 2.1: A lattice gas can be built in electronic hardwaach gas cell
is represented by a rectangular area of silicon and the pakies by the
molecules are represented by wires.
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Chamber A

Figure 2.2: In a lattice gas, Maxwell’s demon can be impleteémith this
logic circuit.

3 combinations of output conditions. This implies that we @oving from
a system with a higher thermodynamic weight to one with a fomaght,
which is what we would expect for an entropy-reducing maehilust how
much it reduces entropy depends on the probabilities ofroecae of in-
coming particles from each side.

Suppose that the system is in equilibrium and that the pibtyabf
occurrence of a particle on the incoming paths on each sibi@ ercent in
each time interval. In that case each of the 4 possible inpofigurations
in Table 2.2 is equiprobable and has an entropy of 2 bitsz4oé\pplying
Shannon’s formula (2.2) to the output configurations we get

%Iogz4+%logzzilogz4:%x2+%><1+%f><2:1% (2.4)
an entropy reduction of half a bit per time step. The key to tlog/can hap-
pen lies in the nature of the components used, logic gatabédiunctions
AND and OR.

Landauer (1961) pointed out that any irreversible logiegatist destroy
encoded information and in the process must dissipate Aeatreversible
logic gate is one whose inputs can't be determined from amation
of their outputs. Consider gates with two inputs and one wytpuch as
the AND and OR gates whose truth functions are tabulated loheT2.3.
Roughly speaking they take two bits in and generate one bjttbus de-
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X y | XANDy | xORy
false false| false false

false true false true
true false| false true
true true true true

Table 2.3: Tabulation of the functiodsAND y, x ORy

stroying information within the system defined by the linesmecting the
gates. Landauer argues that the lost information, i.e eti®py reduction
within the logic circuit, results in an increase in the epyrof the environ-
ment. Each time a logic circuit of this type operates, theildsrnal entropy
shows up as waste heat. By applying Shannon’s formula (@ )t output
of the AND gate we get the following:

Output pi  —pilog, pi

false 3 ~0.311
true % 0.5
1 0.811

The output has an entropy tdssthan one bit. Given that 2 bits of infor-
mation went into the gate, a total of 1.189 bits are lost incpssing the

inputs. Since the probability structure of OR gates is thraesaa similar

information loss occurs going through these.

2.1.1 Information engines as heat engines

Boltzmann’s constant (see equation 1.2) has the dimensidag per log-
state degree Kelvin. Landauer saw that one can use thisacdnstconvert
entropy in Shannon’s form, measured in log-states, to gndige equation
he established is

e=In(2)ktb (2.5)

e represents the energy-equivalenis temperature in degrees Kelvinjs
the number of bits, an# is Boltzmann’s constant, which has a value of
about 138 x 1023 joules per degree Kelvin. The remaining term in the
conversion is the natural log (In) of 2, to get us from the ratlogarithms
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used by Boltzmann to the base-2 logarithms used in Shanndaisnation
theory.

Using Landauer’s equation we can calculate the heat enexgy, gen-
erated by a single operation of an AND gate, in which 1.189 dié lost:

eanp = 1.1891In(2)kt

At room temperature, or roughly 308elvin, this is 34 x 10~?! joules each
time the gate switches. This is a very, very small quantigragrgy which is
at present mainly of theoretical interest. What it représenthe theoretical
minimal energy cost of operating a two-input irreversilagit gate.

Now look again at the demon cell in Figure 2.2, which has agfamput
logic gates. The process of deciding whether to open or ¢leséapdoor
must consume certain minimum Landauer-energy. The energguened by
the logical decision to open or close the barrier makes theodeneffective
as a power source.

Watt started out investigating how to convert heat into wefflciently;
he was concerned with minimizing the heat wasted from hignesg Since
Landauer we have known that information processing, toctrdissipate
heat, and that information processing engines are ultijmatsstrained by
the same laws of thermodynamics as steam engines. We catatalthe
thermodynamic efficiency of an information processing nraelust as we
calculate the efficiency of a steam engine. If a processqr chthe year
2000 had roughly 6 million gates and was clocked at 600Mbdigsipation
of Landauer energy would then K800x 10°) x (6 x 10°) x (3.4x 1021) =
16.3pw, or 16 millionths of a watt. This is insignificant relative the elec-
trical power consumption of the chip, which would be of thderof 20
watts. Itimplies a thermodynamic efficiency of only aroundd®1%. As a
point of comparison, steam engines prior to Watt had an effay of about
0.5%. The steam turbines in modern power stations conveunar40%
of the heat used into useful work. Two centuries of develapmased the
efficiency of steam power by a factor of about 100.

In thermodynamic terms a Pentium processor looks pretty pom-
pared to an 18th century steam engine: the steam engine Wasn»&s
more efficient! But if compare a Pentium with the ManchestédMthe
first electronic stored program computewe get a different perspective.

1See:Lavington (1978),and Lavington (1980)
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The Pentium has at least a thousand times as many logic batea switch-
ing speed a thousand times greater and uses about one hilnaseduch
electrical power as the venerable valve-based MK1. In tefrtteermal effi-

ciency, this represents an improvement factor of 100, @i fifty years.

If improvements in heat engine design from Watt to Parsongeped the
first two industrial revolutions, the third has benefitedhiran exponential
growth in efficiency that was sixteen times as rapid.

We know from Carnot’s theory that there is little further nodor im-
provement in heat engines. Most of the feasible gains i #féiciency
came easily to pioneers like Watt and Trevithick. We're n@ft with
marginal improvements, such as the ceramic rotor bladesatitav tur-
bine operating temperatures to creep up. In the case of densgpoo, effi-
ciency gains will eventually become harder to attain. Thesill, to quote
Feynman, “plenty of room at the bottom”. That is, there iseage yet in
miniaturization. We have room for about a million-fold inepement before
computers get to where turbines now are. However, as we akaccount
the growing speed and complexity of computers, the thermahyc con-
straint on data processing will come to be of significanceti®@rone hand,
if the efficiency of switching devices continues to grow atcurrent rate,
they will be at close to 100% in about 30 years. On the othed hascom-
puters get smaller and faster the job of getting rid of thedaarer-energy,
thrown out as waste heat, will get harder. In the 27 yearsvioiig the in-
vention of the microprocessor the number of gates per clsip by a factor
of some 3000. Processor speeds increased about 600-faldh@veame
period. Table 2.4 projects this rate of growth into the nexttary.

From being insignificant now, Landauer heat dissipatiorobezs pro-
hibitive in about 30 years. A microprocessor putting outesal/kilowatts,
as much as several electric heaters, is not a practical pitapn There is a
time limit on the current exponential growth in computingyeo.

That is not to say that computer technology will stagnateQrydars.
Landauer’s equation (2.5) has a free variabléeimperature If the com-
puter is super-cooled, its heat dissipation falls. But ome&e in that game
the rate of improvement in computer performance comes tontigetl by
improvements in refrigeration technology, and these afielg to be so
dramatic.

2Heat engine efficiency improved about ten-fold per centinfprmation engines have
been improving at a factor of about®(er century.
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year gates clockspeed landauer watts

2000 8x 10P 600Mhz 163puw

2005 34x 10’ 1.9Ghz 23Qw

2010 15x1C° 6.4Ghz 3.24mw
2015 64x1C° 21Ghz 45.7mw
2020 28x10° 68Ghz 643mw
2025 12x 1010 224Ghz 9.06w
2030 51x 101 733Ghz 128w
2035 22x 101 2.4Thz 1.80Kw
2040 95x 101 7.8Thz 25.4Kw

Table 2.4: Projected Landauer heat dissipation in 21stucgm@omputers
operating at 300Kelvin.

2.2 BENTROPY REDUCTIONS IN ACTION PROGRAMS

Maxwell's demon cannot exist for real gases, but it can ftrda gases. If
the demon really existed, he would reduce the laws of theymaahics to
the status of an anthropocentric projection onto realitgttice-gas devils,
on the other hand, are not a threat to physics. They reduceritiepy
of the gas, but only because they use logic gates with anraitsource
of power. Nonetheless, their structure suggests sometimpgrtant. The
demon reduces the entropy of the gas thanks to an actiongmoghich
has four possible input states and only three possible batates.

We would suggest that this is not accidental: it would seeahat pro-
duction processes that produce local reductions in entarpyguided by an
entropy-reducing action programConsider the bee once again, this time
in its capacity as forager. In Maxwell’s original proposthle demon used
its refined perception to extract energy from chaos. Intyealbee uses its
eyes to enable it to extract energy from flowers. Were beeblena see
or smell flowers, their energy would be expended in aimlessieang fol-
lowed by starvation. The bee uses information from its semsechieve
what, from its local viewpoint, is a reduction in entropy-etimaintenance
of homeostasis—albeit at a cost to the rest of the univeisachieve this it
requires a nervous system that performs entropy reductigheinput data
coming into its visual receptors. At any given instant the’®eompound
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eyes are receiving stimuli from the environment. The nundfgrossible
different combinations of such stimuli is vastly greatearttthe number of
instantaneous behavioural responses that it has whilght-fithe modula-
tion of the beat strength of a small number of thoracic mssdleselecting
one appropriate behavioural response out of a small reperio response
to a relatively large quantity of information arriving as ieyes, the bee’s
nervous system functions in the same sort of way as the ANP igathe
demon-automaton of Figure 2.2. Having fewer possible dstinan inputs,
it discards information and reduces entropy.

2.3 ALTERNATIVE VIEWS OF INFORMATION

We have come across two approaches to the idea of entropy, stefev-

ing from classical thermodynamics and Shannon’s commtioicéheory
respectively. From the 1960s onwards a third version hasldped: that
of computational complexity. Where classical conceptsnfapy derived
from mechanical engineering, and Shannon’s concept fréeedaenmuni-
cations engineering, the latest comes from computer sei€fite key con-
cepts appear to have been independently developed by IC{i#889) in the
US and Kolmogorov in Russia. Their presentation, while mottadicting
what Shannon taught, gives new insights that are partiguatpful when

we come to consider the role that information flows play in sr@eduction
industries.

2.3.1 The Chaitin—Kolmogorov concept of information

Chaitin’s algorithmic information theory defines the infaation content of
a number to be the length of the shortest computer prograabtapf gen-
erating it. This introduction of numbers is a slight shifttefrain. Shannon
talked about the information contentroessagesNhereas numbers as such
are not messages, all coded messages are numbers. Comsalecteoni-
cally transmitted message. It will typically be sent as aeseof bits, ones
and zeros, which can be considered as a binary number. Armatmn
theory defined in terms of numbers no longer needs the supparpriori
probabilities. Whereas Shannon'’s theory depended upaa pinieri proba-
bility of messages, Chaitin dispenses with this support.

As an example of the algorithmic approach consider the Manoleset
picture in Figure 2.3. This image is created by a very simgmpguter
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Figure 2.3: The Mandelbrot set, a complex image generated & tiny
amount of information.

program® Although the image file for the picture is large, about 6 railli
bits, a program to generate it can be written in a few thousstsd If one
wanted to send the picture to someone who had a computerultiviake
fewer bits to send the program than to send the picture .itsetis only
works if both sender and receiver have computers capabledsratanding
the same program. Chaitin’s definition of information has disadvantage
of seeming to make it dependent upon particular brand of coensed.
One could not assume that the length of a program to genérateidture
would be the same on an Apple as on an IBM.

In principle one could chose any particular computer and fixtaas
the standard of measure. Alternatively one could use amaavstomputer,
much as Watt used an abstract horse. Chaitin follows Watiguasgedanke-
napparat,the Universal Turing Machine, as his canonical computeusTh

3In fact it uses the formula= z2 + c wherezis a complex number.
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he defines the information content of a sequef@s the shortest Turing
machine tape that would cause the machine to halt with theesegS on
its output tapé.

Randomness and pi

An unsettling result from information theory is that randsequences of
digits contain more information than anything else. Acaagdo common
sense, information is the very opposite of randomness. \&fktlat in-
formation should be associated with order, but Shannoetification of
information and entropy amounts to equating informatiotindisorder. To
illustrate this let's compare a long random number withe know from
Shannon that 1 million tosses of a fair coin generates 1onilits of infor-
mation. On the other hand, from Chaitin we know tiab a precision of
a million bits contains much less than 1 million bits, sinbe program to
computertcan be encoded using much fewer bits. Trumsust contain less
information than a random sequence of the same length.

But what do we mean by random? And how can we tell if a number
is random? The answer now generally accepted was provideshdyei
Kolmogorov, who defined a random numberaasumber for which there
exists no formula shorter than itseBy Chaitin’s definition of information
a random number is thus incompressible: a random numbeb$ must
containn bits of real information.

A fully compressed data sequence is indistinguishable faorandom
sequence of Os and 1s. This not only follows directly fromrfogorov and
Chaitin’s results but also from Shannon, from whom we haeaésult that
for each bit of the stream to have maximal information it nmsghic the
tossing of a fair coin: be unpredictable, random.

We have a paradox: one million digits mfare more valuable and more
useful than one million random bits. But they contain ledsrimation.
They are more valuable because they are harder to come by.aféenore
useful because a host of other formulae usd& hey contain less informa-
tion because each and every digitrofvas determined, before we started

4There is, in principle, no algorithm for determining the ket Turing Machine
tape for an arbitrary sequence.+3 is a rule of arithmetic, an algorithm that gener-
ates the sequence 0.428571428571. So this sequence isnpi#gdess random than
0.328571428771 (we changed two digits). But in practice arereever be sure.
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calculating it, byrts formula. Thus in a sense the entire expansiomtof
is redundant if we have its formula. Valuable objects areegaty redun-
dant. We thus have three concepts that we must distingutshrespect to
sequences: their information content, their value, anul thiity.

Concept Meaning
Information Length of program to compute the sequence.
Value Cycles it takes to compute the sequence.
Utility The uses to which the sequence can be put.

Thevalueof a sequence is measured by how hard we must work to get
it. Ttis valuable because it is so costly to calculate. We can nedse cost
by the number of machine cycles a computer would have to gugfr to
generate iP. As with information content, this definition is dependenoop
what we take as our standard computer. A more advanced cemgarn
perform a given calculation in fewer clock cycles than a mpmitive one.
For theoretical purposes any Universal computer will déorimation theo-
rists typically use machine cycles of the Universal Turingdfline (UTM)
for their standard of work. We will follow them in defining tleformation
content of a sequence in terms of the length of the UTM prograhgen-
erates it, and the value of a sequence in terms of the UTM syoleompute
it.

Now the UTM is an imaginary machine, a thought experimewitydj in
the platonist ideal world of the mathematician. Its toils anaginary, con-
suming neither seconds nor ergs; its effort is measuredsiradi cycles.
But any physical computer existing in our material worldsum real time,
and needs a power supply. Valuable numbers—tomorrow’seeatyre for
example—whose computation requires large number of cyuoiehe Met
Office super computers, take real time and energy to prodiibe. time
depends on clock speed, and the energy depends on the cosifhéemo-
dynamic efficiency. If we abstract from changes in computer technology,
information value in UTM cycles is an indication of the therdynamic cost

SWe are identifying the value of a sequence with whalthusser70 calls its logical
depth. The homology with Adam Smith’s definition of value glibbe evident.

5The UTM plays, for computational complexity theory, theeraff Marx’s “labour of
average skill and intensity” in the economic theory of vallmprovements in computer
technology are analogous to changes in the skill of the worke
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of producing information. It measures how much the entrdpe rest of
the universe must rise to produce the information.

Having traced the conceptual thread of entropy from Boltzmtarough
Shannon to Chaitin, it is worth taking stock and asking dueseif Chaitin’s
definition of entropy still makes sense in terms of Boltzmamefinition.
To do this we need to move from numbers to their physical sepr&tion.
A material system can represent a range of numbers if it Hasieat well-
defined states to encode the range. Will a physical systenstata whose
number has, according to Chaitin, a low entropy, have a ldvopy accord-
ing to classical statistical mechaniés?

What we will give is not a proof, but at least a plausible arguairthat
this will be true. As agedankerexperiment we will consider a picture of
the Mandelbrot set rendered on digital paper. Digital paper proposed
display medium made of thin films of white plastic. In the uplager of
the plastic there is a mass of small bubbles of oil, in the teidd each of
which floats a tiny ball. One side of the ball is white and thieeotblack.
Embedded within the ball is a magnetized ferrite crystahwtg North pole
pointing towards the black erttlf the paper is embedded in an appropriate
magnetic field all of the balls can be forced to rotate to hhe& white half
uppermost, making the paper appear white. Applying a Soatjnetic pole
to a spot on the paper will leave a black mark where the balls hatated to
expose their dark half. When it is passed through an ap@tgpmagnetic
printer, patterns can be drawn. A sheet of digital paper wiMandelbrot
set image on it nicely straddles the boundary between arstriduproduct
and a number or information structure.

According to algorithmic information theory, the Mandeibset image
represents a relatively low entropy state, since the leafyjthe program to
compute it contains fewer bits than the image. Does it algpesent a low
entropy state in statistical mechanics?

The second law of thermodynamics states that the entropyctisad
system is non-decreasing. So we would expect that a picfureedvan-
delbrot state drawn on digital paper would tend to change soine other

"This is what Norretranders (1998) cadisformation

8We need this step if we are to apply Chaitin’s theory to lalmocesses that produce
real physical commodities. We need an epicurean not a psitiieory.

%We are giving a somewhat stylized account of digital papettie purposes of this
argument.
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Figure 2.4: Configurations of parallel poles are unstabtetand to evolve
towards the anti-parallel configuration.

low entropy

higher entropy

picture whose state would represent a higher entropy levédct there are
good physical reasons why this will take place. If a locabaseall white or
all black, the magnetic poles are aligned as shown in the téjgore 2.4.
In this configuration the like poles tend to repel one angthed over time
some of the poles will tend to flip to the configuration showthi@ bottom
half of the diagram.

The rate at which this occurs depends upon the temperaligrgjgcos-
ity of the fluid in which the balls are suspended, and so onjrbtlte long
run entropy will take hold. The image will gradually degradea higher
entropy state, both in thermodynamic terms and in algoiithhierms. The
program necessary to produce the degraded picture is boulpel ionger
than the program that produced the pristine one. Hence ttalgmamic and
algorithmic entropy measure the same scale.

The example we have given is stylized but the thermodynasgcatia-
tion of digital information is not hypothetical. Magnetayte libraries have
a finite life because of just this sort of flipping of the magned domains
on which the information is stored.

2.4 RANDOMNESS AND COMPRESSIBILITY

You may find at this point that reason in you rebels at the itl@a infor-
mation content and randomness are equivalent. But thisas$ iwformation
theory teaches us, so it is worth considering and trying solke several
apparent paradoxes that arise from information theory.

Kolmogorov identifies the randomness of a number with iteimpress-
ibility (via his “no shorter formula” proposition). Thereeems to be a
contradiction—or at least a strong tension—between thseption of ran-
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domness as a propertfy a numberand the “ordinary” conception of ran-
domness as a property oi@echanism for generating numbef#&s in the
statisticians’ talk of a “random variable” as a variable wlwalues are de-
termined by the outcome of a “random experiment”.)

2.4.1 Random numbers contain non-random ones

To expose the tension, consider a random number generatss )(RSup-
pose it's a true quantum RNG, set to produce a series of umijodis-
tributed ten-digit numbers. The standard definition of @ndess would
be that every ten-digit number is produced with equal prdibaiéand the
drawings are independent, previous drawings do not aftdxsesjuent ones).
Thus if we leave our RNG running for a while, it's bound to punod num-
berssuchas 1111111111 and 0123456789. But these are maofnenum-
bers” on the Kolmogorov definition. The paradox is then thatdutput of a
random number generator (i.e. a device that generates msrabeandom)
is bound to include nonrandom numbers.

In these examples we have non-random sub-sequences oftthé ofl
the RNG. This is not a valid objection, as we have to take thiessoutput
of the RNG up to some large number of digits, in order to obthase
sub sequences that appear non-random. So these short sehces) are
not produced by the random number generator, but, stripthakking, by a
Turing machine program that is a prefix to the random numbeeigeor,
and which searches for patterns like 1111111111111 in theubof the
RNG. The Algorithmic Information Theory approach to thiswie be to
add the information content of the program which generdtedsequence
to the program which selected for the “non-random” sub sece®

2.4.2 Randomness of a number as opposed to of a generator.

In standard statistical parlance it doesn’t really makessea talk of a ran-
domnumberas such, as opposed to a randesmiableor a random number
generator(where the adjective “random” attaches to the generatoiit’s a
random generator of numbers rather than a generator of mandonbers).
Kolmogorov defines “random number”, in a way that seems tdlicomith
the standard view.

But this is just a divergence between what we commonly utaedsas
a number in statistics and how a number is defined in computtcom-
plexity theory. By number the Algorithmic Information Thgust means
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a sequence of digits. Since any sub-sequence of digitsasalsmber, for-
malisations in terms of numbers also provide for formaisain terms of

finite sequences of numbers. Thus a sufficiently large nucdiebe treated
as a generator of smaller numbers.

2.5 INFORMATION AND RANDOMNESS

To get at the second paradox we will report a little experiméve have an
ASCII file of the first eleven chapters of Ricarddsinciples it's 262899
bytes. We ran thézip2 compressor on it and the resulting file was 61193
bytes, a bit less than quarter of the size. Suppose for the dadrgument
thatbzip21® is a perfect byte-stream compressor: in that case the 61193
bytes represent the incompressible content of the Ricandpters. They
measure the true information content of the larger file, Whiontains a
good deal of redundancy. That idea seems fair enough.

The second part of the experiment was to generate anothef 262899
bytes of printable ASCII characters (the same length asr&wathis time
using a random number generafgrand runningzip2 on the resulting file
produced a compression to slightly over 80 percent of thgiraal size.

The first question is why we get any compression at all on thedom”
ASCII files?

Our bytes are printable characters. These are drawn fronbsesof
the possible byte valu&s and as such all, the possible byte values are not
equiprobable. Thus the stream is compressible.

The next question concerns the information content of thewa files.
Suppose we have already accepted the idea that the 611%3dbyteipped
Ricardo represent the irreducible information contenhefdriginal Ricardo
file. Then by the same token it seems the 218200 (or so) bytesimbed
rubbish from the random number generator represent thdartfoemation
content of the (pseudo-)random byte stream. The rubbistacmnalmost
four times as much information as the Ricardo. This is verd taswallow.

The point here is that standard data compression prograenseutain
fixed algorithms to compress files. In this case an algoritmown as

10A publicly available data compression program.
HUtherand() function in the GNU C library
2There are 256 28 possible values for 8 bit bytes.
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Lempel-Zit3is used. Lempel-Ziv does not know how to obtain the maxi-
mum compression of the stream—which would be an encodinigeofan-
dom number generating program. One can not make a genepalgacom-
pressor that will obtain the maximum possible compressicanyg stream.
One can only produce programs that do a good job on a largetyaof
cases.

We make the distinction between information as such antyyind in
those terms it's clear that the Ricardo is of much greatdétyutinan the rub-
bish. Even so, intuition rebels at the idea that the rubbeéshesanyinfor-
mation. We have a conception of “useless information” &l;iut it seems
doubtful that a random byte stream satisfies the ordinaryitdiefi of use-
less information. In ordinary language information has émboutsome-
thing; and it's useless if it's about something that is of nterest. For me,
the weekly guide to Cable TV programming may contain usdt#gssma-
tion. It's of no more interest to me than a random byte streddanetheless,
| recognize that it does contain (quite a lot of) informatidns certainly
about something.

In classical political economy use-value is neither the sneanor the
determinant of value, but nonetheless itlsexessary conditioof value. If
a product has no use-value for anyone then it has no valuergidgardless
of how much labour time was required for its production. Cansay that
the utility of a message is not the measure of its informatioment, but if
a “message” is of no potential use to anyone (is not abouhary then it
carries no information, regardless of its incompressihgth?

No. Information exists even if it is not useful. Take the caféiero-
glyphs prior to the discovery of the Rosetta stéfh@hey were meaningless
until that was discovered, useless in other words. Once stdiscovered
they became useful historical documents. Their infornmationtent was
not createdex-nihilo by Champollion, but must have been there all along.
Similarly, the works of Ricardo in Chinese contain no infation to me,
are of no use to me, but they still contain information.

137jv and Lempel (1978).

14The inscription on the Rosetta Stone, is a decree for KinteRipV Epiphanes dating
from March 196 BC. It is repeated in hieroglyphs, demotic @&neek. By using the Greek
section as a ‘key’ scholars realised that hieroglyphs werteideograms, but that they
represented a language. Jean-Francois Champollion (AD-1832), realised in 1822 that
they represented a language which was the ancestor of Coptic
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In the end, whether information is useful to us concerns elfiisé ther-
modynamic concerns. Does it enable us to change the worldviayahat
saves us work or produces us energy?

This is an anthropospective projection. It is not a propeftthe infor-
mation but a property of the user of the information, whicbast back onto
the information itself. Information theory in its epistelogical break, had
to divest itself of anthropospective views, just as astroyand biology had
to.

The “digital paper” example suggests one further paradotherissue
here. Let's go back to the ASCII Ricardo. Its incompresslblgth was
(according to bzip2) 61193 bytes. Now suppose the hard dsiegposed
to radiation that results in random bit-flipping, which cbaa some of the
bytes in the Ricardo file. At some later point we try compnegshe file
again. We find that it won’t compress as well as before. Iterimfation
content has increased due to the random mutation of bytesinivieile,
of course, its value as representation of what Ricardo sagdading. Is it
possible to make any sense of this?

Yes. The degraded work contains more information sincedornstruct
it one would need to know the trajectories of the cosmic rapgchv de-
graded the stored copy, plus the original copy. We may nohtezasted in
the paths of these cosmic rayfsbut it is additional information, provided
to us courtesy of the Second Law.

181n other circumstances, archeological dating for exanspleh radiation damage gives
us useful information.
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CHAPTERS3

L ABOUR PRODUCTIVITY
Cockshott

Those who possess rank in a manufacturing country, canedgdoe
excused if they are entirely ignorant of principles, whosealopment
has produced its greatness. The possessors of wealth caalgdse
indifferent to processes which, nearly or remotely haventibe fer-
tile source of their possessions. Those who enjoy leisurescarcely
find a more interesting and instructive pursuit than the emation of
the workshops of their own country, which contain withinrtha rich
mine of knowledge, too generally neglected by the wealtti@sses.
(Babbage (1832), Preface.)

3.1 RAISING PRODUCTION IN GENERAL

In this chapter we examine the means by which labour prodtctn-

creases over time. The level of our analysis here is es#igrigahnical.
We are looking at productivity in physical terms rather tihmmalue terms.
We are not at this point interested in how many Euros’ or dsllaorth of
output each worker produces per hour. Instead we are loakipyysical
production—tons of steel, meters of rope, numbers of cabsa on.

This concentration on physical productivity means thatfoaus is not
only limited to technical considerations, it is also narré@oking at one
industry at a time. We cannot yet look at the economy in gérsenae,
by abstracting from prices or other means of valuation, weeftkeprived
ourselves of any scale by which we could measure the nagowoduct. The

59
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total product of the economy comprises a heterogenous reixtugoods:
For the moment we will consider one product at a time, and #baral units
of that product will provide us with our scale.

We are primarily interested in the flow of product per unitéir17 mil-
lion tons of steel per year, 15 meters of cloth per hour. Waks@interested
in product flow per unit time per worker since this is the disien along
which the wealth of society in general increases.

There are three fundamental ways by which the flow throughpaay
duction process can be increased.

(1) Accelerating the production cycle.
(2) Parallelizing production.
(3) Eliminating wasted effort.

These basic methods apply whether the production procdssnisn
or animal, mechanical or biological, carried out by men,sbeerobots.
Examination of them will provide the main substance of thaptar.

3.1.1 Entropy analysis

Before going into the above-mentioned methods of incregsinductivity,
we shall first extend our analysis of information and entrtaplook at the
changes in entropy that take place in during industrial pctidn.

We have already considered the thought experiment of djgatzer. We
showed that if you wrote text on it, although this text reprdésd informa-
tion, it contained much less information than the papermici#y could. If
we transfer what we have learned from this example to ordipaper and
the process of producing a book we see that the productiaepsencom-
passes two opposite phases.

First, we have the production of the paper. This is an entrepycing
process. The blank sheets of paper obviously have low irdbam content
with respect to human language, but they also constitutey @idropy state
with respect to the raw material. In a sheet of paper the loskufibres

Technically speaking, it is @ector, a list of numbersgx tons of steey cars,z barrels of
oil, ... ]. Vectors are a means of describing positions in multi-disi@mal space. To get an
unambiguous measure of changes in production you needetscaleasure the changes,
ascalarquantity like $w.

2Abstracting for now from the division of this wealth betwetie different classes in
society.
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are constrained in both orientation and position. With rédga orientation,
the fibres must lie in a plane rather than being free to takenypaagle.
This implies a reduction in the volume of state space thatibtines occupy,
and thus, from Boltzmann, a corresponding reduction inogytrThe fibres
are also constrained to exist within a small volume a few hediths of
a millimeter thick. This restriction in physical space daowsly entails a
smaller entropy, as shown in our discussions of Maxwellsnan.

Second, there is the writing of the text—whether by handnadke dis-
tant past, or using a printing press. This is an entriogyeasingprocess.
Imagine that the text to be printed exists as binary data iteaoh disk,
encoded using ASCII or UNICODEClearly the book contains this infor-
mation, since by sending the book in the post to someone waestteem
to recreate the relevant binary file. Thus, by the equivaerienformation
and entropy, we have increased the entropy of the bookvelttithe blank
sheets of paper. For another perspective, consider thehacivhile all
blank sheets are alike, printed sheets can be differentntitrder of possi-
ble different pages that can be printed is so huge as to divaddncept of
astronomically largé. Since entropy is logarithmically related to the num-
ber of possible states, the increase in the number of pessiales implies
a rise in entropy.

In the first phase a low-entropy material is created; in tloesé phase
the entropy of this material is increased in a controlled.viiayially natural
information is removed; subsequendgthropicor human-created informa-
tion is added. The natural information removed in the firagetis of no
interest to us, while that added in the second stage is dictay our con-
cerns.

3ASCII is the American Standard Code for Information Intenehe, a code which uses
7 bits to represent each letter or symbol. It is restrictethto characters appearing on
US typewriters. UNICODE is a newer 16-bit code that can regméeevery letter or glyph
used in any of the world’s languages, including ideograpbits like those of China and
Japan.

41f we allow 40 lines of 60 characters, with these charactea/d from a lexicon of all
of the world’s languages, we have of the order of som&@¥8possible printed pages. For
comparison, the volume of the universe in terms of the Plalimlension—the quantum of
space, 103°m—is of the order of 18'°

51t may be objected that while there are a vast number of plespidges that could
be printed, we are only interested in printing a particulagg This is true, but it is the
particularity of the page that constitutes the added in&dgirom and thus the added entropy.
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The first process—pulping wood, bleaching it, forming itoirgheets,
drying it—has to use energy to produce the reduction in @gtrdhermo-
dynamics gives any local reduction in entropy its energgeprirhe second
process, increasing entropy, could in principle be doneatergy costin
practice our technologies are not that efficient. Still,gbeer consumption
of a printworks is a lot lower than that of a paper mill.

Considerable research is currently underway to develop-technologies
that use self-assembly of microstructures. In this casenitrease in en-
tropy that occurs as the structures acquire form and infoomaccurs di-
rectly by thermodynamic means, albeit starting off fromgmsely controlled
compositions and temperatures (FIXME citation Witesidgs 9

3.1.2 Replicated parts

Consider two books by two different authors, each 200 pages, Iprinted
with the same size of letters. Each has roughly the same anodun-
formation added to the paper in the printing process, butthease the
information is different. On the other hand two copies of albbave the
same information added. The added information is what orotteehand
differentiates books, and on the other makes replicatiasipte.

It is easy to see the relevance of information theory to thetipg in-
dustry. Its product, after all, contains information in theryday as well as
the technical sense of that word. Does this approach prongights into
how other production processes function?

For a rather different example, consider the process ofymiod cloth.
The starting material is wool or cotton fibres in a random kasgtate. This
is first carded to bring the fibres into rough alignment, arehtiimultane-
ously twisted and drawn to spin the fibres into yarn. In thenyaoth the
volume and orientation are sharply reduced. Energy is useeduce the
entropy of the cotton. The weaving of the cotton then inaedke entropy
by allowing two possible orientations of the fibres at righgkes to one
another (or more if we take into account the differences ssgnle weave).

In the case of man-made fibres the extrusion and drawing gsesehat
precede spinning are designed to align the polymer molseulh the axis
of the fibres, again this is clearly an entropy reducing psece

5The not gate proposed for quantum computing is in principteeghanism by which
a process analogous to the printing of information onto lblpaper can take place in a
reversible and thus non energy consuming way DiVincenz8%19
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Other industries that use thin, initially flat materialsaslg have a lot in
common with printing. The manufacture of car body parts fsimet steel,
or the garment industry, share the pattern of producing adiotropy raw
material and adding information to it. In pressed steel traeson, added
information is encoded in the shape of the dies used to foexcén doors,
roof panels etc. We can quantify it using Chaitin’s algaritb information
theory, as proportional to the length of the numericallytoolied machine
tool tape that is used to direct the carving of the die. In tleimg up of
garments from bolts of cloth, the added information cometh@&form of
the patterns used to cut the cloth.

All of these involve the replication of standard productspendent on
the existence of materialized information in the form oftpats and dies.
If steam powered the industrial revolution, the technadegif replication
were the key to mass production. The classic example of tiperitance
of accurate replication was in the production of the Coltoresr in the
mid 19th century. Prior to Colt establishing his factory then trade was
dominated by handicraft manufacturing techniques. THermiht parts of a
gun’s mechanism were individually made by a gunsmith sottit fitted
accurately together. While the components of an individoaling piece
might fit together beautifully, if the hammer were removezhirone gun, it
would be unlikely to fit accurately into another. Mass prdductrequired
the use of replicated interchangeable parts. For parts iotéeehangeable
they must be made to very precise tolerances. This improweimeccu-
racy of production involves the parts having a lower entramcupying a
smaller volume of phase space, than the old hand made pagain Ay
the equivalence of information and entropy this means tiestandardized
parts embody less information than the hand made ones. Tdkessense;
for example it may have been possible to identify the makertwdnd made
gun, whereas this would be impossible with a standardizétd Co

In the 19th century, prior to the introduction of numerigatbntrolled
machine tools, replicated parts had to be composed of erraenid planar el-
ements which could be produced on lathes or milling machinks limited
information content of these can be seen when you consideirthurning
a smooth bore gun barrel one only has to specify the inner atet cadii
and its length. If an axle and a bearing are being producearatgy to fit
together, then one wants the uncertainty in the surfaceedb@aring, given
the surface of the axle, to be reduced below a certain limit.



64 Chapter 3. Labour Productivity Cockshott

A —_

Figure 3.1: When inserting axle A into bearing B we want to imige the
conditional informatiorH (B|A), between B and A.

Information theory analyses this in termsadnditional entropy The
Chaitin formulation of this is as follows: the conditionalteopy of a char-
acter sequend® dependent upon a sequerfgenhich we write add (B|A),
is given by the length of the shortest prefix Turing machinagpam that
when fed with the program fok will generateB.

How can we apply this concept to our previous mechanical gxaPn
Let A stand for an encoding of our axle aBdan encoding of our bearing (
Fig. 3.1). We divide space up into cells of a fixed size, Ieta;sas%)th of
a millimeter on edge. If the space is occupied by metal we tetinos with
a 1 otherwise we denote it by a 0. We can then use arrays ofatbesdike
those in Fig. 3.2, to represent slices through the axle.

According to the Chaitin view, the information content oéttross sec-
tion through the axle is given not by this array of 1s and O®kube shortest
program to generate it. Here is an example of a short progmatwiill print
out the pattern in Figure 3.2:

program circ ;
const
b: array [boolean] of char=( ‘1’ ,'0" );
c =20;
r =18;
var
a: array [-c..c,c.c] of boolean;
begin
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00000000000000000000000000000000000000000
00000000000000000000000000000000000000000
00000000000000000000000000000000000000000
00000000000000000111111100000000000000000
00000000000000111111111111100000000000000
00000000000011111111111111111000000000000
00000000001111111111111111111110000000000
00000000011111111111111111111111000000000
000000001111111111111211111111111100000000
00000001111111111111111111111111110000000
00000011111111111111111111111111111000000
00000011111111111111111111111111111000000
00000111111111111112112121212111211111111100000
00000111111111111112112121212111211111111100000
00001111111111111111211111111111111110000
000011111111111111121121212121121211111111110000
00001111111111111111111111111111111110000
00011111111111111112122121211212121111111111000
00011111111111111111111111111111111111000
0001111111111111112121212121211212121111111111000
00011111111111111111111111111111111111000
00011111111111111111111111111111111111000
00011111111111111121212212121121211111111111000
00011111111111111111111111111111111111000
000011111111111111121121212121121211111111110000
00001111111111111111111111111111111110000
00001111111111111112112121212111211111111110000
00000111111111111111111111111111111100000
00000111111111111112112121212111211111111100000
00000011111111111111111111111111111000000
00000011111111111111111111111111111000000
000000011111111111121111111111111110000000
00000000111111111111111111111111100000000
00000000011111111111111111111111000000000
00000000001111111111111111111110000000000
00000000000011111111111111111000000000000
00000000000000111111111111100000000000000
00000000000000000111111100000000000000000
00000000000000000000000000000000000000000
00000000000000000000000000000000000000000
00000000000000000000000000000000000000000

Figure 3.2: A slice through the axle.
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a— \/13+12 <r;
write(bg);
end .

We cannot guarantee to have found the shortest such prdghadeed
Chaitin shows that in the general case one can never proveatgaen
program is the shortest to produce a particular output. Beipprogram is
considerably shorter than the pattern that it produceswatihdhe alteration
of the definition of two variables andr it will generate arbitrary sized
circular patterns of 1s in a field of Os.

Clearly if the bearing exactly fitted the axle the expandezbdimg for
a slice through the bearing would be an array similar to Fiyl&it with
1s and Os swapped round. This can be produced by a triviabehtanthe
program circ, the addition of a single statement. Indeethali is required
is that the line:

Write(bnota);

replaces the line:

write(bg);

in the program. This must come close to minimizing the coodél
entropy of the two parts.

Suppose that the parts were less than perfectly made, sthénatwere
rough spots on the surface of the axle. Figure 3.3 shows & s@dion
through a pin A that should be circular, but has a step oneneayated
perhaps by improper turning.

Suppose we have our perfectly formed circular hole B, thebedsre
the conditional entropid (B|A') of the hole and the imperfect pin is much
greater than before. Working in the domain of generatoranog we would
need to add the following lines to the generator of A’ to mdiesltitmap for
B:

ar 1< false,

ay o« false,

ar1,0« false;

ar o« false,

ar—1,—1¢— true;

"The program is in Vector Pascal which is fairly concise, seekShott and Renfrew
(2004).
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0000001111111111121112121111211112111111000000
000000111111111111112111111111111111000000
000000011111111112111212111121111111110000000
00000000111111111111111111111111100000000
00000000011111111111111111111111000000000
00000000000111111111111111111100000000000
00000000000011111111111111111000000000000
00000000000000011110111111000000000000000
00000000000000000000111000000000000000000
00000000000000000000100000000000000000000
00000000000000000000000000000000000000000

Figure 3.3: Part of a pin with a fault on its circumference.

Write(bnota);

This obviously contains extra information, required toreot the bitmap
of A’ to generate that of B. In pre-industrial productiongtéxtras steps in
the generator program would translate into additional stpfiling and
grinding to make parts fit. The aim of standardized prodwagdo arrive at
a situation where independently made parts, derived froomanon tech-
nical specification, fit together because the conditionf@rmation of the
mating parts is minimal.

3.2 ACCELERATED PRODUCTION

The most obvious way in which production can be increaseg ecoeler-
ating the production process itself, by making people andhim&s work
longer and faster.

3.2.1 Longer days

If the working day is increased from 8 hours to 12 while the saempo
of work is maintained, then output per worker will rise by dfh&he ef-

fect, over a 24-hour day, is analogous to increasing theageeintensity of
labour. Similarly if a machine is used for 12 hours a day nathen for 8,
we have the same effect as if the machine ran 50% faster.

From the standpoint of society as a whole, however, thereealedif-

ferences. If machines are scarce, an economy can increasatgut by
using them on a 24-hour shift system. But if a system of thheisseach
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of 8 hours is used, then three times as many workers are egfjuifotal
production will rise threefold, but output per worker remmthe samé. If
on the other hand, the working day is extended to 12 hourstvamahifts
are worked, both total output and output per worker go ups Tdgt encour-
ages employers to lengthen the working day whenever theistadapply is
limited. Further, since daily wages rarely rise in propmmntio hours, longer
hours mean more profit. But the scope for extending the wgrkiay is
still relatively limited. The maximum feasible working dés/perhaps 16—
18 hours under the most exploitative conditions, less thadoudling of the
pre-industrial working day.

These are small gains compared to those available from oémgiy No
free workers would willingly work such hours. It is ratheetfate of slaves,
either bonded labourers or wage slaves without accessddrrdes unions.
The working day is ever the inverse reflection of workersétily. As work-
ers gain political rights and influence, the working day cemdewn and
other ways have to be found to increase productivity.

3.2.2 Studied movements, intensified labours

Today we think of mass production in terms of the mechanizedyzction
line introduced by Henry Ford at the start of the last centuByt mass
production started much earlier. In the 18th century, eefteam or water
power were generally applied, mass production took placeanufacto-
ries?. In a manufactory, the work was done with hand td8Iby groups of
workers using a division of labour.

It is a common enough observation that a person’s speed yr@proith
practice. Through practice, sequences of muscle movenceate to be
under conscious control and become reflexes. We no longerthaink
about them. We do them automatically and we do them fasty Beahufac-
turing based itself upon this principle. Each worker hadhgde repetitious

8The labour required to produce one unit of output may fadjtly, since the depreci-
ation of the machines may not rise proportionately withrtheensity of use.

Smanuactory, from manus, the latin for hand.

10The difference between a tool and a machine is not capahblergfprecise distinction;

nor is it necessary, in a popular explanation of those tetonlmit very strictly their ac-
ceptation. A tool is usually more simple than a machine;gtserally used with the hand,
while a machine is frequently moved by animal or steam powWére simpler machines
are often merely one or more tools placed in a frame, and axtddy a moving power.’
Charles Babbag&conomy of Machinery and Manufactures, 1832, Chap 1.
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task, performed largely under reflex control. Productiors &acelerated
both by the increased speed that came from practice, andrbyating the
‘lost time’ which would otherwise be spent changing from ¢dask to an-
other. The combination of faster movements and the elinunaif wasted
time could lead to remarkable improvements in productj¥itigut the draw-
backs of this form of production are obvious. People aretHerduration
of the working day, used as automatons, their minds and imaéigns ren-
dered redundant. We use the present tense advisedly: m&ngnsumer
goods in our shopping-malls today come from third world nfaoturies
where children work as machines.

11To take an example, therefore, from a very trifling manufiaet but one in which
the division of labour has been very often taken notice &4, tthde of the pin-maker; a
workman not educated to this business (which the divisiolalobur has rendered a dis-
tinct trade), nor acquainted with the use of the machinergleyed in it (to the invention
of which the same division of labour has probably given oimegscould scarce, perhaps,
with his utmost industry, make one pin in a day, and certaiolyld not make twenty. But
in the way in which this business is now carried on, not oné/hole work is a peculiar
trade, but it is divided into a number of branches, of which gneater part are likewise
peculiar trades. One man draws out the wire, another stsigta third cuts it, a fourth
points it, a fifth grinds it at the top for receiving, the hetmmake the head requires two
or three distinct operations; to put it on is a peculiar besf to whiten the pins is an-
other; it is even a trade by itself to put them into the paped the important business of
making a pin is, in this manner, divided into about eighteistirtct operations, which, in
some manufactories, are all performed by distinct hanasygh in others the same man
will sometimes perform two or three of them. | have seen alkmahufactory of this kind
where ten men only were employed, and where some of them goesty performed two
or three distinct operations. But though they were very paiod therefore but indifferently
accommodated with the necessary machinery, they couldp Wiey exerted themselves,
make among them about twelve pounds of pins in a day. Thermag@ound upwards
of four thousand pins of a middling size. Those ten perstresefore, could make among
them upwards of forty-eight thousand pins in a day. Eachguetberefore, making a tenth
part of forty-eight thousand pins, might be considered aksimgefour thousand eight hun-
dred pins in a day. But if they had all wrought separately axttpendently, and without
any of them having been educated to this peculiar businesg,certainly could not each
of them have made twenty, perhaps not one pin in a day; thaerinly, not the two
hundred and fortieth, perhaps not the four thousand eighdifedth part of what they are
at present capable of performing, in consequence of a pripision and combination of
their different operations.” Smith (1974) Chap 1
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Figure 3.4: The lockstitch sewing machine of Elias Howe.

3.2.3 Mechanical sequencing and power

Nearly all human productive activity involves movementsthbg hands or
limbs. The fingers must move in a precise sequence of motomahipu-
late the tool and produce the desired effect on the produat. speed with
which this can be done depends on both a flow of informationaafidw

of energy. The information is supplied by the brain in theri@f nervous
impulses, sent in the correct sequence to the hand. Theyeisesgpplied
by hand and arm muscles, which accelerate the hands plestbdé over-
coming mechanical resistance.

There is a limit to how fast even the most practiced hand cavem®
limit to how fast a seamstress or tailor could sew. This isasgul both
by the brain’s inability to provide the nervous impulsegdéashan a certain
rate, and by the speed with which the fingers can be moved. Aevahass of
industrial appliances accelerated production by first jgliog a self-acting
mechanism to supply the information input, and then praoxgdin external
source of power, allowing a previously manual productioacpss to be
accelerated.

The classic example of this was the sewing machine. The first-f
tional sewing machine was invented by French tailor Baetmgl Thimon-
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nier in 1830. He was almost killed by other enraged Frendbrtawho
burnt down his sewing machine factory because they fearechployment.
In 1834, Walter Hunt built America’s first sewing machine. Héeer lost
interest in patenting his sewing machine because he bdlifesinvention
would cause unemployment. Sewing machines did not go inssmiaduc-
tion until the 1850s. The first commercially successful sgwnachine was
the one designed by Isaac Singer. The Singer machine uséddhkestitch
mechanism patented earlier by Howe (Figure 3.4). It theeeddfered from
a tailor in using two threads instead of one. The upper nestaiply moved
up and down while the cloth was dragged past it. Meanwhileudtlghcon-
taining a second reel of thread was rotated through the lomaded in the
first thread. Singer’s machine could be operated either ygadle or by
a crank. It was a huge success and Singer and Howe both becaltie m
millionaires.

The key to its success was the fact that it greatly increaseg@rtoduc-
tivity of sewing cloth together. The number of stitches aspercould do
per hour increased by an order of magnitude.

The speed of stitching could be made much higher for two readérst,
the much stronger muscles of the leg replaced those of thetihanoving
the needle. Second, the sequence of needle movements wasgyeo gen-
erated by the human nervous system translated in finger nmewsmDex-
terity gave way to rotary action as cams, cranks and leveyseseed the
thread movements to generate the lock stitch. The cams opddate far
faster than the nimblest fingers, turning every tailor infuampelstiltskin.

Training can accelerate manual skills immensely, as théra@loof our
muscles is transfered from conscious to reflex action. Bch sieceleration
meets its limits, set both by the reflex speed of our nervosteayand abil-
ity of our hand muscles to accelerate and decelerate ouréingemachine
with an external power source is freed from these limits. 3&guence of
movements to be made is now encoded in the mechanical lisk&ygate
the drive shaft faster and the sequence speeds up. The teltiimmét now
becomes either friction or the strength of steel exposedidolesn acceler-
ation and deceleration. This can be a couple of orders of matmabove
the limits of human dexterity.

The automatic control mechanism of the treadle sewing machliows
muscular effort of the foot to produce an embodied infororastructure
in the twists and loops of the stitches It is worth noting hénat once we
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deal with a repeated process like stitching, that the algoic and thermo-
dynamic conceptions of entropy diverge. If an automatom iproduce a
repeated patterR = c", containingn repetitions of a basic cetl, then we
would expect the algorithmic information to be boundedyg) +H (n). It

will be bounded by the information content of the basic cklspghe infor-
mation content of the numbex, But since an integral number can always
be expressed in binary, the information content afust be bounded by the
number binary digits im. Thus on algorithmic grounds we would expect
H(P) < H(c) +log,n. When analysing the thermodynamics of production
this formula does not necessarily hold.

Thermodynamic analysis of production is more complex. Qadne
hundred stitches clearly involves about one hundred timesemhysical
work than doing one. Some of that work will be dissipated iotional
heat, a clear entropy increase. Another part goes into bgradid twisting
thread both in the stitches and in the cloth being worked dns hcrease
in thread entropy absorbs another portion of the work. Thesthermo-
dynamic entropy increase variesra¥s), whereh(s) is the increase in the
entropy of the thread involved in doing a single stitéh.

3.3 PARALLELIZING PRODUCTION

The sewing machine greatly increased the productivity itgrs but it did

not usher in a social revolution. Individual tailors coutdl sifford to work

on their own since the price of sewing machines was withiir teach. The
sewing machine in fact became a staple of domestic equiprabodving

women to clothe their families more cheaply. It was compeatiith the
continued self sufficiency of the farm household.

3.3.1 More people

Today most work done by sewing machines is done in factoi$lions
of women are employed in Asia sewing garments for westermdtares.
In these factories productivity will be somewhat higherntha domestic

12For macroscopic products the thermodynamic entropy ctsagemuch larger than
the algorithmic entropy changes. For sophisticated natesys which may be built in
the future evolving along conservative lines, like Feynmigproposed quantum simulator
Feynman (1999) the thermodynamic and algorithmic entsopieepeated patterns may be
equivalent.
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procedure sew ;
begin
[ 2><7;:[><|0;
s—2 %1 X ()
r+s iflomodc <h .
X1 — . ,
s—rx (cog0)) otherwise
yl— 0.5 x r x sin(6 + m);
z1+ 0.125 x r x cos(0);
X2+ Xx1+r X (-0.2+0.45 x sin(0) );
y2+—-2+0.1 xr x Sin0;
221 X (-0.35+0.35 x cos0);

end ;

Figure 3.5: The Lock-stitch presented in plan, elevatiod parspective
views, along with a generating action program. Note thattalbs of the ac-
tion program are generated by sine and cosine functionsmby which
models the angular rotation of the sewing machine’s driveethThe com-
puter algorithm has to specify 6 degrees of freedom, 3 fan gaead. This
is to ensure that our modeled thread does not intersect itdgbractical
sewing machine will work by controlling 4 degrees of freedon) the
movement of the cloth, modeled in the algorithm abovesply) The ver-
tical movement of the needle, modeledydy and c) the circular movement
of the lower thread, modeled b2 andz2.
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production, but not enormously so. Such productivity gamthere are stem
from the mechanisms analysed by Smith over 200 years agdiviseon of
labour and the repeated execution of the same task. But ¢ja@ise are not
huge. What has happened to transform the sewing machinedrwol of
family independence to an instrument of exploitation?

It is a combination of two factors. First the big differencewealth
between the already industrialized nations of Europe,iNarerica, Aus-
tralia and Japan means that there is a huge demand in thesgiesuor
cheaply made clothes. Since the goods are being exportesisate world,
the trade inevitably falls into the hands of capitalist niaden. These,
through their contacts and wealth are in a position to supyaterial to, and
sell on the products made by, individual seamstresses. tétpassage of
time it becomes advantageous to them to bring the workersrue roof
and make the seamstresses direct employees. In so doingdhebetter
control over the labour process, can impose stricter woskipliine, and
save the costs of distributing cloth to lots of home-workers

A second cause is the dominance of distribution in the dpeslcapi-
talist world by big chain stores selling branded goods. &heg companies
can place contracts for large numbers of identical garmenitis local man-
ufacturers. They require cheap standardized garmentsigeddeither in
sweatshops or by homeworkers subject to the control of sulkaiors.

The employers can exploit the machinists because the eemnglaye rich
and well connected, whereas the machinists are poor. Thiogenp don’t
exert their control due to any particularly superior tedbgg, but due to
their social position. But they have this position becabsértrole in an in-
ternational capitalist trade network. And this networkumtdepends upon
the prior industrial development of richer nations goinglb&wo centuries.

3.3.2 More spindles

It was not sewing machines that drove the birth of the ingaistevolution
but spindles.

Immediately prior to industrialization yarn in Europe wasqguced by
domestic treadle spinning wheels. The wooden spinning IMoe&s a
much more primitive machine than Singer’s sewing machingéjibmany
ways they were very similar devices. They were both drivefoloy power.
Both were, in a sense, single-threaded. The spinning wheelsathe twist-
ing and drawing out of a single strand of thread. Both inv@waodicum
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spinn’ing #. ~-jenny, spinning-
machine with several spindles;
~-wheel, simple spinning-appara-
tus in which spindle is driven by
wheel worked by hand or foot.

SPINNING WHEEL

1. Distaff. 2. Flier or spindle whorl.
3. Hackle. 4. Bobbin. 5. Maiden. 6.
Spindle. 7. Wheel. 8. Mother-of-all.
9. Yarn. r1o. Treadle. 11. Footman

Figure 3.6: Treadle spinning wheel.

of hand control—guiding the cloth in one case, drawing oatytarn in the
other. Like the early sewing machines the spinning wheel egzentially
a domestic instrument of production. No factory system thasespinning
wheels ever established itself. The mechanization of spgtook what was
essentially a much more adventurous course than SingerCinpton’s
Mule (see Figure 3.7) multiplied the number of spindles asd eeplaced
the hand actions of the spinner with a sequence of mechanmaments.

The spindles were mounted on a moving carriage. The sequEnce
actions emulate those done by a hand spinner.

(1) The carriage moves out, drawing the as yet unspun yasngtrollers
that impede its progress. As this happens the spindles tragaiist
onto the yarn. This emulates the first action of the hand gpias
they move their hand away from the spindle stretching tha.yar
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Figure 3.7: Compton’s Mule. Note the multiplicity of spiregland the mov-
ing frame which substituted for the stretching movementefttand spin-
ner’'s arms.

(2) Nextthe carriage stops and the spindles start windiegtttead onto
the bobbins. Simultaneously the carriage moves back tot#ngng
position as the thread is drawn in.

(3) The cycle repeats.

The mule was, in the terminology of the daglf-acting We would now
say it wasautomated It carried out its basic sequence of operations so long
as power was supplied. Human invervention was restrictédatding and
unloading bobbins, and connecting broken threads.

While the fact that the mule was water or steam powered meanitt
could spin each individual thread faster, this was notaaiti The really
important thing was the parallelism. Combined with seli@tthis allowed
the number of threads spun by each worker to grow enormotisg/system
illustrated in Figure 3.7 illustrates an 8-fold multiplt@an of productivity
but later mules increased the level of parallelism to thesoad 100 fold.
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3.3.3 From Samian ware to UV lithography the developmentiotipg
like technologies

Pottery casting We will now look at a quite different method of raising
productivity, one which has a long history and is transforgnsociety even
now. One of the early mass production industries was the Rddamian
ware industry which flourished from .. to .. It produced ochodoured
pottery kitchenware vessels with raised designs as idtestirin Figure??.
These were unlike earlier pottery styles in that large nushbé identical
pieces were produced. The key to this was the use of casting.

Pottery vessels went through two earlier stages of devedopnin the
first phase pots were made by hand shaping the clay prior tafifNext
came the invention of the potters wheel. This, perhaps tHeestarotary
production tool, accelerated the production of circulasseds. The rotation
of the wheel meant that the potter had only to specify two ipatars for
each vertical position on the pot: its inner and outer ra@lie ‘specifica-
tion’ was done by where they placed their thumb and forefimgkative to
the axis of the wheel. The wheel enabled pots to be made wigdzced
algorithmic information content. The pots were more evet teir pro-
duction was easier. The potter's wheel was the progenitanmliole class
of rotary tools such as lathes and drills.

The next development dispensed with the wheel and intrationzeilds.
Clay was pressed into a pre-shaped mould and took on the shtipe in a
single operation. With the wheel shaping was still a seqakptocess. A
one dimensional path, a spiral was traced out in the framefefence of
the pot by the potter’s grip. With casting the shaping becarparallel two
dimensional process. The mould is a two dimensional suratieinfor-
mation encoded as raised and lowered details. Considertiibamplies:

(1) The shape is impressed onto the whole surface simultsheoOf
course this is only approximately true with the mold for avea
vessel, but we can conceptualise this as a process in whiap-an
proximately flat die comes into contact with a roughly flat ethef
clay, imposing detail right across the surface. The arghesy model
becomes more realistic with subsequent examples of thigEpro-
duction.

(2) Whereas the wheel accelerated production by reducegltporith-
mic information in the product, moulding did not have thisativan-
tage. It allowed arbitrary and detailed artistic patteois¢ embossed
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on the piece. The product of the wheel must be a solid of révawip
and arguably, much of the beauty of hand turned pottery steons
this constraint. Moulding allowed decoration to run rioandan ware
seems to have an almost Victorian love of fancy detail.

(3) No two pots turned on the wheel are the same, but the Sanaam
industry was able to churn out masses of identical bowls. Iing
allowed standardized mass production. This was helped doyaitt
that moulding can be recursive. Pottery moulds were a negiatiage
of the final pot, with raised areas on the pot being depression
the mould. But if the mould was ceramic, it could be made by firs
pushing a positive pattern piece into an unformed mould wkias
then baked. Suppose that a mould could be used 100 timeshefor
became too damaged. Suppose further that the master useakéo m
the mould coul be used 100 times, then this two step procagd co
turn out 10,000 copies of the original pattern piece.

It is worth returning to the paradox relating algorithmictb@rmody-
namic entropy in production that was mentioned in secti@u33.There we
said that the algorithmic information in repeated produtgrows by a law
of the formH (P) < H(c) + logn whereP is the total product made up of
repetitions ofc. If we look at the process of reproduction as a whole there
are two terms the first given by the complexity of the origiaatl a second
logarithmic term given by the number of repetitions.

In the case of the Samian ware pottery there is the origingk wbpro-
ducing the master or pattern piece which correspond(t, but then the
number of copies that could be made grows exponentially thigmumber
of successive steps of copying: if the master is used dyréztbroduce the
pots therL pots can be made, whetkeis the lifetime of the master. If the
master produces moulds which in turn produce the potslitfgmts can be
made, etc. Invert the relationship and we find that the nurabguccessive
steps of copying will be related to the number of pots produrcas log (n),

a relationship suggested by the predictions of informatthaory.

Cast iron moulding The application of mass production to iron working
required a similar path. The crucial step here was the gahditast iron.

The transition from thetackoferto the blast furnace was gradual. In
the taller furnaces the iron ore remained exposed to thecireglac-
tion of charcoal for a longer period, and this, combined whiither
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temperatures from the water-driven blast, generally, logtatways;
caused some of the iron to melt and trickle from the bottomhef t
furnace, where it solidified. This iron, having absorbedugtocar-
bon to transform it into cast iron, which is brittle and unkaile in

the forge, was an annoyance to the smelter whose object was-o
duce low carbon wrought iron. As yet he had no use for cast iron
and returned it to the furnace to be remelted. In the earlyqiahe
fourteenth century, a new term began to appear among iroliesgie
flussofenthat is, a flow oven, clearly indicating that it was capalile o
producing molten iron.

It was also known in German as a hochofen and in Frenchhasia
fourneau The increasing appearance of molten iron running from the
furnace presented the smelter with a problem. We are lefoigec-
ture what may have passed through his mind. In the propottiah
iron flowed from his furnace, the quantity of wrought iron wainihe
obtained was lessened.

At the same time, the return of the solidified iron to the fuaor
remelting interfered with his operations as a producer afught
iron. Bronze was then being cast in many forms. Among thefchie
if not the chief, cast bronze products were church bells. ifbwe
smelter was certainly familiar with the bronze foundry istty. What
could have been more natural than for the producer of castanal
the bronze foundryman to have been brought together? Thencir
stances under which this may have occurred are obscuret apt i
pears most likely that church bells were the first cast irardpcts
extensively produced, followed by a much greater demanddst
iron cannon and cannon balls. (Fisher (1963), p. 27)

Prior to the development of the blast furnace iron objecatgiired re-
peated hammering to forge a shape out of the bloom. The irgutought
iron was tough but expensive to produce. Its use was limaedals and
weapons. Once iron could be heated enough to cast it, one coake
shapes that would be hard to produce by hammering—for exaoquk-
ing pots or cast iron stoves. These could be mass produceddrsingle
pattern wooden pattern from which sand-moulds could bentakeThis
allowed the mass production of iron utensiles for applarsiwhere high

130f casting iron and other metal®atterns of wood of metal made from drawings are
the originals from which the moulds for casting are madehs, in fact, the casting itself
is a copy of the mould; and the mould is a copy of the patterncastings of iron and
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tensile strength was not essential. Iron stoves, pipes aoki\are became
available for domestic use. Cast iron pillars could be usesupport the
large working areas of mills. Cast iron members operatingoimpressive
mode could be used for bridges. As with Samian ware we seeldresance
in decorative detail made possible by the new technology.

The development of the Bessemer process then allowed the samal
mould technology to be applied to steel production so thahearts used
in tension could be cast. The mass production of car engoresxample,
would have been impossible without castings.

Again we have a technology that utilizes the parallel fororadf a prod-
uct enabling a huge extension of production.

Plastic mouldings In the 20th century one saw a recapitulation of his-
tory as plastic moulding became available. As with cast,itbis enabled
the mass production of domestic utensiles. The significéfierences were
that plastics were lighter, and could be made to higher deno@@al accuracy
than cast iron. If one considers products from vacuum cisateebuckles,
we see a progressive replacement of cast or pressed metabpaast plas-
tic ones. Aside from the gain in weight, manufacturing cesésreduced by
replacing a sequence of metal forming steps by the paraltelihg of the
product in a mould.

Printing press The casting of pottery vessels was not the first use of im-
pressions. The use of seals as a certificate of authenticttyrrespondance

metals for the coarser purposes, and, if they are afterwtartie worked. even for the
finer machines, the exact resemblance amongst the thingsiged, which takes place in
many of the arts to which we have alluded, is not effected énfifst instance, nor is this
necessary. As the metals shrink in cooling, the pattern idenbarger than the intended
copy; and in extricating it from the sand in which it is mouddsome little difference will
occur in the size of the cavity which it leaves. In smaller kgorwhere accuracy is more
requisite, and where few or no after operations are to beopedd, a mould of metal is
employed which has been formed with considerable care. ,‘Thussting bullets, which
ought to be perfectly spherical and smooth, an iron instniriseused, in which a cavity
has been cut and carefully ground; and, in order to obviaectntraction in cooling, a
jet is left which may supply the deficiency of metal arisingrfr that cause, and which is
afterwards cut off. The leaden toys for children are castas®moulds which open, and in
which have been graved or chiselled the figures intended prdmuced. Babbage (1832)
, Chapter 11, section 106.
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certainly predated it. Sumerian cultures used cylindelssat could be
rolled onto wet clay tablets. Roman administrative autiegiused circular
stamps looking very like modern postmarks to mark goverrimpesperty.
The stamping of coins is another similar example. The pwponghese
cases was to have a mark that was unique and easy to applynfohma-
tion on the mark could be easily replicated but the mastengtar seal was
difficult to replicate. A particular information structutken authenticates
an object or claim on an object.

These are specialized activities though, not involvingsrmasduction.
That changes with the development of the printing press angable type.
Printing replaces the serial production of the scribe wéhafiel processing.
An entire folio of several pages is formed with a single ingsfen. Here
we have the clearest, the archetypical, example of this dagroduction
process. Information, encoded in the physical structutb@firray of type
is simultaneously transfered across an entire plane sudato a receiving
medium, the paper. It is clear that what we have transferedasmation:
we can read it. The transfer is done by a physical movemeihiegbtess at
right angles to the paper.

But in printing, making marks on paper is the final step in theepss of
information copying. What made the printing press revolugiry in Europe
was the moveable typ€.One could in principle have carved an entire page
of a book as a single block using etching or engraving, as wae @vith
the earlier Chinese wood block printing. This would haveesigel up the
making of prints, but the work of engraving the master plabeh still have
been considerable. The use of pre-cast type reduces ther ledzpired to
make the master. The information in a page of type comes atbwmoep-
tual levels. The semantic level is given by the sequence oflsydurther
decomposed, in Europe, to a sequence of letters from a srealldiphabet.
The shape of these letters comprises a second level of iat@m In hand
written text each letter ‘B’, ‘W’ etc will be different. In pmted text they are

4pPrinting from moveable types. This is the most importantsririfluence of all the arts
of copying. It possesses a singular peculiarity, in the imseesubdivision of the parts that
form the pattern. After that pattern has furnished thousarfccopies, the same individ-
ual elements may be arranged again and again in other fomdghas supply multitudes
of originals, from each of which thousands of their copiegiessions may flow. It also
possesses this advantage, that woodcuts may be used altntheavietterpress, and im-
pressions taken from both at the same operation. Charldsagaiconomy of Machinery
and Manufacturesl832, Chapter 11, section 93.
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all identical ‘BBBB...B’ etc. The type used in each B is casimh the same
mould. This means that the information in a page of printed iemuch
less than that in a page written by hand. The cheapness ¢ihgrstemmed
from the following:

(1) Eachfolio off the press was identical to the preceding drhis means
that in algorithmic terms we are exploiting the logarithr@om of the
repeated production cost. In labour time it makes use ofdabethat
repeated copies cost only the labour required to load a si@eaiper
and operate the press through one cycle.

(2) The fact that individual letters do not have to be canestiices type-
setting to the choice of appropriate letters.

Taken together these represented a huge change in the pvayg s
information copying. They were a material precondition g@neralized
literacy and the eventual development of industrial cation.

The process of parallel transfer of information to the piduoitiated
with ceramic casting creates an independent existencééomftormation
source. With seals this independent existence was hanhessertify the
validity of documents. Only the holder of a particular sealld validate a
document. But the invention of moveable type transformedr#iationship.
The particular configuration of type used in an edition of albbecame
incidental as the type themselves were re-usable. Theepsiptates are of
little value in themselves. The information that is beingoressed on the
page is only secondarily the particular shapes of the tetteed. A change
in typeface alters all of these but leaves the book subsigntinaltered.
It becomes clear that what is being transfered is an infaonagtructure
that has multiple possible representations. The book idatract identity
surviving its impressions, defined purely as a sequencearbckers.

We have a three-stage evolution of the relationship betWadswur and
information in the product here:

(1) In handicraft work, the information is impressed on theduct by the
bodily movement of the artisan and has no idenpendent existe

(2) In pattern or mould based production, the handicraftvm®captured
once in a pattern or mould from which multiple copies are made
The pattern piece is then an independently existing engodiirthe
information, whose possesion implies social power. Thisitker
overt in the case of the holder of a seal of office, or implinithe
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iron-master’s ownership of a store-room of pattern piecesstan-
dard products. The pattern pieces embody much more labaar th
the individual products they inform and their monopoliratigives
market power to their owner.

(3) In printing the information structure becomes absaddtom the im-
pressing apparatus and potentially mobile. Printer witlogyoof a
book can turn have it typeset and turn off an impression dt il
that is required is the labour of typesetting which is typyckess than
the labour of authorship. Printing breaks the link betweetamal
possesion and ability to reproduce.

If the labour of writing was to be recompensated in a sociéty-o
dependent commodity producers, the sequence of wordshtsgko
be made an item of property. Hence the printing press in coatioin
with bourgeois social relations gives rise to the law of aagit. In-
formation becomes property independent of its materialepiment.

It is notable that whereas in the case of authorship, thetdm@ducer
of the information ususally ends up owning it, this has n@rbthe case for
pattern-making, the author owned his copyright, the iraastar owned the
patterns, not the pattern maker. Whence the difference?

There appear to have been a number of contributory factoes Age
ponderous nature of the patterns made them analogous topotticts of
direct labour which, in bourgois right, always belong to¢neployer. A pat-
tern used in sand casting was apparently no different froyno#imer piece
of exact carpentry. The pattern-maker might be the moréeskivorker and
paid better than a moulder, but he was still an employee wgrét his mas-
ters’ direction. Next we have to consider that in the castimgachine parts,
the pattern would often be an embodiment of informationaalyerecorded
as technical drawings by an engineer. But this can not haga decisive
since the original designs would not necessarily be thegtgf the iron-
master, but might belong to the customers to whom he wasaaiatt to
produce parts.

Prior to this one has to ask why the pattern-maker ends up asga w
labourer surrendering his right to the information he pe®tuwhereas the
author typically remained an independent agent. The decfactor has to
be the extent to which the process of producing informattauncsures can
be carried out independently. An author can write ‘on his @enount’,
since there is little need for collective input to his protioic. The work
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of the pattern-maker forms part of an industrial divisionlabour. The
function of any system of property law is to ensure the repetidn of the
agencies of production, be these agencies individualss fimnthe state.

In a commodity producing society, non-state agents of prbda can
only survive by the sale of their product. If that product isiaformation
structure, the agency that bears the cost of making it, @sititto own it.
They can then survive by selling either the informationlffs® the use of
the information. This is a sufficient cause for their surljivéhether it is a
necessary cause is another matter.

Photography versus painting Printing technology gave us the mass pro-
duction of images.

Picture prints could be cheaply turned out provided thatradmartist
had made the master copy. This might be an etching or a lidpdgbut in
either case the information on the page went via human ega &nd hand.
This meant making the master was an inherently serial psoddse camera
changes this.

Photography, literally translated means drawing with didiut this is
an understatemen®. It is printing with photons. Instead of a metal plate
comming down on the paper at centimers per second, wavsfadriight
traveling at 300,000 kilometers a second impose their inoagée film. As
in printing, they work on the whole frame simultaneously.

With photography all humanist mysticism relating informatto con-
cious agency is evaporated. With photography the creativgest vanishes.
The image is a work of nature. The photographer, where heeis present,
has his role reduced to selecting the vital instant at whatine can do its
work. With photography Landauer’'s aphorism that ‘inforroatis phys-
ical’ is literally made manifest. Photography was our fiesthinology to
encounter the limits that nature places on the handling m$mission of
information. Consider some of its contraints.

Photon quantization Although the light waves that impinge on the
film approach at the ultimate speed this does not produce the accel-
eration in process that one might anticipate. To form an enag need

15True photgraphyhad to await the laser printer, whose hair thin beam, likeethe
graver’s stylus, forms its image stroke at time
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photons to interact with tiny crystals of silver iodide aregd their photo-
decomposition. Where struck by photons the crystals breakndo leave
black colloidal silver.

An individual tiny crystal makes a binary choice, it is etthet by a
photon and decomposes or it does not. If struck it evolvedalaek dot, if
not, it will be dissolved away in the developing process. Batdo not want
our picture to be just black and white. We want shades of g&ippose
we want to have 100 shades of grey available. Then we needr§Stals
in each small area that we can resolve. Suppose we havelsrifsibare
%)mm across. Then 100 crystals will fit into each square miltanef film.

When we take a picture we exploit that probabalistic nat@itbephoto-
decomposition process. If an exposure caused all crystalsgorb photons
then we would get a totally black surface. If it was so shaat tio photons
hit any crystals the film would be left white. To get an accbagrey
to black range, we need to have an exposure such that, gieeanbient
light levels, we would expect that, on a randomly chosen pfathe film,
about 50% of the crystals will have decomposed. The longehave the
shutter open the more likely it is that we will have enoughtphe arrive at
the surface. Because the arrival of photons is a random gsdbe actual
number of crystals triggered will vary. An area with 100 ¢&ys ‘should’
have half its crystals black, but sometimes has 40 sometiifexc. This
gives the film a grainy, noisy look.

We can remove the graininess by using smaller crystals. Asngrease
the number of crystals in each small area the percentagesnf that will
turn black at a given light level becomes more predictable.

The noise introduced by photon quantization is refered tetas noise”.
The degree of uncertainty induced by the quatized naturglafis propor-
tional to the square root of the number of photons arrivingsensor.

Number of expected
crystals brightness error
10 16%

100 4.6%

1000 1.5%

As the number of crystals rises the error in our estimatefeflight
level falls. This is visually apparent as a smoother lessgrianage. Hav-
ing smaller crystals enables us to capture more informatbmut the light
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falling on each small area of film. But this gain in informatiabout light
levels comes at a cost. It makes the film slower. Smaller alys$tave a
lower probability of absorbing a photon, so we have to opendhutter
for longer to capture our picture. Gaining more informattiout intensity
means that we are restricted to photographing static scenes

We are up against the fact that information is not only plafsit is
physically quantized. The information available about engcis encoded
in the trajectories of photons arriving from it. There ardyamfinite num-
ber of these available. The numbers of photons arrivinglseits on how
much we can know about the scene. A fast film allows us to imagelly
moving objects, but the cost is a coarse and grainy image. [t&mative
is to supplement the supply of photons. In film studios whley twant
to capture motion and have high quality images, they haveséointense
artificial lighting.

A is the letter conventionally used to represent the wavéheoilight
or other electromagnetic radiation. Visible light has= 0.5u= 2,007%1,000th
of a meter.A determines the smallest details that we can in principle rep
resent by photography. You can not use photography to formttenn of
light and dark whose smallest features are smaller thabhwgkies. This is
mainly of relevance in microscopy or the manufacture of oscopic com-
ponents. But as micromanufacture has become the govesthgdlogy of
our age, this constraint weighs more and more heavily upon us

Let us concentrate for now on photography at conventioralesc We
are still faced with constraints imposed by the wave-leragjtlight. The
problem arises from diffraction. The wave nature of lighpwses a rela-
tionship between the resolving power of a lens and its apperif you take
a picture of a star , something which is effectively a poinirse of light,
with an ordinary camera what you actually see is not a poihlitte fuzzy
circle. The angular size of this circle of confusion is rolygiiven by the
ratio of the wavelength of light to the aperture of the caméfane has a
tiny camera with an aperture of the order of a millimeter, gant expect to
be able to resolve more than few hundred distinct pointssacyour image.
As the aperture of your lens goes up, so does the resolvingipahat the
number of pixels you can have in your image rise in proportmthe area
of your lens. The constraint on the production of picturehen set by the
amount of information actually passing through space .lig
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Sound recording Sound recording involves copying in two senses. In the
first sense a musician plays a piece, this is recorded anéguéstly people
can listen to a ‘copy’ of that performance. These copies epamated from
the original in time. The second sense involves makingrdistopies of
the recording itself. These copies can then be separatqrhoesllowing
people to simulaneously listen to the performance in maffigrént places.

Copying in the first sense is inherently sequential. Thegoerance has
to be done from begining to end and recorded as it takes plaué the
act of listening is also sequential. Copying in the secomdsean be either
parallel or sequential.

The production of records—whether the old analog ones omibeern
CDs—is a special example of a casting processs. A mastediskhich
a negative image of the tracks has been cut is used to presseodisks
from hot soft plastic. As such it is a parallel process. Theremecording
is transfered to the disk in a single step. When music is dembonto tapes
on the other hand the copying process is inherently seqietich paral-
lelism as there is, is due to having large numbers of tapedecs operating
at the same time.

The transition from Edison’s original cylindrical phonagh to disc
recording was driven by the need to economise on copying. |hadsr
could not be pressed out but had to be cut sequentially. Teapstess of
disk pressing is what created a mass market for sound regprvith the
record industry it at first appears that what is involved igehethe mass
production of a material object, and in this context the fficy of the pro-
ductive process was vital. But the internet has revealed slauld always
have been clear: records were merely an intermediary toojndrg of per-
formances. People were being forced to buy the materiacbbgeget the
information it contained. All products contain informaticadded during
production, but for some products—initially books, thenarels and now
software—their use value is their information.

Radioand TV Radio and television take the technologies of sound record-
ing and photography and add to these the principle of bredithcp Here
the product, namely, radio waves, is a direct physical, ghounmaterial
embodiment of information. Once released, broadcastnmédtion is avail-
able to anyone within reach of the transmitter. The numberopies of a
broadcast musical performance that are heard is limiteglmnthe number
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of recievers within range. The marginal labour embodiedacheheard per-
formance tends to zero as the number of listners goes up. ottupe say
a live musical broadcast there is a certain fixed cost: the tifrthe musi-
cian, the time of the technicians operating the broadagi&tquipment, the
depreciation on the equipment. These costs are essentraiyated to the
number of listeners. The only component of the cost of brastiieg that
relates to the number of listeners is the power used by therirdter. This
tends to be a relatively small part of the total cost.

From its inception therefore, broadcasting was an impfictcommu-
nist” medium, where performances are given away free terlests. This
free distribution meant that the labour required to run tteabcasting sys-
tem had to be in a sense directly social labour. The BBC pesvadmodel
of this where what is essentially a special tax, the Radiehse, was levied
to provide the service. The private-sector equivalentaticasting funded
by advertising, essentially taxes the sellers of mass petigoods to meet
broadcasting costs. Once radio and TV advertising is inited, manufac-
turers of consumer goods are forced to finance TV, or losebargrnpetitors
who do.

The free nature of broadcasting prefigures the generaliti@nsf the
mode of material production to one favourable to communigks. pro-
duction becomes more and more dominated by the principleopying
information—a principle that has been in development eusrespottery
casting by the Romans—the underlying cause of commoditgumrion
and market mechanisms comes to be increasingly underm®echmod-
ity forms of production can only be sustained by increagimdgborate and
‘unnatural’ legal constructs that enforce property righter information.

Printed circuits and Integrated Circuits The dominant technology of
the first decade of the 21st century is digital electronickis Technology
has seen sustained rates of growth of productivity thatopiEnything seen
in past generations. At the heart of this growth has been tbgrgssive
refinement of copying technologies. The key component ofesoporary
digital technology is the NMOS transitor. This is the badengent, which
repeated millions of times over, builds our computers, phathnes etc. A
transistor is basically an electrically controlled switéligure 3.8 illustrates
a cross section through a transistor. It comprises 3 etettcontacts, the
source, the gate and the drain. When the switch is on, cutosvd from the
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source Lirain

Figure 3.8: NMOS Transistor

source to the drain. When itis off, current can not flow, siciseent flowing
from the source is impeded by having to pass from the N-tyjm®siaroung
the source to the surrounding P-type semi-conductor. Tothe switch on
a positive charge is applied to the gate. This creates sepe#itive charge
carriers from below the gate, creating a temporary N-ty@okl under the
gate linking the source to the drain. The components occupyndayer in
the surface of a silicon chip. The key to their manufactuite iy out and
interconnect large numbers of these transistors on a chip.

Figure 3.9 shows the fabrication steps involved in making®&/emi-
conductor chips. Reading left to right and top to bottom ¢hee:

(1) Start with a polished wafer of P-doped silicon.

(2) Oxidize the wafer to form &iO, layer about half a micron thick by
heating the wafer to about 100D in an oxygen atmosphere.

(3) After oxidizing, a layer of photoresist is spread on thefev. This is
done by rapidly spinning the wafer so that drops of photstegread
out to a uniform layer before drying.

(4) Next use photolithography to define the source and draassof the
transistors (one transistor is shown). This involves sigriiV light
through a shadow mask ensuring that only some areas of the pho
resist are exposed to the light. The exposed area undergessaal
changes allowing it to be washed away by a developing fluiderAf
this step the information structure on the mask has beesfeed to
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Figure 3.9: NMOS fabrication steps

a pattern of holes and lands in the photoresist. The phoitt isshen
baked so that it can resist acid which will be used to etchshioi¢he
oxide layer.

(5) Expose the wafer to Hydrofluoric acid to disolve the the&lexvher-
ever there are holes in the resist. The acid does not disaheesdicon
so the etching stops once it is through the oxide layer.

(6) The photo-resist has been dissolved by an organic soleaving a
pattern of holes and lands in the oxide layer that matchepdttern
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on the original mask. (We are now at the right end of the secowd
in Figure 3.9.)

(7) The silicon under the holes is now doped to N-type (blacthe di-
agram) by diffusing phosphorous into it. This step formsgbarce
and drain of the transistors.

(8) The oxidation of step 3 is repeated to grow a fresh lay&i0§.

(9) A new layer of photoresist is spun on. We are now at the értdeo
third row of the diagram.

(10) The photoresist is exposed under a new mask and a hotehisde
through the oxide to expose the area of the silicon that veitidme
the gate of the transistor. We are now at the end of the foorthaf
the diagram.

(11) A short further oxidation step is used to place a verg thsulating
layer ( a few hundred angstrom) across the top of the gate &rea
has to be thin to allow sufficiently strong electric fieldsaingh from
the gate to switch the transitor. we dont show this step inlthgram,
but the resultant oxide layer can be seen in subsequent fmage

(12) Another sequence of photoresist coating, UV exposugesgching is
used to cut contacts through the oxide down to the source il d
We are now at the middle of row five.

(13) The wafer is coated with aluminium. This forms the witesthe
surface of the chip. The wafer subjected to yet another rotiptioto
resist coating, exposure and etching to cut the uniform gdiwm
layer into a networkof wires joining the chips. This yield tfinal
circuit.

It is evident that the crucial repeated step in this manufagy process
is photolithography. It is this that is used to transfer gs from a mask to
the chip. The ability to project a clear image of a very smadltéire onto the
wafer is limited by the wavelength of the light that is used &me ability
of the reduction lens system to capture enough diffractioieis off of the
illuminated mask. Current state-of-the-art photolitreggry tools use Deep
Ultraviolet (DUV) light with wavelengths of 248 and 193 nmhieh allow
minimum feature sizes on the order of 130-90 nm. Future tamsunder
development which will use 157 nm wavelength DUV in a manmailar
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to current exposure systems. Additionally, Extreme Ultbat (EUV) radi-
ation systems are currently under development which wél 1@nm wave-
lengths, approaching the regime of x-rays, and should aléature sizes
below 45 nm.

The number of transistors that can be produced per squatieneter
of silicon obvious varies inversely as the square of theureasize. If you
half the feature size you can produce, then the number oigtams you
can make goes up four times. Productivity gains have als@dbmugh in-
creasing the sizes of the wafers used, allowing more tramsito be printed
with each processing cycle.

The production of ICs shows very clearly how manufacturingves
towards being a process of copying information. In making\a processor
chip, the big costs are:

(1) The work of creating the original design for the chip. Jisi typically
a Computer Aided Design file or set of files which is transfdacethe
master masks used in chip production.

Each generation of chips uses smaller transistors. Thigsthat the
number of transistors used in this year’'s model is likelyedwice as
many as was used in the previous model released two yeaiex ekl
consequence the labour of design grows over time just asoteo€
producing the individual components falls.

(2) The capital cost of setting up the IC fabrication line.isTtends to
rise from generation to generation since the equipment osesd be
increasingly precise, the standards of cleanliness in thdygtion
facilities become more stringent, and the imaging equifrinecomes
more and more esoteric.

The combined effects of these opposing movements meansvhilat
there has been a rapid exponential growth in the number distors pro-
duced, with a doubling time of the order of two years, the nends firms
able to bear the development costs of new products fallss fias led to
an increasingly monopolized system of manufacture. Onepeny) Intel,
has ended up dominating the world production of CPU chipsh wnly
marginal competition from a few smaller firms.

PCR and genomics The 1950s saw both the birth of the electronic com-

puter industry and the discovery of the structure of DNA.dtéme clear
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that living organisms could be seen as self-replicatingrmfation struc-
tures. The reproduction of cells had as a precondition tpgiog of genetic
information. The biotechnology industry rests fundamiyntgon these in-
sights. But since the invention of the Polymerase Chain fRea¢PCR),
a copying technology has become a key part of the industraadgss for
biotechnology.

PCR is a technique for copying DNA. A polymerase enzyme from a
thermophilic bacterium is placed in a solution of DNA based an initial
starter quantity of DNA. The temperature of the solutiorhiert cycled up
and down. Each time the solution is warmed up, the doubladsraf DNA
disassociate. As it is cooled, the polymerase enzyme bupds comple-
mentary strand of bases on each single strand. This reges@raomplete
double stranded molecule of DNA. Thus each cycle doublesdneber of
molecules, each of which is a copy of the original starteraoole. Here
in the PCR process we seen the full industrial applicatiothefprinciple
discussed in sections 3.2.3 and 3.3.3 whereby the algadtimiormation
in repeated production grows by a law of the foHiiP) < H(c) + logn
whereP is the total product made up ofrepetitions ofc. If one wants to
maken copies of a DNA molecule containingbases by automated DNA
synthesis followed by the PCR, then there will be two phaseghe first
phase a small number, in principle as few as 1, copies are ofdde DNA
using an automated synthesis machine. The number of stégsfodlowed
here will be of the ordec. Next the PCR is used to repeatedly double the
number of DNA molecules we have. This phase will have to beagul of
the order of logn times.

With the PCR we see that the regulation of the productivitaofin-
dustrial process follows directly from the laws of algonitit information
theory.
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CHAPTER4

INFORMATION AND COMMUNICATION

Much of the previous discussion has hinged upon informad®patterns
of difference. What is most interesting about such pattéesnhat they
can carry messages: as we shall see, patterns within infilamaay be
structured in different ways to reflect different meaninigsparticular, two
entities may communicate provided they are able to tranpatierns of
information between each other, and to interpret each ‘'stpatterns con-
sistently

“The medium is the message.” — Marshall McLuhan

For communication to take place, patterned informationtrb@sem-
bodied in a form that enables it to be transmitted. Embodinfgymation
is relatively straight forward, requiring a medium withimieh it is possible
to discriminate differences.

For example, consider two people talking face to face. Tlealsgr’s
voice sets up patterns of vibrations in the air between thedrtlae listener.
The vibrations pass through the air and enter the listeear's, eventually
enabling them to hear what was said. The communication dengiace
because vibrating air molecules can embody patterns imnreton.

If the people were talking by telephone, then speakers weadd, via
the air, vibrate the microphone in their handset. In turrs #ould set up
variations in the electricity in the wire connecting thelgme to the ex-
change. That wire is, courtesy of the telephone system,emted to the
wire to the loudspeaker in the listener’'s handset. The lpealker vibrates
the air, enabling the listener to hear what was said by thakgwe Here,
while electricity is an additional medium for communicatjdhe electric
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variations carry the same meanings as the vibrating airs ahility to em-
body information patterns in electricity lies at the bottoimthe profound
revolution in machine aided communication and informatwacessing,
that started in the mid 19th century with the telegraph.

If our telephonists were using a digital telephone systdran tthe vi-
brating electricity from the speaker’s microphone woulddoaverted by
electronic circuits to digital patterns of electric ‘on’ada‘off’s for trans-
mission. Eventually they would be converted back to vilngglectricity to
drive the listener’s earpiece. These digital patternsaiarthe same mean-
ings as the continuous patterns in the electricity or ait,da much better
suited for manipulation by electronic means, especiallppoters. For ex-
ample, its much easier to detect when something’s gone wathgdigital
transmissions and to correct them. That's why the recordufaaturers
feared CD’s, and the video manufacturers feared DVD: digitructured
information can be copied perfectly, and manufacturersorgings are no
longer superior to home copies.

“Between thought and expression, there lies a lifetime.” ed Reed

When two entities interact by sending patterned infornmatioough a
medium, they take it in turns to transmit and receive infarara For their
communication to be effective, the receiver must be ablenttetstand the
transmitter's message. That s, there must be consistetaxebn the mean-
ings that the transmitter generates and that the receitezpiets. Curiously,
such consistency is not a property of the information itd4ek same pattern
of information may be interpreted as having different megsiin different
contexts.

Consider, for example, the pattern “111”. This might berpteted as
“three” in Roman numeral6l + 1+ 1), or as “one hundred and eleven” in
Arabic numeralg1 x 100+ 1 x 10x 1 x 1), or as “seven” in binary digits
(1x4+1x2+1x1). Here, the same pattern of information bears different
meanings in different languages.

Consider for example, Dr Seuss’ immortal refrain “Yes | ldeeen eggs
and ham”. We can show that this has different meanings byngdwackets
to indicate how the salient words are associated with edwoér.oThe more
obvious meanings are “Yes | like green (eggs and ham)” i.Ekélboth my
eggs and ham to be green”, and “Yes | like (green eggs) and hant'
like my eggs to be green and | like ham in general”. A less awithough
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equally valid alternative is “Yes | (like green eggs) and ham “| like my
eggs to be green and I'm a bad actor”. That is, we can discéiereft
structures with different meanings within the same pattérimformation,
even in the same language.

Nonetheless, entities communicate most effectively wihey tise the
same language. In general, a language defines a class ahatfon struc-
tures that bear meanings. Its usual to distinguish betwe=alphabet, sym-
bols, syntax and semantics.

The alphabet consists of the base units of embodiment in gdium,
for examples phonemes in speech, letters in writing or ‘amd ‘off’s in
digital communication. These base units don’t have anysssrg meanings
themselves. Rather, they provide a first level of structarapparently raw
information.

The symbols are the base units of meaning, for examples woris-
man languages. While symbols carry meanings, once agairdret have
necessary meanings. For example, in Scots “mind” meanseirdrer”, as
in “Should auld acquaintance be forgot and never broughimalinin other
dialects of English, “to mind” means to object to. Hence tltkjoke:

Scots person: Do you mind my face?
English person: No, you look fine.

The syntax defines sequences of symbols which corresponfiitthar
level of rules for structuring information. Thus, its usualview many
written human languages as composed of phrases, claus¢snses and
paragraphs.

Finally, the semantics describe what the well formed synsbguences
mean. As yet, we have little idea about how to define the saosaat
human languages well enough for them to be understood by wiensp
Nonetheless, we all imbibe semantics as we learn our naiivgue. We
will return to this problem later on.

Human beings are raised in cultures that seethe with laregu@pil-
dren are immersed in language from the moment they are bbraroand
them people engage in social transactions using langudmggesdoner chil-
dren acquire language they sooner they can take part irtigééateraction.
More to the point, languages carry ideologies. In learnamglage children
become socialised, that is they imbibe memes that both depsoand chal-
lenge societies.
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It is striking how hard people with different languages firahenuni-
cation, even when their cultures are very similar. Althotigy share the
same potential meanings they lack a common means of expgetsm.
Apparently trivial activities, like buying train ticketgvolve astonishingly
rich powers of expressiveness.

Contrariwise, people from different cultures but with a eoon lan-
guage can communicate unfamiliar, culturally specific nmegs This was
the dream behind Esperanto, an attempt to devise an intamabianguage.
Of course, Esperanto bares the hallmarks of its time, havaayp invented
in 1887. For example, male and female genders are distingdis con-
texts in which they are irrelevant. Nonetheless, Esperaatomotivated by
the lofty ideal to break down barriers between cultures. e\, its failure
to compete with, let alone displace, its contemporariesvshmow firmly
language is rooted in the societies in which it evolves.

While it is not clear whether or not there are linguistic wersals that
are shared across all human languages, it is likely that humnains are
equipped to acquire arbitrary languages. Babies will lehmlanguage
they are brought up in and young children from one culture \egrickly
learn the language of another. Indeed, it is common for imamgchildren
to mediate between their parents and the host communityrsirafrival in
a new society. However, this linguistic plasticity is quiclost. Generally,
adults find it much harder to learn new languages. It seeni®thiebrains
come to depend on the first language that we acquire, as agvghwtay to
structure accounts of reality.

No one knows how human languages originated. Animals cdytai
communicate using languages, but they are not able to gerend inter-
pret rich ranges of meanings compared with humans. Mosiepéave
limited repertoires of behaviours and very restrictedreay capabilities.
One implication is that animal brains are not able to repreaad process
information in such a way as to enable them to change the vasridell as
interpret it.

This is somewhat unfair. Animals necessarily change thentdg sim-
ply by living in them. For example, the eat/shit cycle is cehto the repro-
duction of the natural environment. But most change is Isedlto animals’
habitats, if we conveniently overlook the impact the walddow population
has on global warming, and most animals cannot live outsidelatively
constrained habitats. Animal brains and bodies seem begited to en-
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abling them to survive in the presence of the sort of slowiptatle change
experienced in any one locale on our planet as it gently wesblis way
round the sun.

In contrast, human beings survive all over the globe, dsptpand ex-
terminating other species, as well as each other, as thepdprHuman
language is one of the fundamental tools that has helped biscome the
dominant species on this peculiar planet of ours. It enabtet make
models of our circumstances such that we can predict theteftd our be-
haviours and modify them to achieve diverse aims.

Of course animals also make models of their environmentsibeh an-
imal modelling is hardwired. For example, hares’ coats glesnom brown
to white as autumn turns to winter and from white back to bragain as
spring approaches. But this is driven by the temperaturetlatength of
daylight rather than some fiendish harey plan to escapeta®gteamongst
the snows.

Unlike hares, chimpanzees seem to have rich inner exisgtentbey
have highly structured societies, held together by wellenstbod social
rules that are passed from parents to children. Chimpamraedgarn to use
rudimentary tools, for example using sticks to winkle hooey of hives,
and such tool use is again passed on through the generations.

“If lions could speak, we wouldn’t understand them.” — Witgéein

Alas, all attempts to teach chimpanzees human languager sava
failed to progress beyond a simple vocabulary based, PawioeHash-
ion, on everyday experiences. Chimpanzees can learn sgrigsdbod and
places, and for colour and quantity, and can learn to use thérteract with
humans. However, chimps are poor at learning grammar aaty qaroduce
novel word sequences, instead repeating sequences th&hthe will elicit
appropriate responses in their keepers. It is as if chimgabrains cannot
form and manipulate information structures of adequateptexity to see
how things might be different and to make them so.

Chimpanzees are far more bound to their hard wiring than we faor
example, chimps can be taught that if they nominate eitheve@fjuantities
of food, it will be given to another chimp leaving them witretremaining
plate. When pictures of food are used, chimps always poititecsmaller
guantity and receive the larger. But when real food in cloglads jars is
used, chimps cannot stop themselves reaching for the lgtgattity, even
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though they loose it as soom as they do this. In the wild, if goa't eat

when you can then something else will instead. This respbasdecome
deeply ingrained as a powerful survival mechanism in moshals’ psy-

ches, and cannot be displaced by a little local learning.

We share 98 percent of our DNA with chimpanzees. The other&pé
is why they use tools and we make them. Chimp brains are wajitad for
living in unchanging forests, or in circuses and researbbriaories. But
their limited ability to manipulate information structgres why they don't
hold human tea parties in their zoos.

Human information structures like natural language havpdiemake
us masters of our own dung heaps. They have also enabled ras sonit
descriptions of our knowledge of our circumstances to ogieaple. Our
information structures can be embodied in artefacts, lgkegaintings and
scrolls and books and floppy disks, that long outlast us asitls. But
that knowledge is only useful to others if it can be discerinech the infor-
mation structures that carry it.

Consider the Rosetta stone, mentioned in the previous ehaintain-
ing inscriptions in hieroglyphic, demotic and Greek alpisb Because
Greek was already understood, and it was assumed that edl thscrip-
tions bore the same meanings, it was possible to deciphdm¢heglyphic
and demotic inscriptions. This assumption of consistenightrbe wrong.
The demotic might actually be a cry for help from the unfodienslave
that carved the stone. However, there are sufficient stralcsimilarities
between the inscriptions, and with other inscriptions gsire same alpha-
bets, to give confidence that they do all represent the sarasage.

Consider, for example, the strange fate of the Pioneer 10espaaft,
launched from the USA in March 1972. In 1997, Pioneer 10 wad@O0
billion kilometres from earth and is still heading out agtise cosmos. On
its side is a gold plaque showing, amongst other things: émadour of a
hydrogen atom, the most common element in the universeptation of
our planet relative to the centre of the galaxy; a waving human next to
a smaller human woman. The intention was to persuade pasisgmg that
there was intelligent life on earth. Perhaps this symbolsmeasonable.
We have no idea what information structures aliens will ssegur own are
probably as good as any. But the aliens may utterly miscoasiur message
of goodwill. Perhaps they will think its junk mail, adveitig vacations in
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a hydrogen rich atmosphere. In truth, they may have no compoonrt of
reference whatsoever with our graphical information gtres.

“If you want to know the taste of a pear, you must change it lijngat
yourself.” — Mao Tse-Tung

But it isn’t just explicit messages that bear meanings. Abrmation
structures have meanings for the entities that interpeghthAnd manipu-
lation of information structures is fundamental to extragimeanings from
them. Our aliens will undoubtedly find out more about us byngkhe
space craft to bits and working out how it functions, that ysitterpret-
ing our artefacts themselves as information structurggdfiect something
about their origins. Similarly, in understanding langudgeins and com-
puters tear internal representations of messages to piecetentify and
interpret their information structures.

Consider a URL in the HTML language used for communication be
tween people and computers:

http://www.klingon.planet/"whorf/fun/fighting.jpg

First of all, this URL is made up of a sequence of letters: ‘t,t’, ‘p’, '
and so on. These are the letters we type to enter the URL inbon@uater.
We know which keys to use because they have similar, if nosémee, let-
ters on them. These letters are also close to the lowestrigmedsentations
that computers use to communicate.

Within the letter sequence, different letters mark differeegions of
the URL. In HTML, as in most human languages, symbols are niads
sequences of a fixed set of alphabetic letters. Thus, we arabthputer can
distinguish the words “http”, “www”, “klingon” and so on, d&®ing bearers
of basic meanings.

The punctuation marks structure the symbol sequences dpditi@n
or a computer elucidate the URLs meanings. The “://’ markssiparation
between the type of message and the start of its main confére. first
word, “http” tells us, and computers, that the rest of thedgospecify a
WWW location. If the first word were “emailto” then we would éw that
the rest of the words describe an email address. This firsd eibectively
tells us the dialect of HTML in which the rest of the URL is vieih.

The sequence separated by ‘’s up to the first */’ is the maniress
of the WWW location. Curiously its read from right to left h&r than
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left to right. It tells us to look for a specific locale, oftersaciated with
an individual organisation, called “klingon”, amongst amher of systems
associated with the common domain “planet”. The “www” teltsto start
from a standard place in that system’s files, in order to movthe fine

detail of the location.

The international standard for WWW locations and email adses is
to write from most specific to most general, as it has beendodheds of
years with top to bottom addresses on envelopes. Howewar tfre point of
view of finding an address it would be easiest to start withntlost general
locale and then home in. Both human and artificial languag#ersirom
the vagueries of the contexts in which they evolve. IndeadydJUCP
email addresses used to be from most general to most speoificléft to
rught.

Next, the " before “whorf” tells us to look in a standard directory (@ls
called “www”) at the top level in the files belonging to the usdnose login
is “whorf”. The next /' marks the start of the name of a sulediory in
whorf’s “www” file. Here, that directory is called “fun”. Theext /" marks
the start of the name of a file in that subdirectory called ‘tiignjpg”. The
“.jpg’” tells us that this file contains a picture, in yet anatiencoding.

Our understanding of English, and of American TV, helps whide that
we may have been told to look at a picture of Mr Whorf, from thenpt
Klingon, fighting. On the other hand, the URL tells a computesend a
set of information structures from its memory to a displayesa or printer.
Computers don't yet watch Star Trek and the computer is @naldbe even
indifferent to our crude representations of alternativgswvaf being.

Unlike Mao Tse-Tung’s pear, information structures neetneeessar-
ily be destroyed in the process of being understood. Eveugih@n in-
dividual embodiment of an information structure may be take pieces
in the process of understanding it, an identical copy mdlestibody the
original information structure. Thus, if our aliens chamg®n Pioneer 10’s
companion, Pioneer 11, they will find exactly the same goédjpé on its
side. And if they broke something in examining Pioneer 18yitan always
start again with Pioneer 11. As with the Rosetta stone, thegsamay find
reassurance in the duplication of information structures.

We might say that an information structure bears meaninghather
information structure when the interactions between thegires cause the
second one to change. Computers are information struciagesot just in
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the basic sense of being a particular configuration of at@omputers have
memories which at any one time can hold a very large numbeiffefrent

patterns of "1”"s and "0”s. Those patterns will in turn deterenhow the
computer will behave. The microprocessor in the computspests the
patterns in the memory, one after another, treating themsdguictions in
a language which is understood by all other microprocessitise same
family. These instructions typically specify that otheittpens should be
manipulated. We can characterise the state of a computernmstof all

the patterns in its memory and the position of the patters turrently

inspecting. If we can take a copy of this state then, in ppleciwe can
load it into another computer which will then behave exatikg the first

computer.

When two computers pass each other information they chaage e
other’s internal states. Human beings are also informagtorctures with
internal states in brains, consisting of links between oees, electric po-
tentials between synapses where two neurones meet andoeth®aiances
establishing the electric potentials within the neurommesrteselves. When
human beings interact they also change each other’s ihtstai@s. Sup-
pose your neighbour has a pet rabbit. There will be some caergoof
their brain state that determines how the presence of thutratfects their
behaviours. For example they will routinely feed the ralamt clean its
hutch. When you tell your neighbour that their rabbit hasnbeaten by
your cat, you have changed fundamentally their conceptidghedr rabbit,
and hence their subsequent behaviours. For example, thegewx to learn
not to feed the rabbit. These changes are ultimately metigtehanges in
their brain states.

Brain states are fabulously complicated and characterigiperson’s
brain state as a sequence of symbol patterns is well nighgsilple. This
effectively precludes the possibility of cloning truly mi&cal individuals.
It may be possible to clone genetically and physically ichtindividu-
als, but in the absence of a precise characterisation, trayot be loaded
with the same brain state. Computers are much simpler ansktine pro-
gram running on two computers with the same configuratiottisdigiplay
consistent behaviour.

If we can give a precise characterisation of an informattauncsure then
we can measure its meaning in terms of the minimum amount df nec-
essary to generate or interpret it. There are profound maheal results
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which say that it is impossible to make a precise measureaf¢hé mean-
ing of an arbitrary information structure. However we carkemerude mea-
surements which divide meanings up into broad classes.



CHAPTERD

POLITICAL ECONOMY: VALUE AND LABOUR
Cottrell

5.1 SwvITH AND WATT

Chapter 1 discussed the development of the physical coméepork by
James Watt. It is probably no coincidence that Watt’s cglleaat the Uni-
versity of Glasgow, Adam Smith, was in the same period demipwhat
would later be called the labour theory of value. We say ‘pta¥p’ no co-
incidence because although we gather that Smith and Wadtfwends and
discussed intellectual matters togethere don’t know if there was any di-
rect connection between Watt's development of the conceptook and
Smith’s conception of labour as the basis of value; this fesan intrigu-
ing speculation. Certainly Watt's work and Smith’s labote aot the same
thing—we have pointed this out above and we expand on therdiites
below—yet the abstraction is similar. As Smith remarks, &Qreater part
of people ... understand better what is meant by a quantity jdrticu-
lar commodity than by a quantity of labour. The one is a plaipable
object; the other an abstract notion, which, though it cammiaele suffi-
ciently intelligible, is not altogether so natural and ams.” The “abstract
notion” of labour as employed by Smith is not entirely newhaliim. His
friend David Hume had written that “every thing in the wortdgurchased
by labour” in hisPolitical Discoursef 1752, and John Locke had hinted
at a labour theory of value in the chapter on property in@fiCivil Gov-

Watt’s workshop was a favourite resort of Smith’s during hésidence at Glasgow
College, for Watt’'s conversation, young though he was, weashf and original, and had
great attractions for the stronger spirits about him” (R&85, p. 74).
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ernment But these earlier statements were undeveloped, and Sragh w
writing against the background of the ‘natural law’ tragiiti(imported to
Glasgow via Gershom Carmichael’s edition of Samuel PufdredDe offi-
cio hominis et civix in that tradition value was analysed in terms of ‘utility
and scarcity’ (Hutchison, 1988), and not, as in Smith, imteof labour.
Smith began his career as a moral philosopher, particutamhcerned
with the analysis of human sympathy, but he later turned tiésion to
political economy and of course his magnum opus Magnquiry into the
Nature and Causes of the Wealth of Natighg76). The opening sentence
of this work announces a perspective in which labour playsrdral role:

The annual labour of every nation is the fund which originailip-
plies it with all the necessaries and conveniences of lifelwft an-
nually consumes, and which consist always either in the idiate
produce of that labour, or in what is purchased with that pcedrom
other nations.

Smith is interested in the proportion this “produce” bear&he number of
those who are to consume it” (or real Gross Domestic Proderatgpita, as
we might say today), and he remarks that

this proportion must in every nation be regulated by twoedéht cir-
cumstances; first, by the skill, dexterity, and judgmentwitich its
labour is generally applied; and, secondly, by the proportietween
the number of those who are employed in useful labour, artdotha
those who are not so employed.

We can think of this as the identity

output output>< workers
population  worker  population

where output per worker, or labour productivity, is govelry Smith’s
“skill, dexterity, and judgment”.

The first three chapters dhe Wealth of Nationare given over to a dis-
cussion of the division of labour, which Smith sees as thet&a@gcreasing
labour productivity. (FIXME: say a bit more about this?) Is@ciety where
the division of labour has taken hold, individual producgosnot produce
their own subsistence; they produce a surplus, over theirregquirements,
of their own product, and rely upon others for articles theguire but do
not themselves produce. Smith takes for granted that thel@j@d form of



Smith and Watt 107

this interdependency msommodity productiofthe term is actually Marx’s).
That is, individual producers confront each other as inddpat property
owners, and produce their respective goods as commodtiegicts des-
tined for exchange via a market. In this respect Smith’s ragnt is lack-
ing in generality (as Marx would point out): commodity exoga via the
market is one way—historically a very important way, to beestof orga-
nizing an economy based on a complex division of labour, tigtnot the
only way. The alternative is that the division of labour iamed, and that
the goods produced by the specialized workerdraresferredto their con-
sumers rather than purchased by the consumers. This is tthel fotlowed
in the division of labour within a peasant household or, oargédr scale,
in the planned industrial economy that existed in the Sdyiebn from the
late 1920s till the late 1980s.

At any rate, talk of commodity exchange as a concomitanteditision
of labour leads Smith to money in chapter IVTdie Wealth of Nationgnd
thence to value. The term ‘value’, as applied to goods andces, has
various meanings or shades of meaning. When we talk of a calityno
being ‘good value’ or ‘value for money’ we mean that it has wotarable
ratio of useful or desirable qualities to price. This cop@sds to the first
pole of the opposition Smith established, between ‘valuese’ (or use
value) and ‘value in exchange’ (or exchange value).

The word value, it is to be observed, has two different megsjiand
sometimes expresses the utility of some particular obgetd, some-
times the power of purchasing other goods which the possessdi
that object conveys. The one may be called ‘value in use’pther,
‘value in exchange’. The things which have the greatestevalwse
have frequently little or no value in exchange; and, on thetreoy,
those which have the greatest value in exchange have friylitle
or no value in use. Nothing is more useful than water: but litpur-
chase scarce anything; scarce anything can be had in exclfanity
A diamond, on the contrary, has scarce any value in use; batya v
great quantity of other goods may frequently be had in exghdar
it.

In light of subsequent developments in modern economigs,vitorth
noting that for Smith (and for the classical political ecomsts in general)
‘value in use’ seems to be understood as an objective cate@mith is
perfectly confident in saying that water is highly useful @mmmonds have
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little value in use; there is no suggestion that this coulc Imeatter of ‘in-
dividual tastes and preferences’. Even when objectivdiarsense of being
independent of individual tastes, value in use can depertesituation.
Which has the greater value in use, a hammer or a screwdrl/sr?ot a
matter of opinion, but it depends on the task in hand. By esttmodern
economics has replaced the term ‘value in use’ by ‘utilidyigd has cast util-
ity not as a matter of the objective usefulness of goods batraatter of the
subjective ‘psychic satisfaction’ an individual derivesrh consumption of
the good. This rather strange analysis would seem to apply(lieat all)
to the highly refined luxury products of an advanced cultUvlich has the
greater utility, a novel by Charles Dickens or one by Janeténfs A bottle
of California Chardonnay or a Chablis? Here the satisfaatiotained by
the individual is all we have to go on.

Although classical ‘value in use’ is not a subjective matiteis clearly
relative to the state of technology. We can infer from Srsitismissal of
diamonds as having “scarce any value in use”, if we didn’vkitaalready,
that diamond-tipped drills were not in use for oil explooatin Smith’s day.

Anyway, having made the distinction between use value actange
value, Smith proceeds to concentrate on the latter. He seiself three
problems.

In order to investigate the principles which regulate thehaxgeable
value of commaodities, | shall endeavour to show:

First, what is the real measure of this exchangeable vatueherein
consists the real price of all commodities.

Secondly, what are the different parts of which this reateis com-
posed or made up.

And, lastly, what are the different circumstances which stmes
raise some or all of these different parts of price above santetimes
sink them below their natural or ordinary rate; or, what he¢auses
which sometimes hinder the market price, that is, the agitieé of
commodities, from coinciding exactly with what may be cdltbeir
natural price.

In understanding these questions it is important to be dederminol-
ogy. Smith’s first question concerns the ‘measure’ of exgeable value:
he wants to know how exchange value is best measured or egpreghis
is quite distinct from the question of tleterminationof exchange value.
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Well, actually ‘determination’ can mean two things.cinmean measure-
ment, as in ‘How would you determine the height of that tre@® trian-
gulation, perhaps.) Or it can mean causation: in this sdreshaight of the
tree is determined by its genetic material (Is is a dogwood rdwood?)
and its environment (How much sunlight and water were avhgl&o it?).
When we use the phrase ‘determination of value’ below we tiaggictly
in the second sense, to refer to the causal processes guyéneiexchange
value of commodities.

Smith’s second question (What are the different parts otwheal price
is made up?) relates to the determination of value, but iatiehe seems to
prejudge the issue, taking for granted that exchange valdetermined by
an adding up of component parts. His third question intredube impor-
tant concept of ‘natural price’: this is the price that istjgsfficient to call
forth a supply of the product that meets the demand for it. mmtl$s view
natural price constitutes the “centre of gravitation” ofuat, day-to-day
market prices. To update Smith’s Newtonian metaphor usirdanguage
of modern dynamics we might talk of natural price asattmactor for mar-
ket price. We shall have more to say about this below.

5.2 LABOUR COMMANDED AS A MEASURE OF VALUE

The title of Smith’s Chapter V—'Of the Real and Nominal PreCom-
modities, or their Price in Labour, and their Price in Monreyélls us where
he’s headed on his first question. He is emphatic that the freee of com-
modities must be measured by ‘labour commanded'.

Labour was the first price, the original purchase-money\itzest paid

for all things. It was not by gold or by silver, but by labouhat

all the wealth of the world was originally purchased; andvisue,

to those who possess it, and who want to exchange it for some ne
productions, is precisely equal to the quantity of labouichtit can
enable them to purchase or command.

In the day-to-day operations of a market economy it is ‘redtdo ex-
press the exchange value of goods in terms of money: the nareeyould
have to hand over to acquire the good, or that one could eshjizselling
it. But Smith argues this measure is superficial and potigntiaslieading.
Superficial, because it does not take into account the pbattthe “real
price of everything, what everything really costs to the mdmo wants to
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acquire it, is the toil and trouble of acquiring it.” Potaily misleading,
because money is not constant in its own value over time. #ebeteasure
of the exchangeable value of a commodity is the quantity lodua which

it enables its possessor to “purchase or command”. Smitrigcplar for-

mulation of labour commanded is appropriate to an age whepledof a

certain class, of course) were accustomed to hiring sesvaimus if | own

a commodity with a market value of one guinea (twenty-on#isgs), and

if the labour of a servant can be had for one shilling per dagniwith the
money obtained by selling the commodity | can command theuabf a

servant for three weeks. For the modern reader an alteenaquivalent
version of Smith’s calculation may seem more natural: théour com-
manded’ by a commodity represents the time you would haveotl ygay,

at the average wage) in order to buy the commodity. In boteszasSmith’s
version and the modern one—the calculation of labour cona@ais the
price of the item divided by the average wage.

This is a good comparative measure of the cost of goods to kingpr
consumer at widely separated points in time or across rera point
in time, when the exchange rates of national currencies greestionable
guide to the respective purchasing power of the currencigbair home
economies. Thus for instance a new Ford Model A car (4-doatat)@ost
$570 in 1928, while a new Ford Escort 4-door cost about $T1iy®@000.
Is the Escort in 2000 really almost 20 times as costly as 28 18odel?
Not in any meaningful sense. The average hourly wage for faaturing
workers was $0.56 in 1928, and $14.50 in 2000. If we take aiwgnkonth
to be 160 hours, this means that the labour commanded by tldelMoin
1928 was 6.3 months, while the labour commanded by the Esc@000
was 4.7 months.

Notice that the labour time required to produce a good andththaur it
commands in exchange are not the same thing. Say a basictbar WSA
today commands five months’ labour at the average wage. Véhate say
about the labour time required oducea car? Well, suppose that were
also five months; in that case the average worker could woeknfionths to
obtain a commodity that embodies five months’ labour. Thahis wage
over the period would equal the value of the output he prosloser the
same period. But this means that the workers’ wages woulduestithe

The data in this paragraph were collected from The Bureauabbk Statistics and
Collectibles Corneffor August 27, 1999, at www.krause.com.
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value of the product—there would be nothing left over forfipraf the profit

margin on car production is positive, it must be that wagesnpenth are
less the exchange-value produced per month, or in othersatbedlabour-
time required to make the car is less than the labour-timernitroands. If
the car commands five months’ labour, it might take, say,etlwerker-
months to produce. Further, the factors making for changela labour
required to produce a commodity, and those making for chamigpe labour
it commands, are not the same. A change in the wage rate vaH e
amount of labour commanded by any commaodity of given priddlenit is

changes in technology, not wages, that produce changes iatibur time
required to produce things.

5.3 LABOUR TIME AND THE DETERMINATION OF VALUE

Having argued that labour commanded is the best measurdusf, \&mith
turns in Chapter VI ofThe Wealth of Nationt “the Component Parts of
the Price of Commodities”.

In that early and rude state of society which precedes betfaticu-
mulation of stock and the appropriation of land, the prdparte-
tween the quantities of labour necessary for acquiringeréfiit ob-
jects seems to be the only circumstance which can afford aley r
for exchanging them for one another. If among a nation of émsnt
for example, it usually costs twice the labour to kill a beawdich

it does to kill a deer, one beaver should naturally exchangerfbe
worth two deer. It is natural that what is usually the prodatéwvo
days’ or two hours’ labour, should be worth double of whatssally
the produce of one day’s or one hour’s labour.

Here we have the idea that the labour time required to produgieen
product governs or determines the exchange value of theuptod here
is, Smith says, a ‘natural’ proportionality between reqditabour time and
exchange value. He proceeds to qualify this idea, sayirtgdbaur which
is harder, or requires more skill, will count for more thample labour. But
the more important qualification is the one he starts withhm quotation
above: he confines the basic principle that exchange valleeterequired
labour time to an “early and rude state of society”. Why daesgt this?

Reading further, it seems that, for Smith, the distributbthe product
of labour is the key factor. In the early and rude state, “th@b produce
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of labour belongs to the labourer; and the quantity of lalm@mnmonly em-
ployed in acquiring or producing any commodity is the onigcemstance
which can regulate” its exchange value. By contrast, in s&ekbped mar-
ket economy, where “stock [i.e. capital] has accumulatethenhands of
particular persons”, we have a state where

the whole produce of labour does not always belong to theulano
He must in most cases share it with the owner of the stock wdmich
ploys him. Neither is the quantity of labour commonly emgdyin
acquiring or producing any commodity, the only circumsteandich
can regulate the quantity which it ought commonly to purehasm-
mand, or exchange for. An additional quantity, it is evidentist be
due for the profits of the stock which advanced the wages and fu
nished the materials of that labour.

The profits of stock, says Smith, constitute a second “corapbpart” of
price, over and above the wages of labour. He then goes oy tinatthe
rent due to the landlord constitutes a third component plaprice. Ex-
change value can no longer be based on labour alone.

Smith has got into a muddle here. He seems to have persuadedihi
that if the prices of commodities remained proportionalte kabour time
required to produce them then profit would be ruled out. Big doesn't
follow at all. In a capitalist economy the exchange values@mhmodi-
ties cannot, in general, equal theges paidn their production, else there
would be no profit. But the propositions (a) that prices agprtional to
the labour time required to produce things, and (b) thategrare equal to
the wages paid in the production of things, are quite distineither one
implies the other.

Smith seems closer to getting it right when he writes, “The&avhich
the workmen add to the materials ... resolves itself ... iwo parts, of
which the one pays their wages, the other the profits of thepleyer.” That
is, one can think of the value of a commodity as being detezthiny the
labour time required to produce it, and then, as a distinestjan, consider
the ‘resolution’ or decomposition of this value into wagesl grofit. This
was the position taken by David Ricardo, the first writer @@mith to make
real progress in political economy.



CHAPTERG

THE PROBABILISTIC APPROACH TO THE LAW OF
VALUE
Wright

In this chapter we take a probabilistic approach to what Wwasdundational
guestion of political economy: what is the relationshiprify, between the
time it takes people to produce things and the prices thelyange for?

6.1 PROBABILISTIC MODELS

Once we know the possible outcomes of a situation it is natar@onsider
how probableeach of those outcomes are. The probability of an event is a
number in the intervgD, 1], where O represents an impossible eventand 1 a
certain event.

For example, if we perform a large number of coin tosses we si®
cover that about half the outcomes are heads, and half &seSaialthough
we cannot predict the outcome of a particular flip, we can baythe out-
come is equally likely to be heads or tails, or more precisiedyprobablity
of heads or tails is one half,(R = head$ = P(X = tails) = % whereX is
the outcome of the toin coss.

Knowing that RX = head$ = % means that about half the time a coin
will land heads. In fact, this is a probabilistic predictiofthe frequency of
a particular outcome. It does not predict what will actualtgur, but what
will probably occur, given knowledge of the possible outesmAlthough
weaker than a deterministic prediction a probabilistidprgon is still very
useful for acting in the world. For example, knowing that aeaahas a
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high probability of earthquake activity tells us to buildotst homes, even
though we do not precisely know when an earthquake will strik

The theory of probability is an appropriate tool for sitoat where we
simply do not know the full range of causal mechanisms thedrdane the
outcome of a situation, or cases in which we think we know wieter-
mines the outcome but in practice it is difficult to use oumtiies to make
robust predictions. In such cases we give up on the idea dfgtiieg actual
outcomes but instead predict what will probably occur gitrenknown pos-
sible outcomes. Instead of using a deterministic model ¢dlipt thevalue
of avariable x such as predicting whethgre= heads ox = tails, we use a
probabilistic model to predict thaistributionof arandom variable Xsuch
as predicting that (X = heads = % and RX =tails) = % which is equiva-
lent to stating that the distribution of is uniform, that is all outcomes have
an equal probability of occurring.

Consider the purchasing decisions of all individuals intf&A during
one month. There are an enormous range of reasons why cgo@dis are
sold in certain amounts for certain prices. Some goods argtigegularly
in stable amounts, such as basic utilities like gas and yatber goods
are ephemeral and their sales are contingent on transimbfes, such as
the market for childrens’ toys. The weather can affect salsople are
very different and have different goals and tastes. Somelg@ear out
periodically and may need to replaced. In sum, there are stlammany
reasons for exchange events as there are events themselves.

The variability and contingency that necessarily occurgmnvbomplex
and intelligent human beings competitively interact widitle other implies
that it is impractical to try to model market exchanges imdetAlthough
it is possible to model and predict human behaviour in cdletioexperi-
mental settings that constrain the space of possible a;t@nn situations
where conventions or rules play an important part, it is maigible to model
the everyday creativity of market participants aiming tis$ga their goals in
open-ended and mutually constructed economic envirorsnéns evident
that, ignoring special cases, predicting the actual pricee good on a par-
ticular day, or predicting the demand for a newly inventechowdity type,
is a lost cause. Prices and goods are always changing. A trea&eomy
is therefore an ideal candidate for probabilistic modellin
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6.1.1 A simple exchange economy

Recently physicists have turned their attention to ecoo@nénomena, cre-
ating a new field called econophysics. Econophysics appesato tradi-
tional economic problems are essentially probabilistio&ture. We can
illustrate this approach by examining a very simple model ofarket econ-
omy developed by the physicists Dragulescu and YakovenB@QR

Imagine a simple economy consistinghdfpeople, which we shall call
actors. Each actor has an amount of momeyvhich for the sake of con-
creteness let's assume is denominated in dollars. Theaioialint of money
in the economy, which is simply the sum of all the individuamey amounts
held by each actor, is a fixed constat

In a market economy people exchange goods and services taram
of money. But we’ll completely abstract from the nature afgb goods and
services, the time they take to produce or complete, and whe @hat and
when. We won'’t consider institutions either, so firms, baakd the eco-
nomic operations of the state are out of the picture. Insteadwill focus
on an essential characteristic of a dynamic monetary ecgrdire fact that
money is continually exchanged between actors in diffesembunts but is
almost always conservédWe will not attempt to deterministically model
all the local reasons why particular actors exchange pdati@amounts of
money at particular instants of time, but instead assunteathéhis contin-
gency can be modelled as random noise. Given these mightaetisns a
single rule can drive the dynamics of the simple model:

Exchange rulé:

(1) Randomly pick an actar(1 <i < N) according to a uni-
form distribution. Actori is the buyer.

(2) Randomly pick an actgraccording to a uniform distribu-
tion. Actor j is the seller.

(3) Randomly pick a pricg from the interval/0,m] accord-
ing to a uniform distribution, wherey is the amount of
money held by the buyer

(4) Reduce the money held bpy p. Increase the money held
by j by p.

In 1994 scottish avant-garde artists Bill Drummond and Jyn@rauty burnt one million
pounds, earned from the sales of their pop records. But suatt®have low probability.
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Economic change is simulated by repeatedly applying théstaithe econ-
omy of N actors. The rule transfers random amounts of money between
randomly selected individuals. And that's all there is toGall this model
the simple economynodel. As mentioned, it is a very simple model. Itis
so simple it is perhaps difficult to believe that it can cdmite much to our
understanding. But in fact it is able to replicate one of thdwing and
characteristic empirical regularities of market econa@nie

The number of actors with $0, $1, ..., M$ in their pockets candunted.
Each dollar amount can be considered a ‘bucket’, and anycpkat actor
at any particular time is ‘in’ one of these buckets, depegain how many
dollars they hold. For example, if we initialise the modelisat each actor
hasM /N dollars in their pocket, and then measure the size of eacheof t
dollar buckets, we find that the money distribution is degatee Every
bucket is empty, except fdvl/N, which is of sizeN. The distribution is
called degenerate because there is only one possibility.

N:100,M:10000
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Figure 6.1: Stationary wealth distribution in a simple exiope economy
plotted in linear-log scale. The straight line represehésBoltzmann dis-
tribution, Akm) O Ae *™. The inset is a section of the wealth distribution in
standard scale, which more clearly shows that most actwes ey little
wealth but exponentially few have a great deal.
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But if rule E; is repeatedly applied, let's say? times, the distribution
will begin to diverge from its degenerate state as money chaxged in
unequal amounts between the actors. Some actors will bg lao# en-
joy a sequence of advantageous trades and obtain greahywehile others
may repeatedly spend money and get very little in returrhif process is
continued the economy settles to a particular kind of distron, illustrated
in figure 6.1.1. This distribution is called an exponentisktigbution. The
inset graph in figure 6.1.1 shows the money buckets along-tés and
a count of the number of actors that were in that bucket ovesrang of
time along they-axis. The steep downward sloping graph can be fitted to an
exponential function An) 0 Ae *™ as shown by the straight line fitted to
the linear-log transformation of the data. The money dation is highly
unequal. The majority of actors have very little money, véasrexponen-
tially few have a great deal. In fact, a very small number diiiduals have
relatively enormous amounts of money.

Remarkably the exponential distribution of wealth is foumdeal data
from real economies. There is some divergence from an expiahdistri-
bution in the top 5%-10% of wealthy individuals, but an expotmial dis-
tribution accurately describes the vast majority of the ydagion (Nirei
and Souma 2003b, Dragulescu 2003, Dragulescu and Yakov20ik®),
whichever advanced capitalist country is considérethe distribution is
also stable over long periods of time. Although mean weally change
from one year to the next, the overall functional form of thesdth distribu-
tion remains exponential. In conclusion, the simple prdisic model in
spite of (or due to?) its high level of abstraction and sicipfihas replicated
an important feature of modern capitalist economies.

The probabilistic approach also provides some new econorsights,
in particular the importance of statistical equilibria ardropy in economic
phenomena.

6.1.2 The concept of a statistical equilibrium

The simple economy model illustrates the concept of a stalequilib-
rium. Over time the distribution of wealth in the economy wenges to an
exponential distribution, and stays there. Even thougletmmomic actors

2Some of the empirical studies use income over a time peri@msxy for instanta-
neous wealth, but the details do not matter here.
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continue to exchange money, and ascend or descend the irsoahee the
overall distribution of wealth in the economy remains canst

Contrast this kind of equilibrium with the better known cept of a
mechanical equilibrium. For example, consider a set of hieig scales,
1kg on the left plate, and 1kg on the right: the scales balaaltdéorces
equalise, and the arms are still. The system is is in mecabaquiilibrium
and will remain so until some external force is applied. Aisteal equi-
librium is a different kind of equilibrium. Unlike a mechaail equilibrium,
in which the system configuration remains static, a systembeain sta-
tistical equilibrium even when its configuration is contatly changing. It
is the probability distribution over possible system comfagions that re-
mains constant over time. For example, if we sample theibligion of
money in the simple economy over a period of time, and theeatethis
experiment at a later time, the two distributions will be tgalentical with
high probability, despite money continually changing rentherefore, un-
like a mechanical equilibrium, there is always the pos#jbihat a system
in statistical equilibrium will spontaneously deviaterfieequilibrium. But
the probability it will do so is small. For example, the probay that the
simple economy will spontaneously return to its initial Egaian wealth
distribution is so vanishingly small it may as well be comse&tl impossible.

The standard economic theories we have inherited from tleatteth
century are deterministic models, following the path latdvd by theorists
in the nineteenth century who copied the tools and methotseoprevail-
ing mechanical theories in the physical sciences (MiroWSi&9). The first
definitive formulation of this approach is Debreu’s shorbkdhe Theory
of Value(Debreu 1959), in which a market economy is pictured as a huge
deterministic calculator that computes a set of market @xghs between
economic actors, agreeable to all, given initial endowmeftgoods. In
this model the concept of a mechanical equilibrium is emgibio under-
stand the meaning of economic phenomena. But unlike mecdlacon-
figurations of matter, which do sometimes come to rest, a et@éonomy
never does: it is inherently a dynamic system, with econauators whose
agency continually upsets any possibility of the attainheém mechanical
equilibrium. A market economy is more like a bag of marblegovously
shaken than a set of weighing scales at rest.

The simplest case of a statistical equilibrium analysechenhysical
sciences is that of an ideal gas. An ideal gas consists abmslbf identical
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particles enclosed in a container that is perfectly ing@datThe volume
and temperature of the gas are assumed to be constant. Easpadgicle
continually moves within the container, bouncing off thellsrand other
particles, changing direction, and gaining or losing sp@sgeending on the
local contingencies that determine collision outcomes th&tmicro-level
there is seeming chaos. Despite all the uncoordinated chaogever, all
the particles are connected to each other via the princfgleaonservation
of energy. Each collision conserves energy, therefore dted energy of
the system is constant. Hence, if one particle is travellingsually fast,
and has a large kinetic energy, then this necessarily isiglig some other
particles must move at a slower speed. It is a physical imbitisg that
all particles have the highest kinetic energy at the santanbhsf time. In
other words, there is a shared pool of available energy thdisiributed
amongst the gas particles. This total energy is a macrd-tevestraint on
the micro-level disorder. All possible system configunasigthat is possible
distributions of kinetic energy amongst the gas particdagnot violate this
global constraint.

The fundamental law of equilibrium in statistical mechangthe Boltzmann-

Gibbs law, which states that the probability distributidenergye is P(g) [

e e where ¥\ is the temperature of the gas, or the average energy per

particle. This is the exponential distribution once agdihnis is not too sur-
prising when we consider that the simple economy model amditidal gas
are formally equivalent.

Simple economy
Large number of identical actors
Each actor has monewy
Total moneyM is constant

Ideal gas

Each patrticle has energy
Total energ)E is constant

Large number of identical particles

Exchange is money conserving
Economy enters statistical equilibriu
Boltzmann-Gibbs money distributior
P(m) OAe ™A™

Collisions are energy conserving

m Gas enters statistical equilibrium

n Boltzmann-Gibbs energy distributio
P(e) ONe ¢

1/\ is average wealth

6.1.3 The maximum entropy distribu

1/\ is average temperature

tion

In section 1.4 the second law of thermodynamics was intredu@he law
states that the total entropy in a closed system tends teaser The simple
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economy and ideal gas are closed systems. The second laigsrtigdt the
equilibrium distribution, which we have seen is the expdiadistribution,
must be the distribution that has maximum entropy given thexail con-
straint on the total money in the economy (or the total enefgye gas).
Let’s check this. Consider the following entropy measuretf@ simple
economy:

— % P(m)InP(m) (6.1)
m=0

where BPm) is the probability that a randomly picked actor has money
There areN actors in the economy arid dollars, both of which are con-
served. Lehy, be the number of actors that hatadollars. It is necessarily
the case that: y

z Nm= N

m=0
and

M
NnmmMm=M
2

The probability that a randomly picked actor will have momneis P(m) =
nm/N. If we substitutenp, = P(M)N into the above two equations we get
two constraints on the probabilities:

M
z P(m) =1
m=0

which is the simple constraint that all probabilities mughsto one, and

M M
mZo P(mm= N

which is the constraint that the probabilities must conftwitine total wealth
constraint.

The mathematical problem is to determine a formula fonRhat meets
the constraints and maximises the value of the entropy eguathis prob-
lem can be solved in a variety of ways, the details of whichuaienportant.
3 But it turns out that the solution is indeed the Boltzmani!§3i (expo-
nential) distribution Pm) O Ae~™. The exponential distribution of wealth

3The interested reader should consult Kapur (1989) and KampdiKesavan (1992).
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is therefore the moddisorderlydistribution under the assumption that the
only constraint on the system is conservation of money. i§igathe eco-
nomic system were composed of more sophisticated agentsasu®co-
nomic demons’, who, for example, formed coalitions or aigid joint plans

in order to consciously change the income distributiom th@w constraints
on the probabilities would need to be considered, and thbenztical ar-
gument would change. But the fact that the majority of theieicgd income
distribution in capitalist economies is exponential sigggéhat such factors
are not significant between individuals in the exponenggime of the in-
come distribution.

In reality, unlike in the simple economy model, there are yrsghemes
for money reallocation, for example limited redistributiof income via
state taxes. But it is a surprising fact that such mechaninmot affect the
overall functional form of the income distribution. Marketppear to have
a very robust tendency to maximise entropy, and generatdyhispnequal,
predominately exponential income distributions.

We'll revisit the topic of income distribution in Chapter @here we'll
discover that the full income distribution has lower engrdipan the expo-
nential distribution. So new causal factors, missing froims simple econ-
omy model, are at work, which place further constraints @ptobabilities
P(m). This implies that some kind of entropy-reducing demonicknis
being performed to ‘sort’ money amongst different econochasses.

6.1.4 Random agents versus rational agents

It may be objected at this point that economic actors arelgl@arposive
and it is therefore essential to model individual ratiotyakven when con-
sidering macro-level phenomena, such as emergent incostigdtions.
For instance, people do not exchange money according tonamdles,
and, depending on the amounts involved, often think vergfodly about
what they spend. But this objection confuses epistemolatly entology,
a picture with reality. A random model need not imply that daeisality it
represents is random, only that it it is intrinsically difficto model all the
causality in perfect detail. The randomness is intendeepoasenall the
many and varied rational (or otherwise) decisions of thenenuc actors.
The underlying assumption of the rational actor approagttmomics
is that macro phenomena are reducible to and determinedebynédctha-
nisms of individual rationality. Farjoun and Machover (B9&oted some
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time ago that the successful physical theory of statistreadhanics is in di-
rect contradiction to this assumption. For example, ctassitatistical me-
chanics models the molecules of a gas as idealised, pgrédattic billiard

balls. This is of course a gross oversimplification of a mole's structure
and how it interacts with other molecules. Yet statistica@chmnics can
deduce empirically valid macro-phenomena. Quoting Khim¢h949):

Those general laws of mechanics which are used in statisti-
cal mechanics are necessary for any motions of materiat part
cles, no matter what are the forces causing such motiorssalt i
complete abstraction from the nature of these forces, thasg
to statistical mechanics its specific features and conggto
its deductions all the necessary flexibility. ... the spedafhar-
acter of the systems studied in statistical mechanics stnsi
mainly in the enormous number of degrees of freedom which
these systems possess. Methodologically this means that th
standpoint of statistical mechanics is determined not byrk-
chanical nature, but by the particle structure of matteaintost
seems as if the purpose of statistical mechanics is to observ
how far reaching are the deductions made on the basis of the
atomic structure of matter, irrespective of the nature e
atoms and the laws of their interaction. (Eng. trans. Dover,
1949, pp. 8-9).

The method of abstracting from the mechanics of individaabnality, and
instead emphasising the particle nature of individualsal&l because the
number of degrees of freedom of economic reality is verydarg/e can
picture individual decision making as a highly simplifiecddam selection
from possibilities constrained by overall macro-levehpiples, such as the
conservation of money. At this level of abstraction, indivél psychology
can be modelled as extraneous noise.

Let's now consider a slightly more complex economy, in which ac-
tors take time to produce different kinds of commoditiesjochihare then
exchanged against money.
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6.2 A SIMPLE PROBABILISTIC MODEL OF A COMMODITY ECONOMY

6.2.1 The law of value

Marx, following Ricardo, held a labour theory of the economwalue of re-
producible commodities. According to Marx the value of a coodlity is

determined by the prevailing technical conditions of prithn and mea-
sured by the socially necessary labour-time required taduywe it (Marx

1954). The value of a commodity is to be distinguished fraprice, which
is the amount of money it fetches in the marketplace. Alttoegonomic
actors may differ in their subjective evaluations of the thar ‘value’ of

commodities there are emergent regularities in commodityemies that
ensure that prices tend to ‘gravitate’ around labour values

An important feature of Marx’s theory of value is the strongticc-
tion between value and price. Prices are what we see eveimydagarket
economy, but we never see values. In Marx’s view the unknavdnhédden
real values of commodities constrain and shape the formafioommodity
prices, whether we are aware of it or not, and despite theestiog evalu-
ations we may form of the relative importance of the avadajpbods and
services. Prices are noisy and at any precise time are $ubjeaultiple
causes, not least the scarcity or abundance of goods, ohittieg tastes
of the consuming public. Marx’s theory of value is not inteddas a di-
rect explanation or prediction of particular prices on jgatar days, but
abstracts from temporary or accidental conditions, antkatsinvestigates
a necessary determinant of price.

There is nothing unusual about this approach. In fact, the#b sep-
aration of different mechanisms that in practice mutualikgiiact to cause
an event to occur is a necessary part of scientific inquiry.example, the
law of gravity is a common and permanent factor that paytiadintrols the
movement of objects on earth. But the fact that books stayhetves or
planes fly does not invalidate the law; rather, the law exgléhe need and
function of bookshelves and wings. And although the law akgy cannot
always be used to predict the trajectory of objects, it isatioeless a real
casual factor. Similarly, the law of value is a theory of a coom and per-
manent factor that partially controls the movement of @icecommodity
economies. The fact that a monopolistic firm may permanaviy-charge
for its services, or the price of non-reproducible goodshsas great works
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of art, appear to have no relationship to labour-time, dat¢swalidate the
law of value.

It is important to develop theories of single mechanismsoliygtically
considered to be working in isolation. Only then can we haperedict
actual events. Newton famously asserted, contrary to gkamnces, that
all bodies move at constant velocity unless an externaéfsrapplied. This
is not an empirical statement, because apart from the odudpgase, most
bodies do not move at constant velocity. Simplification absiti@ction is
necessary in order to identify underlying, hidden causalraaisms, partic-
ularly if the events that need to be explained, whether mevérof bodies
or movement of prices, are multiply determined by lots ofedégnt mecha-
nisms working together.

In a theoretical simplification of capitalism often refaf® as the ‘sim-
ple commodity economy’, Marx claims that prices will tenddorrespond’
to labour values. Only a few simple conditions need be mehisito occur:

For prices at which commodities are exchanged to approx-
imately correspond to their values, nothing more is necgssa
than 1) for the exchange of the various commodities to cease
being purely accidental or only occasional; 2) so far asctlire
exchange of commodities is concerned, for these commeditie
to be produced on both sides in approximately sufficient fuan
ties to meet mutual requirements, something learned from mu
tual experience in trading and therefore a natural outdreirt
continued trading; and 3) so far as selling is concernedndor
natural or artificial monopoly to enable either of the coctiray
sides to sell commodities above their value or to compel tttem
undersell. By accidental monopoly we mean a monopoly which
a buyer or seller acquires through an accidental state qilygup
or demand.

The assumption that the commodities of the various spheres
of production are sold at their value merely implies, of cayr
that their value is the centre of gravity around which theicgs
fluctuate, and their continual rises and drops tend to espiali
(Marx, 1972, p. 178).

The theory of the law of value motivates such statements. dtfunda-
mental building block of Marx’s economics.
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The law of value is intended to explain how the total laboua gbciety
of commodity producers, who freely exchange their produce market-
place, is divided and allocated to different branches ofipation via the
market mechanism. The exchange of commodities at pricesdthaate
from values is the mechanism by which social labour-timerasgferred
from one sector of production to another. When prices eqalales the di-
vision of labour has reached an equilibrium that satisfiemsdemand: ‘the
law of value is the law of equilibrium of the commodity econgrRubin
1973):

[N]tis only through the ‘value’ of commodities that the werk
ing activity of separate independent producers leads tpritre
ductive unity which is called a social economy, to the inberc
nections and mutual conditioning of the labour of individua
members of society. Value is the transmission belt whiahstra
fers the movement of working processes from one part of soci-
ety to another, making that society a functioning whole (iRub
1928, p. 81).

In brief, the law of value is the process by which a simple cadm
ity economy (i) reaches an equilibrium, in which (ii) pricesrrespond to
labour values, and (iii) social labour is allocated to digt branches of pro-
duction according to social demand (where ‘social demamdniderstood
to mean consumption requirements constrained by income).

We will investigate Marx’s claim in some detail. The mainukds
that Marx’s law of value does emerge as an unintended coesegquof
uncoordinated market activity. We will see how the law ofualhatu-
rally emerges from ‘behind the backs’ of economic actorslgotia money
flows that place budget constraints on their local evaluataf commodity
prices, which are otherwise subjective and unconstraiiée. probabilis-
tic model reveals particularly simple and satisfying dymanelationships
between values, prices, social labour-time and money.

It must be emphasised, however, that Marx did not think thietep
correspond to labour values in capitalism. Instead, heghbthere was
a systematic deviation between labour values and profiglesgog ‘prices
of production’. But here we wish to exclude this complicatend instead
concentrate on a hypothetical case of the law of value operat isolation.
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6.2.2 The model

The model consists of a setfeconomic actors (labelled 1., N) that pro-
duce, consume and exchange a sét cbmmodity types (labelled,1..,L),

a fixed amount of paper mon®y, which is distributed amongst the actors,
a market mechanism that mediates commodity exchange.

For simplicity, we will assume that every actor specialisgbe produc-
tion of a single commodity at any one time. The current spieeion of
actori is given byA(i). Allcommodities are simple, and do not require other
commodities for their manufacture. Each commodity requile work of
a single actor for its production. Constant returns to sped®ail and con-
sequently there is no rationale for the existence of firmgosmever cease
production. A production column vectdr= (1/11,...,1/l,), wherel; > 0,
defines the rate at which an actor can produce each commggdgy For
example, an actor that specialises in commodity typeoduces at a rate of
1/1; units per time step. Eadh is the labour value of commodity. The
production vector is identical and fixed for all actors. Labo the econ-
omy is therefore homogenous and is not subject to changeximigue.
Once a commodity is produced it remains the property of theramtil
consumed or exchanged. Each actor has an associated enaiowsotr
that represents how much of each commaodity is currently.held

Actors produce according to the following rule:

Production update rule;: (Deterministic). At the start of
the simulation initialise the endowment vector for actdo
zero:g = 0.

Actor i subsequently generates one unit of commoAity
every | time steps, and the appropriate element of the en-
dowment vectorg [A(i)], is incremented by one.

Although no producer is more efficient than another a distincbetween
socially necessary labour-time and actual labour-timeeslpd can be main-
tained. Overproduction of a commodity relative to the slodeamand im-
plies that some of the labour-time expended was sociallgcessary.

Actor consumption

Every actor desires to consume all commodity types. This@ehnr can
be interpreted as subsistence or aspirational. A consomptilumn vector,
c=(1/cy,...,1/cL), wherec; > 0, defines the desired rate of consumption
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events for all actors. For example, every actor desiresnswme commod-
ity j at a rate of Xc; units per time step. The consumption vector is iden-
tical and fixed for all actors and represents an economy vathdgenous
tastes that do not change. Note the asymmetry between piaaluates
and consumption rates: an actor always meets its singleiptioth rate, but
only conditionally meets its consumption rates. Actualstonption rates
depend on the availability of commodities produced by o#utors.
Actors consume according to the following rule:

Consumption update rulg;: (Deterministic). At the start
of the simulation initialise the consumption deficit vector
actori to zero:d; = 0.

Actori subsequently generates one unit of consumption deficit
for each commodity = 1,...,L everyc; time steps, and the ap-
propriate element of the deficit vectak]]], is incremented by
one.

Each time step actorconsume®; = min(e, d;) commodi-
ties from its endowment to satisfy its current consumptieinoit.
A new endowment vecto€l = g — 0;, and a new deficit vector,
d = d; —oj are formed.

Note that in each time step more than one commodity may beucosds,
although only one commodity may be worked on. The assumjotiami-

versal and constant production and consumption vectoitd beuelaxed by
introducing supply and demand noise due to heterogenettgregsumption
tastes and production efficiency, but we won’t pursue thisresion.

The reproduction coefficient

The reproduction coefficient) = szzllj/cj, measures whether, given the
‘social facts’ of the production and consumption vectdng,économy may
realise an overall social surplus, deficit or balance. Aealin = 1 implies
the economy can achieve a state of simple reproduction éva¢al pro-
duction equals total consumptiom),> 1 implies an economy permanently
in overall deficit (unrealised consumption capacity) anet 1 implies an
economy permanently in overall surplus (redundant praodnatapacity).
We will restrict our attention to economies with= 1 that can theoretically
achieve a balance between supply and demand but may overraledl-
produce commodities due to a sub-optimal division of labour
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Money

Each actoi owns a sum of symbolic monesy > 0, which is used to pur-
chase commodities for consumption. The total amount of ymonahe
economyM = YN . m;, is conserved. The unit of measure of money is the
‘coin’, although it is an arbitrarily divisible unit. Coinare neither pro-
duced nor consumed by actors. Actors exchange money for caiities,
and therefore gain money when they sell, and lose money wiesnkuy.
Complications due to changes in the money supply are ignored

Subjective prices

Actors form subjective evaluations of commodity pricesinlgirbi-lateral
exchange. Two requirements are placed on the evaluatiprasp(rchaser
cannot offer more coins than they possess, and (ii) offeegrmust not be
fixeda priori. The second requirement is important because the law oévalu
trivially does not hold in an economy of homogenoagyriori evaluators.
For example, if every actor evaluated commoditsit O coins for all time
then prices cannot converge to labour values. The law ofevaperates
‘behind the backs’ of economic actors because they adapictoging local
circumstances that are not of their own choosing but theltresulobal
properties of the economic system.

To simulate adaptation we could select a machine learniggrighm,
which has some psychological plausibility, that minimi#es consumption
error. But this is an unnecessary level of detail at preskrgtead, actors
form selling and buying prices for each commodity accordoig

Price offer ruleO4: (Stochastic). The price of commodity

according to actor is pg'), and is randomly selected from the

discrete interval0, m] according to a uniform distribution. The

price is random but bound by the number of coins currently

held.
The actors are adaptive in a weak sense: if they have legs (rese) coins
they probably will offer less (resp. more). Their changimguemstances
are defined solely by how many coins they hold. The law of vafueis to
function, must therefore do so only via money flows, not byclly influ-
encing or changing individual cost evaluatio,. is one of many possible
adaptive rules, butitis the simplest, and represents natimeoretical com-
mitment to the decision processes employed by actors irecgsomies. In
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addition, Gode and Sunder (1993) have shown that randorargadth a
budget constraint realise the same allocative efficiendyasan actors un-

der the same market discipline, so there is reason to belif@temarket
structure plays a more important causal role than the iddalirationality.

Our aim is to concentrate on the structural determinatidtiseoconditions
under which evaluations take place, rather than the proakessaluation
itself. RuleO4 assumes that, absent a decision theory, a range of possible
decision outcomes are equally likely.

The market

Periodically actors meet in the marketplace. Trading behawcontinues
until the market is cleared when for every commodity typedhae either
no buyers or no sellers. Commodities are bought and solaglesunits. A
cleared market does not imply that all needs are satisfiell @ramodities
sold.

Market clearing rulévl1: (Stochastic). Initialise the set of
uncleared commodities®©={j:1<j <L}.

(1) Randomly select an uncleared commodityom the set
C according to a uniform distribution.

(2) Form the set of candidate sell&swhich contains all ac-
tors with a desire to sell commodifyi.e.,S= {X: &]j] >
dy[j],1 < x < N}). Select the selles from Saccording to
a uniform distribution.

(3) Form the set of candidate buydss which contains all
actors with a desire to buy commodify(i.e., B = {x:
dy[j] > &[j],1 < x < N}). Select the buyeb from B ac-
cording to a uniform distribution.

(4) If no seller or no buyer (i.eS= 0V B = 0) then remove
commodityj from C; otherwise, invoke market exchange
rule E; (see below).

(5) Repeat until there are no remaining uncleared commodi-
ties (i.,e.C=0).

RuleM ; matches buyers with sellers who then conditionally exchamogns
for commodities according to:
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Market exchange rulEq: (Stochastic). Given a buybrand

sellers of commodity | with offer pricespgb) and pgs) respec-

tively, determined by price offer rul®,, select the exchange

price,x, from the discrete interv@pgb), pgs)] according to a uni-

form distribution. The exchange price is randomly seled¢ted

lie between the two offer prices.

If the buyer has sufficient fundsn;, > x) then the transac-

tion takes place. Actob losesx coins and gains one unit of

commodity j, and the appropriate element of its endowment

vector,ey[]j], is incremented by one. Actargainsx coins and

loses one unit of commodity, and the appropriate element of

its endowment vectogs| j|, is decremented by one.
RulesM 1 andE1 do not represent a typical Walrasian market in which trans-
actions take place at equilibrium after a process of extepdee signalling
or ‘tatonnement’. Instead, transactions occur at diséayial prices, com-
modities may go unsold, and the same commaodity type may exgehéor
many different prices in the same market period. Furthenrmodities in
oversupply may initially fail to sell only to find willing bwrs at a later
time, and commodities in undersupply may not necessardlysea higher
price. In sum, although the rules do implement short-terncepsignalling
due to disequilibrium between supply and demand the ddtaij@mamics
of this process are not straightforward, and can only becqmated by
mathematical models that assume continuous price adjustme

Division of labour

The setA) = {i: 1 <i < N,A(i) = j} contains those actors that specialise
in the production ofj. The seD = {Aj: j=1,...,L} partitions the actors
into production sectors and represents the total divisiolalmour of the
economy. The division of labour is dynamic because actonscteange
what they produce. Actors attempt to meet their consumpaqaoirements
but do not explicitly maximise wealth. They switch from on@guction
sector to another according to the following rule:
Sector-switching rul&;: (Stochastic). For actamat the end
of everynth period of lengthl time steps form the consump-
tion error, defined as the Euclidean norm of the consumption

deficit vector, | d™ || [|d™|| is compared to the consumption
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error of the previous periogd™ Y. 1f [d™| > [|d"™|
then randomly select a new production sector from the avail-
ableL according to a uniform distribution. In other words, if
the consumption error has increased from the previous gberio
then swap to a new sector.

T is a constant multiple of the maximum consumption pe-
riod, maxc;), such that actors produce and have the opportunity
to sell at least one commodity before sampling the consumpti
error and deciding whether to switch.

There are no switching costs. The result of all actors falhgwule S; is to
perform a parallel search over possible social divisionslodur. Dissatis-
fied actors randomly switch to new sectors in search of safftancome to
meet their consumption requirements.

Simulation rule

The cycle of production, consumption, exchange and reatiloc of social
labour proceeds according to the following rule:

Simulation ruleR1: Randomly construct productioh) @nd
consumption vectorsc) for the economy, such that the repro-
duction coefficient) = 1. AllocateM /N coins to each of thal
actors (the initial distribution does not affect the finatamme).

(1) Increment the global time step.
(2) For each actor invoke production rug.
(3) For each actor invoke consumption r@e.
(4) Invoke market clearing ruliel ;.
(5) For each actor invoke sector-switching r&he
(6) Repeat.

The ruleset for the simple commodity economy

SCE={R1,P1,C1,01,{M1,E1},S1,}

defines the computational model. The implementation hasparame-
ters: (i) the number of acto, (i) the number of commaoditiek, (iii)

the amount of coins in the econo, (iv) an upper boundR, on the max-
imum possible consumption period, which is used to constra random
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construction of production and consumption vectors dummtgalisation,
and (iv) a switching paramet€ that is the constant multiple of the maxi-
mum consumption period required by sector-switching Bile

6.2.3 Simulation results

Computational models are suited to the detailed analysisaasal pro-
cesses that are not amenable to straightforward matheh&@satment.
The detailed supply and demand dynamics in this model arexam@e.
But unlike mathematical proofs, which normally quantifyeosthe whole
parameter-space, the execution of a computational modehlis a sin-
gle sample of the parameter-space. It isn’t practical tdaeepthe entire
parameter-space so the sampling process is biased towasgasies that
may be feasibly computed (for example, the time cost of thaukition
rapidly increases witlN), are realistic (for example, economies with a sin-
gle coin are not considered) and conform to the requirenfentbe law of
value to operate (for example, if the consumption period obamodity

j greatly exceeds the number of actors, i.eRi$> N, then the probability
that a seller ofj will find a buyer in the marketplace is low; hence exchange
becomes occasional, failing a requirement for the law oli@ab operate).
All simulation runs follow a similar pattern of initial noeguilibrium ac-
tivity prior to settling down to stable averages and statigrdistributions
(appendix B contains further experimental details). Wémeéasure the sta-
tionary distributions of the division of labour and markeicps. But many
other variables of interest could be tracked.

Division of labour

The distribution of actors in each sector of the economyeseto a normal
distribution centred on a mean sector size. Figure 6.2 sliosvstationary
distributions of a typical sample. The equilibrium mearesif sectorj is
always approximateli(lj/c;). Figure 6.3 reveals this relationship sampled
over many runs.

Definition 1. A division of labour isefficientif for every commodity type
the number of commaodities produced equals the social demand

Proposition 1. Leta; = |Aj|/N be the proportion of actors producing com-
modity j. Thenaj = (':—‘] (j=1,...,L) is an efficient division of labour.
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Figure 6.2: Stationary distributions of sector sizes wittedi normal distri-
butions collected from a random sample of a 4-commodity esgnwith
parameter settings N:500, L:4, M®x 10°, R:25, C:2. The mean division
of labour,(159,54.8,152 134), is close to the theoretical efficient division
of labour,N(¢ ) = (152 56,146 146).

Proof. The social demand for commodifyis cﬂ, units per unit time. When

aj = 'C—'] the number of units producedﬁs?—; = cﬂ, units per unit time, which
equals the social demand. O

On average the division of labour is approximately efficidxnit due to
stochastic fluctuations perfect efficiency is not achiev&al .efficient divi-
sion of labour implies that the global consumption error isimised and
all actors meet their consumption requirements. Actualifation runs only
approximate maximum consumption, and unsold commoditiduasatis-
fied demands either stabilise or slowly accumulate over.tiffiege results
show that the&SCE attains a (dynamic) equilibrium of the division of labour,
and that the labour equilibrium is approximately efficient.
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Figure 6.3: Relationship between mean sector sizemglcfrom 20 ran-
dom samples of 3-commodity economies with parameter gstiihs0, L:3,
M:2500, R:25, C:2. The straight line represents the idgmétationship

y =X

Objective prices

The stationary distributions of commodity prices can berapimately fit-

ted by exponentials. Figure 6.4 shows the evolution of meaep during
a typical run and the associated stationary distributidihe price distribu-
tions have an exponential tail at the high end, but drop to a¢ithe low
end, but the exponential distribution accurately modedsghce distribu-
tions over most of the price range. In equilibrium a singleomodity type
does not have a single price, but has a range of prices that wath differ-

ing but fixed probabilities.

The law of value states that, in equilibrium, market pricesrespond’
to labour values. The Pearson correlation coefficienbetween two vec-
tors,x andy measures the linear relationship between theth{r <1). A
value of -1.0 is a perfect negative (inverse) correlatio,j®no correlation,
and 1.0 is a perfect positive correlatian= 1.0 implies that there is a sin-
gle scalar constank, such thak = Ay. We will check the correspondence
between market prices and labour values by measuring theglation.

Denote the average price of commodijtyy (p;j). Figure 6.5 graphs
representative time series of the correlation between tdeh price col-
umn vectorp = ((p1),--.,(pL)) and the labour values column vector=
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Figure 6.4: Evolution of mean commodity prices in a 3-comityoelcon-
omy (left figure) and stationary distribution of commodityges with fitted
exponential distributions (right figure).

(I1,...,IL) (recall thatlj is the time period required to produce commodity
J)- We can now state the main simulation result of this chagter corre-
lation between mean market prices and labour values appeeamity in
equilibrium. Table 1, in the appendix, contains furtherexmental results
that demonstrate the robustness of this result.

The results show that tHeCE attains a (dynamic) equilibrium in which
the mean equilibrium price of a commodity, measured ovengptiag pe-
riod, is proportional to the labour-time required to makéttices ‘gravitate’
around labour values and this equilibrium coexists witlal@nd subjective
pricing decisions constrained only by money endowments.

The equilibrium constant of proportionality, between mean prices
and labour values, such that~ Av, must have dimensior=ins per unit
labour-time A summarises the causal relationship between expenditure of
labour-time in production and the representation of thmaetin the market
price of commodities. It measures how much labour-time moapresents.
Dumeénil (1983) and Foley (1982) emphasise the importahttésoconstant
in Marxist economic theory. They define it in the context ofepitalist
economy.

Definition 2. The Monetary Expression of Labour-tin{®ELT) is the ra-
tio of the net product at current prices relative to the puotishe labour ex-
pended in an economy over a given period of time.
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Figure 6.5: Evolution of vector correlation of mean pricad &bour values
over four samples of 3-commodity economies.

In a simple commodity economy there is no distinction betwgess
and net product and hence the MELT is the ratio of the productiaent
prices relative to the labour expended, which can be dyr@edasured as:

M
S livi

wherey is the proportion of the total money in the economy that onaye
exchanges per unit time (§M is the average velocity of money), amgdis
the average exchange velocity of commodityThe numerator in the defi-
nition is the rate of money exchange, the denominator isdteeaf labour-
time exchanged in the form of commodities, and the MELT isrtite of
the two, measured in coins per unit of labour-time. This d&din translates
into a computational rule to samplethat executes per application of rule
R;. The mean velocities of commodities and coins are caladilasehistor-
ical averages. Figure 5 plots equilibrium mean priggs), against labour

(6.2)
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values multiplied by the MELTAI;, for a typical run of a 10-commodity
economy. It demonstrates that the MELT is the constant gignanality
implied by the correlation results. The role of money as agggntation of
labour-time is particularly clear in this relationship.

N:500,L:10,M:50000,R:20,C:2

100

80

60

40

v; multiplied by MELT

20

0 20 40 60 80 100
price, p;
Figure 6.6: Stationary market prices and MELT transfornaabur values

in a 10-commodity economy with= 0.96. The straight line represents the
identity relationshipy = x.

The definition of the MELT is not a causal theory of how the MBEET
determined. The value of MELT will vary under different ‘iitstional’ ar-
rangements, such as how the market operates in detail, withbkmoney
and commodity throughput obtains, and so forth. Unlike tkeerable
guantity theory of moneV = PT (whereM is moneyyV is money veloc-
ity, P is the price level, and the level of transactions), which is an account-
ing identity between market phenomena, the MELT abstractsaobvious
causal relationship between non-market phenomena (ptioducnes) and
market phenomena (prices).

6.2.4 Analysis

The results of the simulation experiment demonstrate ihat (dynamic)
equilibrium is reached, in which (ii) mean prices are lidgaelated to
labour values by a constant of proportionality called thenatary expres-
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sion of labour-time (MELT), and (iii) social labour is allated approxi-
mately efficiently. The computational model generatesdlregularities,
but it does not provide an adequate explanation of them. aleof value
emergedrom dynamic interactions of the constituent parts of 8@E, but
a theory is required to explain this emergence.

The qualitative theory of the law of value was most fully deped by
Isaak Rubin in his 1928 boolssays on Marx’s Theory of Valuan what
follows, theSCE is modelled by a system of ordinary differential equations
that refer to the means of the variables of interest, theegbgnding Rubin’s
theory.

The mathematical analysis aims to provide an intuitive axation of
the gross causal features of the computational model ratlaer provide
definitive proofs of its properties or develop an accuratelsistic theory of
the steady distributions. The mathematical model is a davir and highly
simplified analysis of the causal properties of the compartat model. For
example, discrete change is approximated by continuousgehander the
assumption that the size of discrete variables in the coatipmal model is
large compared to their change in magnitude per time step.

The labour equation

Let’s think about what is happening when we run the simufatit®/e know
that the rate money enters and leaves the market, or moneyityelis a
proportion of the total money in the economy, which we wilhdée as
yM (0 <y <1). Assume thay is fixed constant (an approximation). A
money allocation column vectds(t) = (by,...,by), wheresz:1 bj =1and

0 < bj <1, represents the instantaneous proportion of the totaesfow
received by each sector at timeThe sectoral income rate is therefore given
by bjyM.

The labour allocation column vectoa(t) = (ay,...,a ), whereaj =
/Ajl/N (see section 6.2.2)"_aj = 1 and 0< a;j < 1, represents the pro-
portions of actors ‘employed’ in each sector at time

Use the mean price of a commodity to approximate its priceibigion.
Recall that the average price of commodijtis (pj). The average cost of
the universal commaodity bundle, given current prices, eiasntij:l(pQ/c,-.

Actors switch sectors based on the consumption error, wkialfunc-
tion of the quantities of commodities received. To simpthg analysis we
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will use price signals, in the form of the mismatch betweaome and the
average cost of the commodity bundle, as a proxy for the gopsan error.
This simplifying assumption holds for the remainder of thelgsis.

Each sector has an ideal expenditure rate that representsahey that
would need to be spent in order for the constituent actorseetreir de-
sired consumption rates. The rate is a function of the nurabactors in
the sector and current prices, and is givendy Z|IZ:1<pk>/Ck-

The sectoral income error, denotgd measured in coins per unit time,
is the difference between the actual income rate and thé¢ ed@anditure
rate:

L
@ (t) = bjyM —ajN Zl%

A value of @; > 0 implies a sectoral ‘profit’ (the sector receives more in-
come than its constituent actors require to purchase thenaalty bundle),
@; < 0 implies a sectoral deficit (there is insufficient incometfug actors
employed in the sector to purchase the commodity bundle)par- 0 im-
plies sectoral income equals ideal expenditure.

Approximate the switching behaviour of actors by assuntiagjthe rate
of change of labour allocation (or sector size) is proposido the sectoral
income error:

d L
% = b0 = WOy —aN 5 (2 63

wherey > 0 is a reaction coefficient. It follows from the definition tha
@; < 0 implies a net decrease in the sectoral populationgan€0 a net in-
crease, subject to the constra’f;;1 a; = 1. Call (6.3) thdabour equation
because it defines how the allocation of labour to differextas of pro-
duction changes according to the money income received finensale of
commodities. The labour equation for the whole economy ataranotation
is:

a=y(yMb—N(p-c)a) (6.4)

wherep-cis the dot product of the average price vector and the consamp
vector.

The production rate for commodityis given byajN/Ij. Define the
average price of a commodity to be the current sectoral ieca@te divided
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by the sectoral production rate:

\_YMbj
<pl>—Wa_j|J (6.5)

Hence, eaclip;) is a function ofa; andb;.

The money equation

The labour equation describes how the division of laboungka depending
on current incomes. But we do not yet have a model of how clsange
incomes depend on the current division of labour.

A sector’s income depends on the number of commodities @extiu
The maximum possible social consumption rate or ‘socialateshfor com-
modity j is N/c;. The sectoral ‘production error’, denot&gd measured in
units of commodityj per unit time, is the difference between supply and
demand: aN N

) S
G0 ="
Avalue of¢; > 0 implies over-productior; < 0 implies under-production,
and¢; = 0 implies supply equals social demand. It is assumed thatehar
rule M ; operates such that it can be approximated by the expectecrel
ship between supply, demand and price: commodities in swpply have
lower average prices than those in under-supply. This esphat the rate of
change of sector income is negatively proportional to tleelpction error:
a 1

G = %0 =N (- D) (6.6)
wherew > 0 is a reaction coefficient. It follows from the definition tha
&; < 0 implies an increase in sectoral income, &pd> 0 a net decrease,
subject to the constrairg'j-:1 bj = 1. Call (6.6) themoney equatiobecause
it defines how the allocation of money to different sectorgpaiduction
changes according to the over or under-production of conmeed The
money equation for the whole economy in vector notation is:

b =—Nw(Al —c) (6.7)

whereA is theL by L diagonal matrix with elementi,i) equal tog; and
element(i, j) (i # j) zero.
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Equilibrium

The A labour (6.4) and money (6.7) equations mutually interact de-
scribe the evolution of the division of labour via the medeanof market
price changes. The causal schema is as follows: (i) an egidivision of
labour results in (ii) over and under-production of comntiedithat causes
(iii) error-correcting price changes on the market due fgpdpiand demand,
which (iv) generate changes in sectoral incomes that (V3eactors that
cannot meet their consumption requirements to swap secesslting in
(vi) a new division of labour. Some mathematical resultsrever derived
that show that the mutual interaction results in an equiliarpoint at which
prices equal labour values.

Definition 3. A simple commodity systasdescribed by the following sys-
tem of 4. coupled differential equations:

a=yY(yMb—N(p-c)a) (6.8)
b =—wN(Al —c) (6.9)
and WM b
N i
<M>—$Iah

subject to the constraints

> aj=1, 0<ag;<1
=1

L

> bj=1, 0<bj<1
=1

L |

Yy L=1=n  lj¢>0
j=1~I

M,N >0 wyP>0
0<y<1

Lemma 1 (Equilibrium point) The simple commodity system has the unique
equilibrium point
.l Ly .
a _(cl’cz""’cL)_b (6.10)
(The proof is in appendix A.)
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This lemma states thaij = bj =0 (i.e., the system is at rest) when the
proportion of actors employed in a sector equals the prapodf money
received by the sector, and that proportionji&;. This makes intuitive
sense: every actor consumes the same consumption burelieforfe, on
average, they require the same income (otherwise actors madifferent
sectors and the system is not at rest). The lemma does not thgilevery
actor receives the same income in equilibrium, only thatosataverages
are equal. (In fact, the stationary income distributionha $CE is highly
unequal and approximately exponential).

Lemma 2 (Global stability) The equilibrium point is globally asymptoti-
cally stable. (The proofis in appendix A.)

This lemma states that the system, regardless of its imtiatlitions,
always approaches the equilibrium point. The simple comiysgstem is
a feedback system that functions to minimise both incomepaaduction
‘errors’. This formalises Rubin’s assertion that ‘[a] givkevel of market
prices, regulated by the law of value, presupposes a givanhiition of
social labour among the individual branches of productiorMarx speaks
of the “barometrical fluctuations of the market prices”. §phenomenon
must be supplemented. The fluctuations of market pricesnareality a
barometer, an indicator of the process of distribution @fadabour which
takes place in the depths of the social economy. But it is g uausual
barometer; a barometer which not only indicates the weakheralso cor-
rects it’ (Rubin (1973, p. 78)). Lemma 2 explains why simwalatuns tend
to equilibrium.

Corollary 3 (Efficient division of labour) The division of labour is efficient
in equilibrium.

Proof. By lemma 1 the proportion of actors in sectpat equilibrium is

aj = '—] which by proposition 1 is efficient. O

Corollary 3 is an explanation of why the simulation tendsriapprox-
imately efficient division of labour. The experimental riésuwdo not ex-
hibit perfect efficiency because tB€E is non-deterministic and undergoes
stochastic fluctuations in equilibrium.
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Theorem 4 (The law of value) Labour values are global attractors for av-
erage market prices.

tIim p(t) =Av (6.11)
Proof. Substituting the equilibrium poing; = 1j/cj = bj, into (6.5) yields
(pj) = Alj, which by lemma 2 is the globally asymptotically stable nerk
price. 0

At equilibrium the average price of a commodity is proparabto the
labour-time required to make it. The constant of propoailidp, A = yM /N,
represents the monetary value of one unit of labour-timeeofém 4 ac-
counts for the observed correlations between prices amditalalues.

In equilibrium actors receive equal mean incomes but araged) in
productive activity of unequal periods. Hence, commoditiet take longer
to produce sell for higher mean market prices. This is theldmmental rea-
son why prices correspond to labour values at the equihtbofithe simple
commodity economy.

Disequilibrium deviation of price from value

A key insight of Marx’s theory of the law of value is that precesfer to
amounts of labour time ardkviationsof prices from values are sociatror
signalsthat function to redistribute labour. Only in the hypothkatisitua-
tion of balanced supply and demand in which labour is effityatistributed
are prices proportional to labour values. We can analysel¢vetion of
price from value out of equilibrium by introducing the coptef labour
commanded.

Definition 4. A commodity commands an amount of labour in exchange.
Thelabour commandedy a commodity is its money price divided by the
MELT, measured in units of labour-time. The mean labour camaded
D
(gj) = <T’> (6.12)
represents how much social labour-time a commodity on gedietches in
the marketplace.

If a commodity type commands an amount of social lalsgut | then
itis undervaluedif it commands amourd; > |; it is overvalued The labour
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commanded is an objective property of the exchange, andimci from
any subjective valuations of the utility of the transactioom the perspec-
tive of a particular actor. At equilibriuntej) =1 for all j =1,...,L but
otherwise commodities sell below value or above value, coatance with
the laws of supply and demand.

An act of exchange involves more than swapping of a commdalitstn
amount of money. Itis also an exchange of a representatian amount of
social labour-time, measured by the labour commanded,f@naount of
private labour-time actually expended in the productiothef commodity.
Normally this is not an exchange of equivalents.

If the global division of labour mismatches the social dedhidoen labour
associated with scarce commodities is rewarded with adceadditional
social labour-time, whereas labour associated with urecaobmmodities
is punished by a reduction of access. Out of equilibrium rloprvate
labours are mutually equalised and not all private laborgsacially neces-
sary. But if the reallocation of labour resources is basethese monetary
reward signals then the feedback loop completes and a alivisi labour
emerges in which unnecessary private production is mimichaand prices
approach labour values. The dynamic relationship betwaeour embod-
ied and labour commanded as regulator of the division ofdamapparent
in the following relationship

aj = a; (% — 1) YyM (6.13)

which is derived in the appendix. The term in brackets is thasif the
commodity type is overvalued (implying an increase in the@esize) and
negative if the commodity type is undervalued (implying ardase in the
sector size). Equation (6.13) reveals the causal conmebBbowveen labour
allocation and prices that occurs under the surface of thplsicommodity
economy. It is a precise formulation of Rubin’s observatioat ‘value is
the transmission belt that transfers the movement of wgrgmcesses from
one part of society to another, making that society a funatigwhole’ (Ru-
bin (1973, p. 81)) that summarises how the interaction egpeicommodity
producers, using a monetary representation of the totahldabour-time,
spontaneously allocates labour to different branchesadymtion accord-
ing to social demand.



A simple probabilistic model of a commodity economy 145

The precise price distribution will be sensitive to the garar price
offer rule (or rules) employed by the actors. The more imgrarpoint,
therefore, is that in statistical equilibrium the same cardity type realises
a range of different market pricep,f(l), pl((z),..., each of which represents
different transfers of social labour-time between buyet seller. The role
of the mismatch between labour embodied and labour comndandeg-
ulating the division of labour is apparent ‘on average’ and property of
the price distributions, not a property of individual tranBons. Hence, a
commodity type may be correctly valued in equilibrium whig the same
time, particular transactions may represent under or @heations of the
commodity instance. The law of value states that, whatéweptecise dis-
tribution of exchange prices, mean equilibrium prices apprtional to
labour values.

6.2.5 Discussion

The choice of modelling symbolic money (e.g. paper or coiwsiich has
nominal but no intrinsic value, rather than money in the fafra commod-
ity such as gold, which has intrinsic value in virtue of thbdar required
for its production, differs from Marx’s presentation butshihe advantage
of separating two definitions that may be easily conflatedsrahalysis of
money (for a discussion, see Foley 1983): (i) the ‘value ohayo, which is
the inverse of the MELT and is the labour-time representetheynonetary
unit (e.g. 1 hour of social labour-time is represented byifh)¢c@and (ii) the
‘value of the money commaodity’, which is the amount of sotadlour-time
required for the production of a unit of the money commodgty( 1 ounce
of gold requires 1 hour of social labour-time for its prodanj.

Roemer (1982, pp. 27-31) argues that in a simple commodityaay
the only prices capable of reproducing the system are thagmgional to
embodied labour times. The derived prices satisfy the caimg$ of the eco-
nomic situation represented as a linear programming pnoblene deduc-
tion abstracts from market interactions that occur in hiséd time and dis-
equilibrium supply and demand dynamics; hence, the meshaby which
such prices are reached is absent. The model is const@setdyather than
causal. The idea that labour values at&ractorsfor prices in the sim-
ple commodity economy does not contradict this static tesdldynamic
analysis, however, is a more stringent test of the concepitegrity of the
Marx-Rubin law of value, which is essentially concernedwiiow markets



146 Chapter 6. The probabilistic approach to the law of valu&\right

function to allocate social labour-time via error-corrmegtprice signals. In
static models, such as Roemer’s, prices are nominal anchlaekual con-
nection with the reallocation of labour. The mechanism efldw of value
should not be reduced to its attractor.

Krause (1982) understands the importance of the dynamidodion
of concrete labours in market economies via the price meshmarHe con-
tends that most modern formulations of the labour theoryatdier assume
that concrete labours of different types are equivalerdlyed, an assump-
tion he labels ‘the dogma of homogenous labour’ (Krause2198. 160—
161)). According to Krause, the ‘supposition of homogeniab®ur sup-
plants any analysis of the specific coordination of condedieurs’ (Krause
(1982, p. 101)). The static methods employed by Krause, iwhepre-
sent the economic situation in terms of linear algebra, @péisticated, and
can quantify over complex production structures, in paféicthe produc-
tion of commodities by means of others. In contrast, the dyoapproach
taken here is relatively immature and models a simple prioalustructure.
Unlike static approaches, however, the dynamic approatimcalel the co-
ordination of concrete labours, and this reveals a new dymeastationship
between homogenous and heterogenous labour.

Following Krause letrjj be the reduction coefficient of concrete labour
typei to j (i # j), such that 1 hour of labour of types equivalent ta;;
hours of labour typg, where the equivalence relation is induced by market
exchanges. The assumption of homogenous labour isxthat 1 for all i
andj. The reduction coefficients in the simple commodity systeen a

(pi)/li _ bi/a
(pi)/1; bj/ay
Note that the assumption of homogenous labour is not madeorém 4
can be reformulated as b
i

lim—=1

t—o0 a
and by the quotient rule for limits it follows that for al=1...L and | =
1...L

aijj =

tlim ajj =1 (6.14)

The statement that labour values are attractors for preesgjuivalent to
the statement that homogenous reduction coefficients teetatrs for het-
erogenous reduction coefficients. Krause writes: ‘It isczivable that
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certain assumptions about the mechanism of coordinatioid qwoduce
equal reduction coefficients. But the classical/conterapolabour theory
of value does not formulate such assumptions, so the horedges mere
dogma’ (Krause (1982, p. 101)). But it is inaccurate to stias the Marx-
Rubin formulation of the law of value assumed homogenousuatyithout
justification. The law of value is a dynamic theory of labollm@ation based
on the tendency of heterogenous labour to be homogenisadrianodity
exchange, and in this sense is very different from modetic$tamulations
of it. The reduction coefficients are continuously caloedeby a distributed
computation that is implemented through the actions of ttememic ac-
tors. Homogeneity emerges in the simple commodity econongeuthe
assumption that economic actors have equal productive nsoage mem-
bers of the same species, strive for equal renumeratiohéarlabour time,
that is they consider themselves equal, and are free teechleir equality
through unconstrained economic activity. Rubin stateskiglequalization
of exchanged commoditiesflects the basic social characteristic of the com-
modity economyithe equality of commodity producér3he SCE models
this ideal situation by allowing identical actors to freehpve between sec-
tors of production in order to meet identical consumptiaquiszsments. In
reality, things are not so simple, and in the context of tecds to narrow
the wage dispersion, Rubin (1973, ch. 15) discusses fatitatsprevent
homogenisation.

6.2.6 Labour values as attractors for prices

The law of value is a phenomenon that emerges from the dynemtec
actions of private commodity producers. In the model prese(i) labour
values are global attractors for market prices, (ii) magstes are error
signals that function to allocate the available social tableetween sec-
tors of production, and (iii) the tendency of prices to agatolabour val-
ues is the monetary expression of the tendency to efficiatihgate social
labour. The constant of proportionality of the linear reelaship between
labour values and market prices is the monetary expressi@bour-time
(MELT), which measures how many units of money representioitef so-
cial labour-time. The MELT summarises a non-obvious caredationship
between non-market phenomena (production times) and tatk@aomena
(prices), and links the total available social labour-tim&s monetary rep-
resentation. The concept of labour commanded, which measuw much
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social labour-time a commodity fetches in the marketplasemportant
for theorising how deviations of price from value are laboexallocation
‘'signals’. The labour commanded by a commodity normallymatches
the private labour-time expended in its construction, rectly signalling
whether the labour was socially necessary or not.

The law of value operates ‘behind the backs’ of actors viaeydlows
that place income constraints on their local evaluatiom®ofmodity prices.
The equilibrium of the simple commodity economy is a stedadtequilib-
rium, in which a single commodity type may realise many défé prices.
In consequence, the regulating role of exchange value is@epty of price
distributions, not individual transactions. Further, ke of value can only
emerge in broad models of economic systems that completiedadack
loop between production, consumption, exchasaggreallocation of labour
resources.

An actor engaged in free exchange derives personal bergfitthans-
actions and the immediate apprehension of this fact mesvatibjective
theories of value. But an exchange has causal consequengaasdthe im-
mediate moment and the satisfactions of mutual commerteénae from
its embodiment within a system of generalised commoditglpetion. Ac-
tors do not normally think money into existence althoughyte decide
to spend more or less of what they have. Their income is a legak-
sentation of a global resource constraint not under théifestive control.
Although moneyexchangesaccording to demands for use-values, and is
normally accompanied by the satisfaction of desiregférsto amounts of
social labour-time. Local flows are easier to apprehend ghabal refer-
ence, which partially accounts for the relative neglectlgeotive theories
of value.



CHAPTERY

VALUE IN A CAPITALIST ECONOMY
Cottrell, Cockshott

7.1 THE PROBLEM OF PROFIT RATES

In our analysis so far we have looked at how the labour thebryalue
applies to an economy in which indidividuals exchange coutitres, which
they have themselves made, with other independent prosluCiee classical
political economists Smith, Ricardo and Marx believed thatgs differed
"after the accumulation of stock’, that is to say once prdituncwas carried
out by larger enterprises using significant amounts of aapit

Suppose it is the year 1800 and we have two capitalists Mrekjfo-
ducing flour and Mr Arkwright producing yarn. Flour prodwstiwas con-
siderably more automated than cotton manufacture. A laggerc mill
might employ 500 people, a flour mill fewer. Let us suppose kiaMiller
has only 200 employees to Mr Arkwrights 500. The spinningaifan and
the grinding of flour both required large amounts of mecharmpower. So
both sorts of miller needed very substantial capital inwestt to dam rivers,
divert the water through lades and over water wheels, andttheonstruct
and equip the mill buildings. We will assume that the capite¢sted in the
two mills was the same: £200,000. At that time in Britain angebour
created a value of about £200 of which the worker might be pa@D. The
annual value added by Mr Millers employees would be £40,0@Dey Mr
Arkwrights £100,000. The implication of this is that theeaf profit that
they would earn on their capital would be different ( see &abll).

Faced with this discrepancy the classica economists dideto accept
that capitalists in different industries would earn diéfet rates of profit,

149
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Table 7.1: Two Millers
Mr Miller  Mr Arkwright

Capital in mill  £200,000 £200,000
Employees 200 500
Value Added £40,000 £100,000
lessWages £20,000 £50,000
Profit £20,000 £50,000
Rate of Profit 10% 25%

or they had to conclude that the labour theory of value hadetonbdi-

fied to adapt it to the new world of capitalist industry. Intfabey found the
idea that capitalists in different industries would eardely divergent profit
rates implausible. They thought that the rate of profit ifiedént industries
should be the same, for were it not, capitalists would sh#irtfunds into
the industry earning the higher profit rate. A consequend&isfwas that
they assumed that actual prices would diverge somewhat fbour val-

ues to allow capitalists in different industries to earnshee rate of profit.
Among the classical economists the most thorough treatofethiese cor-
rections was given in Marx (1971). In the literature of MaxiEconomics
the technique of applying these corrections was called titaaSformation
problem” because it transformed of a set labour values istt af prices at
which profit rates would equalise.

During the 20th century a considerable body of mathemdiieahture
(see for instance Sraffa (1960), Samuelson (1973), Stee@h®81)) grew
up analysing how prices in a capitalist economy would berdeteed on the
assumption of an equal rate of profit accross all branchesdofstry. This
branch of economics came to be called the neo-Ricardiaroscho

But if were allowed that profits on stock caused prices to rdiedrom
labour values, what was the point of the labour theory ofealu

Could one not say that both capital and labour contributedlyjoto the
value of the product?

As aresult the labour theory of value is now taught to stuglesatsome-
thing of a historical footnote, interesting but now conseteobsolete. But
this judgement is to harsh to great thinkers like Adam Smmithl&arl Marx.
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They were onto a basically sound intuition in emphasisieg the of labour
in creating value.

7.2 QUESTIONING THEPROFIT RATE

What theorists have been inclined to forget, is that the kxpdhrate of
profit is not a fact. It is an assumption, one that is absojutelicial to
all neo-Ricardian theories? was able to show that many examples used
by Steedman to demonstrate the frailty of the Labour Thebkatue, fell
apart and became economically meaningless given the esigeviation
from equal profit rates.

What is a fact, is that the distribution of the rate of profitcapitalist
economies is quite wide, and broadly stable over time. Yesgtare forces
working in the direction of equalization, but there are ctenpentary forces
working in the direction of dis- equalization; and the joinitcome of these
forces seems to be an "equilibrium” degree of dispersionafifrates, with
different capitals occupying different places in the disttion at different
times.

The greater the equilibrium dispersion of profit rates, tioese are neo-
Ricardian prices as approximations to actual prices — on &véheir "cen-
ters of gravity,” discounting the effects of short-run slyppdemand disequi-
libria. On the other hand, on the maintained hypothesis @cpralized rate
of profit, the greater the dispersion of the capital to labwaiio, the worse
are labour-values as approximations to actual prices.eSiath of these dis-
tributions are non-degenerate, the question of whetheR@ardian prices
or labour- values offer the better systematic approxinmaticactual prices is
an empirical one. The evidence to date shows, with remaskaiisistency
across data-sets drawn from different capitalist econsiamé different time
periods, that the two approximations are roughly equallydy@ee Chapter
7.3 ). The labour theory of value is at least as good a predaftactual
prices as the neo-Ricardian theory.

It might be objected by some Marxist economists that tregate Labour
Theory of Value and the Sraffian system as alternative teeaf relative
prices is to miss the point. Is it valid bracket Ricardo andMas propo-
nents of the Labour Theory of Value when Marx was concernexliticise
Ricardo, not merely to second him?

1See Farjoun and Machover (1983)
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There is some force in this objection, but it is overdone.eTiMarx’s
primary object was not to develop a theory of relative pri¢és wanted to
lay bare the basis of profit in the capitalist exploitationadfour, to discern
the "laws of motion” of capitalism, and to demonstrate thapitalism is
a historically transient mode of production, whose integuntradictions
necessarily propel it in the direction of its supercessipsdcialism. From
this standpoint, the Labour Theory of Value was but a steppione to-
wards his theory o$urplus valuesomething quite foreign to Ricardo. And,
it may be said, whatever is valid or salvageable from amoeddtier am-
bitions may be reconstructed without appeal to the Laboeoihof Value.
This last claim we will tackle shortly. For the moment we wempoint out
that although a theory of relative prices was not Marx’s i@rdoncern, as
such, it does nonetheless play a key role in his work, and &lid scien-
tific question in its own right. One might add that Ricard®,tplaced the
Labour Theory of Value in the service of an analysis of thevdaof mo-
tion” of capitalism as he saw them — e.g. the progress towtelamous
"stationary state” via a falling rate of profit.

Marx’s analysis of exploitation assumes that the pricesoofimodities
in terms of money are in proportion to their labour-valuesere is weak
and a strong reading of this assumption. On the weak readimng just
an expositional tactic for representing at the level of tiehiviidual factory
and the individual worker, social relations that obtainiesn the class of
workers and the class of capitalists. It projects ontaitiokvidual working
day a division into surplus and necessary labour time that ieality a
relationship between parts of thetal social working day This is divided
between time spent in industries producing workers’ coresugoods and
time spend producing goods used by the capitalists. The \weakion
would say that these conditions of projection need not hoigigcally for
the thesis about the social totality to be valid.

The strong position would state that the conditions of mtpa are
more or less empirically valid, in the sense that there i sustrong corre-
lation between the prices of commodities and their valuashilinat is true
at the social level is also true at the micro level.

Hence, although the principal concern of Marx in his famduespater on
the commodity (Marx (1954)) may have been the analysis oftioeal form
of value, this does not indicate that he was unconcernedth@lempirical
relationship between price and value. Generally he heldntimvements in
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price reflected movements in value. This indeed was the fegpéarm of
representation of the category value (abstract socialigho capitalist so-
ciety. The essence of this form of representation was tleaetivas a close
correspondance between the structure of prices and thetiswof values.
Marx of course allows for disturbing elements — temporarpatances of
supply and demand, differing compositions of capital betweranches,
etc. — but the existence of these distorting factors no muoralidates the
underlying hypothesis than the reality of air resistaneelidated Galileo’s
theory of falling bodies. The claim is that the underlyingdency will pro-
duce clear measurable effects, which can be distinguigioed the effects
of the disturbing factors.

What does one need to know in order to calculate labour-g&@lue

The input-output structure of the econofmincluding intersectoral tech-
nical coefficients and direct labour coefficients. With tkiowledge, one
can invert the "Leontief matrix” (or perform an iterativepximation of
same) and derive the full set of labour-values. With the serfeemation,
and by means of the same computations, one can determinecthws of
gross outputs required to support any given vector of finadaled — a basic
planning probleri

What does one need to know to calculate neo-Ricardian fxices

Basically the same: the full set of input-output coefficggemius a distri-
butional variable — either the (uniform) wage or the (umfgrrate of profit.

Is itin any way necessary to calculate labour-values ageost¢he way
to calculating neo-Ricardian prices?

No. This is one of Steedman (1981)’s key points, and of coheses
right. In this sense there is no "transformation problenfi'trie’s objective
is to derive the set of Sraffian prices or "prices of produtti@mne does
not have to go via labour-values. That would be an awkwardwtetAnd
the question "What is the correct mathematical relatiombletween labour-
values and prices of production?” would seem to be of inteyely if one
has some prior commitment to labour-values. Why should awe lany
such commitment?

Labour-values seem to be analytically redundant.

But this argument loses its force if, as shown later, it tuons that
labour-values and prices of production are about equalydges predic-

2This is discussed in more detail in Sections 7.3.1, 12.1 .
3We explain this in more detail in Section 7.3.1
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tors of actual prices in capitalist economies. labour-®slare a "detour”
only if one’s theoretical terminus is neo-Ricardian priedsut why should
that be one’s theoretical terminus if one’s ultimate objs¢b analyze real
economies and their laws of motion?

Suppose that labour-values and neo-Ricardian prices laoet aqually
good as predictors of actual prices. Are there then any giefor preferring
one theory over the other?

There are several, but here is one perspective to start with.

If, in the neo-Ricardian system, one asks, "What determpmiees (or
price movements over time)?” the answer is, more or lessefEking.”
(The full set of technical relationships and the profit-ratevage.) This
answer is strikingly uninformative.

But ask the same question of the Labour Theory of Value andygba
clear, informative answer: the systematic component df baiss-sectional
and time-series relative price variation is primarily gowe by the labour
time socially necessary to produce the various commodi@eghe grounds
of parsimony in explanation (Occam’s razor), the Labourdrizgeof Value
looks pretty good.

Why has the relative price of computing power fallen so drzcaly
over the last decade?

The testable explanatory hypothesis of the Labour Theoiatie is
that technology in the computer industry has progressedch a way as
greatly to reduce the labour time necessary to make a comptitgven
specification, while also, of course, upping the specificetidramatically.
By contrast, the neo-Ricardian answer — it would presumgbliike this:
the input-output structure of the economy has changed in awegay as to
reduce the price for computers consistent with the compngtierstry earn-
ing the average rate of profit — seems not to offer any reakeghbry pur-
chase at all.

7.2.1 Does the Labour Theory of Value have a mechanism?

David Hume famously argued that we can never discover angsséy in
causal connections between matters of fact. Necessityagsbolely in the
realm of mathematics and logic; among matters of fact theneat best be
"constant conjunctions”, brute empirical associationsinté’s argument is
notoriously difficult to refute, yet surely most scientifsl that there must
be something wrong with it.
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We expect of a good theory that it does more than produce girexs
that happen to come out right most of the time. We expect therthto
specify some underlying mechanism responsible for theymtiah of the
effect in question. So: Empirical success apart, what isrieehanism of
the Labour Theory of Value supposed to be?

Of the classical proponents of the Labour Theory of Value #ISrRi-
cardo and Marx — only Adam Smith (whose version of the Labdweory
of Value was of course considered confused by the latter &wtjally spec-
ified a mechanism.

In Smith, the pressure towards the exchange of commoditgllbamron-
taining equal quantitites of labour time resided in the satiye reckoning
of the parties to the exchange. The beaver-hunter, seeadit "output”
took twice as much labour to produce as that of the deer-huetfieises to
part with the beaver for less than two deer. But unfortuyatiels mech-
anism would seem to operate, at best, only in the "early add state of
society which precedes both the accumulation of stock amdppropriation
of land”. Capitalists don’t calculate the labour-contehtreir products, or
of the commodities they purchase. Plus, even if they warded's much
more difficult to calculate the labour-content of a commypg@itoduced via
a complex division of labour.

Neither Ricardo nor Marx specified an alternative mechaniRioardo
was perfectly confident that the Labour Theory of Value walstribut if you
look for a definite mechanism in the Principles you will beagigointed.
What purports to be an argument for the Labour Theory of Valpgears
on p. 25 of the Sraffa edition, but it is actually no more tharaacount of
what will happen under certain circumstanoeshe maintained hypothesis
of the Labour Theory of Value

Marx, though he doesn't give a mechanism as such, does offerga-
ment, in chapter 1 of Capital, I. It goes roughly like this.

(1) Commodity exchange should be conceived as an equatmmake
sense of the "exchange of equivalents” we must supposeltbed is
somethingoresent in equal quantities on both sides of the exchange.

(2) Labour time is the only acceptable candidate for thigriething”;
since the use-values of commodities are incommensurable.

This argument has not persuaded many people. At least oadbeof it, it
seems to be full of holes. For instance:



156 Chapter 7. Value in a Capitalist Economy Cottrell, Cockshott

(1) Why do we have to conceive of exchange as an equatiory, thihe,
trivially, of equal monetary magnitudes?
There doesn’t seem to be anything compelling about thisipact

(2) Even if we do think of exchange in that way, and if we acdéptx’s
point about the incommensurability of disparate use-\glisslabour
time really the only candidate for the thing that is equated?
What about, say, energy-content?

(3) Besides, when we get to volume Il of Capital, Marx adrfist em-
bodied labour time is *not* actually equated in commoditgleange
under capitalism, even in "long-run equilibrium,” so to age

There would seem to be two possibilities here. Either thdidence
of Ricardo and Marx concerning the Labour Theory of Value juas mis-
placed. Their failure to come up with a convincing mechanisratal.
Alternatively the intuition of Ricardo and Marx was soundt butran their
capacity to articulate a proper justification of the Labobedry of Value:
the job can, however, be done. We think the second intetpetes the
right one.

Capitalists don’t calculate labour-contents. But they dlzualate profit
rates, and act on those calculations, so there is a thearetcrant for the
idea of a tendency towards the equalization of the rate diitpr&/nder
certain conditions: the rate of profit is "small” and/or thegkrsion of the
value composition of capital across industries is limités equalization
of profit rates will produce a tolerable approximation toatiele prices =
relative labour-values.

So we can produce a mechanism for the Labour Theory of Vakie, a
approximation, after all — only it is "parasitic” on the meechsm for gen-
erating Sraffian prices, which justifies the idea that thedualirheory of
Value is theoretically redundant!

But this is wrong. Farjoun and Machover (1983) showed thahef
Labour Theory of Value is cast in a probabilistic form, one ckerive a
stochastic version of price—value proportionality withappealing to a uni-
form rate of profit. We develop this approach further in Cleagt

Thus Farjoun and Machover supply a definite mechanism stippa
stochastic version of the Labour Theory of Value, one thatisparasitic
on the uniform- profit condition. This mechanism is statilly emergent.
It is certainly not the direct result of agents’ paying atiem to the labour-
content of commodities in the mode of Smith’s hunters; anebiild seem
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to be invisible to methodological individualism. On the ethhand, the
probability law in question clearly must be realized via ithieractions of a
multitude of capitalists and workers. The situation is agals to statistical
mechanics. The ideal gas laws, for instance, are statigteraergent from
the interaction of millions of individual molecules.

7.2.2 On the specialness of labour

Suppose you grant the above, at least for the sake of argurifentmay
still wonder: But after all, what is really special aboutdaip?

Couldn’t you do the same sort of statistical number usingoiitent,
timber-content or what-have-you?

Why is the Labour Theory of Value of any more intrinsic sigrafice
than the Oil Theory of Value or the Timber Theory of Value?

Everybody knows that human labour is a special process dulita
power a very special commodity. But a certain sort of hargleiotheorist
is very unwilling to grant labour any special theoreticaviege. This atti-
tude, although ultimately theoretically debilitating,usderstandable. One
doesn’t want to be caught sneaking into one’s basic econthreary a priv-
ileging of labour that is based on scientifically "extrangbideological,
political or humanitarian concerns. If the Labour Theorywafue acquires
its validity only from, say, a standpoint of political-idegical sympathy
with the labour movement, this seems like sufficient reasondjecting if.

The thrust of the earlier chapters of this book has been tev $hat the
granting of a special privilege to human labour time, anddbemodity
labour power, is not in the least the effect of the intrusibrextraneous
factors into the realm of theory.

The economy is "about” the production of goods that serveagehu-
man purposes, by human beings, via their labour time. Thelstion that
the goods serve human purposes — though those purposes maydrear-
ious — is necessary to distinguish economic production frem, the pro-
duction by humans of carbon dioxide and other bodily wasiéss is not
an "ideological” statement, extraneous to science, siooeessuch state-
ment is absolutely required to prevent the "economy” fromishing as a

4Sraffa’s very title, "The Production of Commaodities by Msarf Commodities,” seems
to bespeak such a concern, which is more explicit in somesfdiiowers. From the ab-
stract theorist’s point of view, labour (or rather labowamagr) is just one of the n commodi-
ties that jointly produce each other.
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specific object of theoretical investigation. Otherwisevlgan one make a
principled distinction between the economy, and all thepgtuff going on
in the biosphere with which, of course, the economy is iatety linked?

One could try delimiting the economy as the set of activities earn,
and participate in the determination of, the equalized odtprofit. But
strictly speaking, this would be the empty set. Or "the seadivities in-
volving the allocation of scarce resources by and on beli&lfimans.” But
that is too broad to isolate the economy as such; and besiddgrts the
point that labour is the key "scarce resource.”

Here are three quotations, one from each of the classicpbpents of
the Labour Theory of Value.

A. Smith:

The real price of everything, what everything really costsie man
who wants to acquire it, is the toil and trouble of acquiring i..
Labour was the first price, the original purchase-money\itzest paid
for all things. It was not by gold or silver, but by labour, tfzdl the
wealth of the world was originally purchased...

B. Ricardo:

Possessing utility, commodities derive their exchangeahlue from
two sources: from their scarcity, and from the quantity diolar re-
quired to obtain them.

There are some commodities, the value of which is determinyed
their scarcity alone. No labour can increase the quantitguuh
goods, and therefore their value cannot be lowered by aedsed
supply. Some rare statues and pictures, scare books arg] eaires
of a peculiar quality, which can be made only from grapes grow
a particular soil, of which there is a very limited quantigye all of
this description. Their value is wholly independent of theawatity
of labour originally necessary to produce them, and varigl the
varying wealth and inclinations of those who are desirousossess
them.

These commodities, however, form a very small part of thesnais
commodities daily exchanged in the markBy far the greatest part
of those goods which are the object of desire, are procurddltoyur;
and they may be multiplied, not in one country alone, but imyna
almost without any assignable limit, if we are disposed tstte the
labour necessary to obtain therfemphasis added)
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C. Marx:

Every child knows that any nation that stopped working, rootd

year, but let us say, just for a few weeks, would perish. Anghev
child knows, too, that the amounts of products correspantinthe

differing amounts of needs demand differing and quantightideter-

mined amounts of society’s aggregate labour. It is selfl@vi that

this necessity of the distribution of social labour in sfiegbropor-

tions is certainly not abolished by the specific form of sbpraduc-

tion; it can only change its form of manifestation.

Can one in principle construct an X-theory of value (an XTafbstitut-
ing some other item in place of the labour of the Labour Thedyalue?

And if so, does that mean that the Labour Theory of Value hapeoial
claim to privilege?

There is a first technical requirement: X must be a ’basic’ wmdity,
i.e. one which enters either directly or indirectly into {@duction of all
others. But surely we can find some of these besides labolyrpeohaps.

Now notice a second technical point. When calculating labeaiues,
it is necessary to value all inputs to production in termsha& amount
of labour-time it takes to produce them — except for labowwer! Di-
rect labour inputs must be 'valued’ at one hour per hour oblalper-
formed. What would happen if one instead valued the dirdmbda in-
put itself in terms of the labour-time required to reprodtice workers’
labour-power, when that is less than one hour per hour otiaperformed?
Then all "labour-values” would go to zero. It can be seen motaitively
if you imagine calculating labour-values by an iterativetinoel: start out
by approximating the labour-value of each commaodity byitect labour-
content; then adjust your first approximation by bringingpiaccount the
first-round labour-values of all the other inputs; and so @ine point is
that if the direct labour input itself is revalued, in the sed round, at its
'labour-content’, conceived as the value of labour-povilee, second ap-
proximations will be smaller than the first; and “labour-ues” will shrink
every time round this loop until they disappear.

The same applies to oil: in order to prevent the “oil-valuekall com-
modities from going to zero, one has to attribute to eachebairoil that
enters the production process directly, a value of one baramd not the
(smaller) amount of oil that it takes to *produce* a barreladf In ef-
fect, one has to make a distinction analogous to that betyadsur and
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labour-power, e.g. between the combustion of oil, and aebafroil itself
as“combustion-power”.

But is this distinction really significant for anything othilnan human
labour?

As the possessor of a unit of human labour-power, it matterad to
what extent my labour-power is exercised in actual labourupé time. |
want it to be exercised to some degree, preferably in iniages/ays, but
enough is enough. Suppose somebody urges me to work morehilsan
saying “After all, your labour-power will still be reproded. If you use up
more calories labouring, you'll be provided with more to.e@his misses
the point. | am not just concerned that my labour-power beodced
(though this is important): | am independently concernenbiikhe amount
of work | do, since there are other things I like to do with mmai.

Here, of course, there is no analogy with oil. A barrel of amhgly
doesn’t care if it's used up or not: it has nothing else to dod Aeither
does anybody else carmxcept insofar as it is a non- reproducible resource
that is liable to run ouf(or at any rate become much more costly in terms
of labour-time to extract, over a relevant time-horizon).séciety that is
capable of reproducing its stocks of fuels ("combustiom) over all
relevant time-horizons has no additional reason to be cordeabout the
rate at which actual combustion is taking place per periodt @&society
that is capable of reproducing its stock of labour-powerr @terelevant
time horizons does have an additional reason to pay attetdithe rate at
which actual labour is performed by its members per unit tishece this is
of concern to all its members individually.

It may be helpful here to make a distinction between "strgngio-
ducible goods” and "weakly producible goods”. A stronglggucible good
is one that requires as "ultimate” inputs only labour anduredtresources
the planetary supply of which is, at least for practical msgs, unlimited.
A weakly producible good is one that requires as an input soateral
resource whose supply is limited, and may pose a definiteti@nisover
some economically-relevant time- horizon.

There is no possible justification for taking any stronglgqurcible good
X as the basis for an "XTV”. The scarcity of such a good is #iyitderived”
—derived, that is, from the scarcity of labour-power andsgayg of other
weakly producible inputs.
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On the other hand, it would be possible, in principle, to EsXTV on
some weakly producible X other than labour. But notice a fdroonstraint
on an X-content theory of value (as opposed to a non X-corttexdry,
such as the ne-Ricardian or General Equilibrium systemageSxchange
ratios, the explananda of such a theory, are scalars, Xenbntust itself
be a scalar. In other words, X must be homogeneous — or atiteastt
be possible to treat X as homogeneous for theoretical pagpegthout de-
parting too radically from reality. This requirement clgawules out “land”,
i.e. one can't even begin to think of the land-content of a cmdity as a
scalar quantity, though it would seem not to rule out oil.tNef, of course,
does it rule out labour. Yes, human labour-time is not tridynlegeneous.
But nonetheless human labour-power is an all-purpose resgun the sense
that anyone of average intelligence and dexterity can lieetao perform
almost any of the tasks required in the economy.

Conclusions so far: An XTV is in principle possible for any bxat

(1) is’basic’ in the technical sense,
(2) is only weakly producible and
(3) may be conceived as homogeneous as a tolerable firsbampatoon.

There is an aphorism that Marxian economics is the econooficapi-
talism, while neoclassical economics is the economics absism.

You can see the general idea: Marxian categories are finexpaseng
the injustices of capitalism and diagnosing its tendericiesirds crisis, but
if you can assume that the means of production are in the hairitie as-
sociated producers and the distribution of income is rightl you want to
get down to some serious resource allocation, then what yaou are the
neoclassical marginal conditions. There may be a grairuth in this. But
there is more than a grain of truth in a proposition that iseltm an inver-
sion of it: One can see the rationale of the Labour Theory dfi&/anost
clearly by adopting the standpoint of a socialist planner.

It is fairly standard practice in domains such as investraeitgrowth
theory to frame the problem initially in terms of a ‘commarsy'stem, to
work out the optimal solution from this perspective, andhthe claim that
— Hey, presto! — a perfectly competitive system will duptiecetne command
optimun®. One may have some skepticism about this but nonetheless, pe
haps one can say this: To the extent that capitalist ecorsoapigroximate,

5Some of Solow’s stuff is in this vein; and for a more recentrepke, see.
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loosely, stochastically, in certain dimensions, and negatio their peculiar
distribution of income, to economic rationality, theocali results relating
to a planned economy may provide insights into the workirigsipitalism.

The Labour Theory of Value is a case in point.

Labour-power is a scarce resource: it is also a univerdalpatpose
resource. And its scarcity is, unlike that of strongly proithle items, direct
and not derivefi

The reason for this is that while labour-powsrclearly reproducible,
its reproduction takes place under "special” conditioriatiee to the rest
of the economic system. People can decide to put more resoumo pro-
ducing labour-power: they can have more children. But viansg in the
birth rate are, for the most part, not driven by the sorts ofde that drive
other production decisions. In a capitalist economy, gaton is not a
profit-oriented production process (and the "output” is that property of
the possessors of the relevant means of production!). &iyiln a planned
economy, procreation does not fall within the sphere of pilag of produc-
tion. Even though the state may wish to encourage or disgeutse having
of children, and may have some impact on the birthrate, ithaadly plan
this sector in anything like the way it can plan industry. Simakes the pro-
duction of labour-power the "exceptional” sector of themmmy, as Farjoun
and Machover put it.

Furthermore, it is not just that the planneen't plan the production of
people like the production of steel: Why would thexantto augment the
population (hence relaxing the "labour-power constragmt'the plan)?

There may be special instances where rapid population grisah the
interests of a state, but surely the general object of a gldo maximize
per capita production, not total production. And this objexwill not,
in general, be served by expanding the labour force via estparof the
population.

Thus, the very general fact that the planned economy is @anghed
for the benefit of human beings — and not for the benefit of mh,ielec-
tricity, or what have you — is not merely an extraneous “db@a “ideo-
logical” consideration, but rather connects directly wiib issue of rational
economic calculus. The focus on labour-per- unit-outputhasappropri-

SRicardo:“By far the greatest part of those goods which aeedbject of desire, are
procured by labour; and they may be multiplied... almoshuiitt any assignable limit, if
we are disposed to bestow the labour necessary to obtain’them
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ate measure of cost for each good is simply the converse d&$ forus
on output-per-unit-labour (strictly, per person, but if assume that labour
and number of people are positively linearly correlatets #mounts to the
same thing) as the general maximand. Conservation of rnodacible
natural resources, while it may well be important, is in gahenly a means
of ensuring that the maximization of output-per-unit-labe minimization
of labour-per-unit-output — is sustainable for future gatiens. We con-
sider 'productive’ natural resources here: conservatiootioer species is
arguably a different matter — a moral imperative.

Further, consider the issue of full employment. Clearlis thas a pri-
ority under socialism. The minimization of the labour tineguired to pro-
duce things was also a priority. As a first approximation,ittea might be:
"Use all the labour-power there is, but spread the resulabgur as thinly
as possible over the things you are producing, so as to béapteduce as
many things as possible.”

This requirement creates another special feature of labdot only is
labour scarce, leading to the need to economize it in anycpéat branch
of production, but it should be fully used each period. Teetéire does not
carry over to other resources.

A non-reproducible natural resource such as oil may be scanche
sense that its ultimate supply is finite, yet there is no negoent that it
be "fully used” each period. Indeed, what would that mearhm ¢ase of
oil? All we can say here is that there is no point in extractimgre oil each
period than one wants to use during the period; unless ona sggcific
reason for adding to stocks. In that sense the current flopubwif oil
should be "fully used”. But of course this current flow outpndogenous:
one produces just as much oil as one plans to use, and thesglasage in
turn is determined by technology, in the form, let us sayhefdail-input to
labour-input ratio in production, in conjunction with thenaunt of labour
one plans to perform.

Thus, while it would in principle be possible to construcidritheory of
value in place of the Labour Theory of Value, there are séveasons why
the Labour Theory of Value is of special significance to hureadieties.
One can imagine circumstances in which the calculation dicafied oil-
values might be desirable in a planning context. For ingahscarcity of
oil is the most pressing constraint on the economy, and th@@possibility
of substituting some alternative, producible via the agggion of labour, but
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these do not in fact obtain. Labour-content is clearly th&t bangle, scalar
measure of the cost to society of producing each sort of gbothe extent
that relative prices under capitalism reflect, albeit inghly imperfect and
distorted fashion, social cost of production, one wouldeetgo see the
Labour Theory of Value borne out empirically — as indeed omesd

7.3 BEMPIRICAL EVIDENCE FOR LABOUR THEORY OF VALUE

The view of orthodox economics in the West has been that bwilatheory
of value is 'discredited’. The labour theory of value hasrbegplaced by
the dominant marginalist price theory in university ecomscourses. But
this discrediting has entirely been based on a-priori tstéoal arguments. It
has not been discredited by the the discovery of empiriagdbexce that was
inconsistent with the theory. In science competing theoare supposed
to be evaluated on the basis of their ability to explain obs@data. Eco-
nomics does not proceed in this way. The practical politicglications of
different economic theories are so great that it is verydiffifor scientific
objectivity to take hold. Whilst people build political figas on the basis of
different economic theories, they dont fight in the same waegy alternative
theories of galactic evolution.

It was not until the 1980s that a serious scientific effort wade to
test whether or not the labour theory of value actually helgractice. The
pioneering work was done by Anwar Shaikh Shaikh (1984) asctbilab-
orators? ? at the New School in New York. Following this, there is now a
considerable body of econometric evidence in favour of topsition that
relative prices and relative labour values are highly dateel, or in other
words, in favour of the law of value.

7.3.1 Method of calculation

The key to testing the labour theory of value has been thefuspwt-output
tables. An input-output table is a way of showing the strraitinteraction
of different industries. These tables are periodicallystorcted by govern-
ment statistical departments for the leading economies@fatorld. The
idea behind them can be grasped by looking at the examplehie Ta2.
This shows in a very aggregate fashion the structure of anagoyg with 4
main industries labeled A,B, C, D. The columns correspomdanthe in-
dustries show how much of the output of each other industagésl up by
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Table 7.2: Example input output table

lindustry]| A | B | C | D | final consumption

A 100| 100 | 10 100
B 100 100
C 20 280
D 10 20 10

Wages || 100| 45 | 85 | 14
Profits || 100| 35 | 95 | 16

[ Sales | 310] 200 300] 40 |

a given industry. Thus industry A uses 100 from B and 10 fronTBe
numbers would refer to quantities of money, for now we canklof them
as being billions of dollars. At the bottom we have rows shgnthe total
amount of wages and profits earned in each industry and thiditwd| sales
of the industry. The final sales row is the sum of the wagedijtprand
indirect inputs above.

It is possible to use input output tables to work out how maowyrk of
labour went into producing the total output of each industry

We start up by simply adding up the number of units of laboat tere
directly employed in each industry.

If we divide the directly utilised labour by the dollar vala&the indus-
try’s output, we get an initial figure for the amount of labaueach dollar
of the output. For industry A we see that 0.32 units of labaudigectly into
each dollar of output. Since we already know the number dadolvorth
of A's output used by every other industry, we can use thisadckveout the
amount of indirect labour used in each industry when it spendollar on
the output of industry A.

This gives a second estimate for the labour used in eachtiydusich
in turn gives us a better estimate for the number of unitstwdla per dollar
output of all industries. We can repeat this process manggiamd as we do
so, our estimates will converge on the true value. This Eeceillustrated
in Table??. If the labour theory of value is empirically correct, théyou
buy a dollar’s worth of any product you would get back rougthlg same
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Table 7.3: Average percentage deviations between marketspnd labour
values for the USA over selected years. Figures extractad {{Shaikh
1998).

Year Deviation
1947 10.5%
1958 9.0%
1962 9.2%
1967 10.2%
1972 7.1%
Average 9.2%

guantity of labour. In other words, the figures for labouddach industry
would be very similar as shown in the final line of TaBfe

7.3.2 Results

Our example is very small and uses completely fabricateal. d&hat hap-
pens when you look at a real economy?

Well for a start the tables are much larger, typically witbward a hun-
dred industries listed. But the same method can be apptiggstirequires
more computational effort. The work of calculation woulddd®een daunt-
ing prior to the ready availability of computers for economesearch. This
may be why nobody seriously investigated the matter unéil1880s. But
when Shaikh and others tried, they obtained results veriasito our toy
example.

The general procedure in these studies has been to useatatadtional
input—output tables to calculate the total labour contétit@output of each
industrial sector, and then to see how closely the aggregateey value of
sales from each industry match their total labour conteatiods different
ways have been devised to measure the correspondence behegwices
and the values. Shaikh (1984) explains the details of thegs®) and also
offers a theoretical argument in favour of a logarithmicafieation of the
price—value regressions. Table 7.3 shows some resultsStaarkh and his
collaborators.
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Table 7.4:Comparing the correlation of prices to labour values in dif-
ferent countries (Figures?).

Country | year | #industries| price/labour
correlation

Japan 1995 85 98.6%
Sweden | 2000 48 96.0%
USA 1987 47 97.1%
Greece | 1970 35 94.2%
UK 1984 101 95.5%
Germany| 1995 33 96.5%
France 1995 37 97.6%

As you can see, the average error you get when predictingtlSitates
prices using the labour theory of value is only about 9%. THlas proven to
be the case accross many industries and several decades.

An alternative way of measuring the similarity of pricesabdur values
is to draw a scatter plot relating the two and then try to fitraight line
to the data. If the labour theory of value is true, then thesoletions will
tend to fall close to this line, and the line will pass throulgé origin. How
close the observations are to the line is measured by whetriset! theR?
value of the data. If th& = 1 then all points fall on the line and the line
perfectly predicts the results. If ti = 0 then the line is of no use at all in
predicting the observations.

Studies—utilizing data from the United States, SwedengGegltaly,
Yugoslavia, Mexico and the UK—have produced remarkablysistant re-
sults, with strong correlations observef's of well over .90. It also seems
to be the case from the literature that the larger the pojpulat the country,
the closer is the fit between observed prices and labour sa(liable 7.4).
This may be an example of the way that statistical reguésritecome more
apparent the larger the population on which the observaaos performed.

Our presentation of how to calculate labour values from firqauput
tables in section 7.3.1 said that you use the wages row ohih# output
table to estimate labour inputs to an industry. It could lpeiad that because
this row is denominated in money, rather than in hours of lapi is not
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really measuring labour inputs. Itis possible to compengatthis by using
data on hourly wage rates in the different industries. If wew the average
hourly wage in an industry, we can translate that industsiage bill into
actual hours worked.

The effects of doing this for the United Kingdom are shownabl€7.5’
In the published input—output tables, the labour input regsed in £. Col-
umn (1) uses labour-value figures calculated on the assaomgitia dummy
wage-rate of £1 per hour for all industries. This is equint® assum-
ing that any wage differentials across industries refleftedintial rates of
value-creation per clock hour. Column (2) is the same as X&¢@ for
the exclusion of the oil industry, which is an outlier in thecp—value re-
gressions, presumably due to the high rent component (irRtbardian
sense) in oil extraction. Column (3) (which again excludesdil industry)
uses labour-value figures calculated using wages data fiefNeéw Earn-
ings Surveyo convert backwards from wages to hours for each industry—a
correction relative to column (1) if (and only if) inter-ingtry wage differ-
entials are the product of extraneous factors, and do nettadifferential
rates of value-creation.

As can be seen from the equation (2) estimates, ‘simple’dakalues
produce arR? of nearly 98% when the oil sector is excluded and the dummy
uniform wage is adopted. The effect of adjusting for différals in wage
rates and using raw labour ours in calculating the valuessgaviower cor-
relation of just over 96%. This is consistent with the hypsis that :

(1) Labour of higher skills produces more value per hour.
(2) Inter-industry wage differentials at least partly refleuch skill dif-
ferentials.

This suggests that the use of money wage bills as a surrofygatesour
inputs to industries is valid.

Alternative value bases: empirical evidence

However, the question arises as to whether one could prastycaly good
results using something other than labour time as the ‘balialue. The
empirical answer to this question seems to be negative,asnsim Table
7.6. For the purposes of these regressions we used the éeonerse

For further details regarding these estimates, see Cottk€witrell and Michaelson
1995.
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Table 7.5: Price regressions for the UK in 1984

1) (@) ®3)

constant —0.055| -0.034 —0.046
(—2.04) | (—-1.79) (—2.00)
labour value| 1.024 1.014 1.024

(46.55) | (63.38) |  (51.20)

N 101 100 100
R? .955 976 .964

Figures in parentheses dreatios. All variables in log-
arithmic form. Data source Central Statistical Office
(1988).

of the UK input—output tables (Central Statistical Officé88&, Table 5) to
calculate the total (direct plus indirect) electricity ¢ent, oil content and
iron and steel content of the output of each industrial settsing the same
methodology as in Table 7.5 (based on Shaikh, 1984), we tgressed
aggregate price on these various ‘values’, both singly ancbimbination
with labour values, in logarithmic form. The sample size@§ for each of
these regressions, the electricity industry being exadd®en the equations
including electricity-content, and similarly for oil anbn and steel.

From columns (6), (8) and (10) it can readily be seen than wbiiee
alternatives, taken alone, performs anything like as vedhbour. The high-
estR?, at .682, is obtained for electricity content, as agairss fr labour
in column (1) of Table 7.5. Columns (5), (7) and (9) show hoes dtterna-
tives perform when entered alongside labour values, amgbk to address
the question of whether the alternatives contain any inadéget informa-
tion, or in other words offer any marginal predictive poweeoprices when
labour content is given. Only oil content passes this tesimRhet-ratios
(in parentheses below the coefficient estimates) it can be gt while
labour content retains its statistical significance in alies, electricity con-
tent and iron and steel content become statistically insogmt in the pres-
ence of labour content. The fact that oil content contaimsesmdependent
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Table 7.6: Regressions of price on labour values and somenattve
‘value-bases’ for the UK.

©) (6) () (8) 9) (10)

constant
labour
electricity

oil

iron and steel

AdjustedR?

—.056 | —0.169 | 0.066 | 0.307 | —0.067 | —0.263
(—2.06) | (—2.425)| (3.15) | (3.16) | —2.38 | (—2.47)

1.030 0.904 1.048
(23.76) (46.07) (36.53)
—0.009| 0.903
(—-0.19)| (14.60)
0.109 | 0.615
(7.43) | (13.29)
~0.027 | 0.445
(—1.31)| (7.09)
953 682 984 | 639 | .954 | .332

Figures in parentheses areatios. All variables in logarithmic formData
source Central Statistical Office (1988).

Table 7.7: Regression of alternative value bases for Greece

Value Basis R2
Agriculture 0.174
Electricity 0.668
Oil 0.674
Chemicals 0.702
Labour 0.942

Data from Tsoufildis and Maniatis
2002
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information regarding prices is presumably linked to trenent of rent in
the price of oil. The North Sea fields are not marginal, whigans that the
labour time taken to extract North Sea olil is less than thelipmecessary
amount (on a world scale). The price of oil being determinedh@ world
market, UK oil will then sell at a price above that which ca@pends to its
particular labour content. Table 7.7 shows similar resarksobtained when
analysing the Greek economy.

Table 7.8 offers another perspective on this issue. It tsgbe coeffi-
cients of variation (standard deviation divided by the meacross the 101
sectors in the UK input—output tables, fecontent per £'s worth of output,
wherex equals labour, electricity, oil, and iron and steel respelit This
is the basic information supplied by the input—output tabie Tables 7.6
and 7.5 it is worked up into regression forniaiyt it is worth considering
‘raw’. Clearly, to the extent that is conserved in exchange, one will find
a relatively small coefficient of variation forcontent per £ of sales. From
the second column of Table 7.8 we see that the coefficient rditian is
almost four times as large for electricity as for labourhatiose for oil and
iron and steel being greater still.

7.3.3 Are the results real?

One objection that has been made (Kliman 2002) to the obhdeweela-
tions between market prices and labour values, is that theg as a statis-
tical artifact. What we are comparing is the aggregatersglbirice of, for
example, all the iron and steel produced in the USA with thel tabour
that went into it, and similarly for all the other industrié#/hat we see is
that the value of an industry’s sales proportionate to thectliand indirect
labour it uses. It has been argued that this is simply becalasge industry
has both large sales and a large workforce, and small inds$tave small
sales and small workforces. Thus the correlation we seeuiscsfs, arising
as a side effect of industry size.

The comparisons of labour values with oil and electricitjues etc, tell
us that the correlations between values and prices are somgeeal rather
not spurious. If industry size generated spurious coiicelatfor labour it
would do the same for other inputs, and oil or electricityuesl would be

8That is,x-content per £'s worth of output is multiplied by the total nedary value of
output to yield totak-content, on which the total monetary value of output is tlegmessed,
in log form.
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Table 7.8: Coefficients of variation

for x-content per £ of output

Coefficient | C.V. relative
X of variation |  to labour
labour 0.189 1.00
electricity 0.698 3.69
oil 2.156 11.41
iron and steel 1.477 7.81

Source Calculated from Central Statistical
Office (1988, Table 5). Labour figures cal-
culated recursively by authors.

strongly correlated with selling prices - which they are.ridtere is some-
thing special about labour.

The danger of spurious correlation is, in some contextd, @eaugh.
Take for example a study of the association between alcardumption
and violent crime. Suppose an investigator runs a regnesstb number of
violent crimes as the dependent variable and amount of alcoinsumed as
the independent variable, for a sample of cities of widelyway sizes. We
would expect to find a significant positive coefficient on aleslbconsump-
tion, but this would be of no scientific interest: simply,dar cities would
be expected to show both more crimes and more alcohol corsufitee
obvious correction here is to scale both variables of iistelog expressing
them per capita, dividing by city population. If there is dl st significant
positive association then this might be of sociologicatiast.

Correlations in which the units of observation are of défer'sizes’ are
not necessarily spurious, however. Consider a variant®nitia size exam-
ple. Suppose a researcher has the hypothesis that poputatiee principal
factor governing the size of cities as measured by their éaed, or in other
words that variations in population density are seconeor®ne way of
assessing this claim would be to regress city land area oolatogn and
see if the relationship between these variables is closegjpogtional. In
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this case one is well aware that both land area and populat@measures
of city ‘size’, and the object of the exercise is to see howselp they are
related. Now suppose someone were to object to this hypodhstudy as
follows: ‘This is a case of spurious correlation. Of courbigger cities
will in general both occupy more land area and have largeuladipns. To
overcome this problem you will have to deflate land area amailadion by
a suitable measure of city size, say the number of residamiits.” The
objection is misplaced. In the first case above, city sizg(fation) was
an independent ‘third factor’ that might plausibly induaeapparent cor-
relation between crimes and alcohol consumption, whil&énsecond case
there is no such independent third factor in play.

The correlation of prices and values across industries thetecond
sort: it forms part of an investigation into the closenessvafvariables that
are in themselves reasonable measures of the size of irdustamely the
aggregate market price of their output and the labour timecehed in that
output. There is no independent third factor that could gilaly induce a
spurious correlation here. The notion of the 'size’ of anustdy is rather
vague, but in everyday terms it means how many people areogegin
the industry. A large industry is one that employs lots ofgdeo But the
classical labour theory of value predicts that if an indusdrlarge in this
sense, then the value of its output will also be big. Whiclug jvhat we
see.
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Digression 7.1Marx’s Theory of Value and the Labour Theory of Value
Marx made a distinction between what he called concrete and abstract
labour, identifying only the latter as a source of value. Whilst Marx was ex-
plicit in this, the distinction is strongly implicit in any Labour Theory of Value.
Ricardo proposes that "commodities derive their exchangeable value from .
. . the quantity of labour required to obtain them.” To render this meaningful,
we must be able, in principle if not in practice, to quantify the labour required
to obtain any given commodity. But one can’t add up hours of baking labour,
spinning labour, mining labour, etc. (i.e. specific concrete labours), unless
one conceives of these as just various instances of human labour in general
(i.e. abstract labour). Marx was clearer and more explicit on this, to be sure,
but we don’t see the concrete labour/abstract labour distinction as some-
thing that Ricardo would have objected to; rather, he seems to have taken it
for granted.

It is a serious mistake, however, to go on to say that abstract, socially-
necessary labour-time is something that is manifest or measurable only in
the market prices of commodities. This is to render the Labour Theory
of Value empirically vacuous. If the Labour Theory of Value is to have
any empirical content, one must suppose that although one cannot identify
the actual clocked labour-content of any given commodity with its abstract,
socially-necessary labour-content, nonetheless market competition ensures
that these two magnitudes do not diverge to an arbitrary extent. And if one
is dealing with large collections of specific commaodities, it is reasonable to
take clocked labour-content as a measure of Marx’s "substance of value.”
More generally, what distinguishes Marx’s Theory of Value from the Labour
Theory of Value?

Marx’s theory is a Labour Theory of Value set in a particular theoretical and
political context; it is a Labour Theory of Value developed into a theory of
exploitation and a critique of capitalism, something foreign to both Smith and
Ricardo. To achieve this development, Marx had to distinguish very clearly
between labour the activity and labour-power the commodity: that is the key
conceptual difference with respect to Ricardo. Marx’s theory of value is also
in a sense the Labour Theory of Value generalized. That is, the exchange
of commodities at prices roughly proportional to socially-necessary labour
content is conceived by Marx as the specific manifestation, under capitalism,
of the "necessity of the distribution of social labour in specific proportions” in
order to satisfy the conditions of reproduction of any economic formation.
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Digression 7.2Complexity of computing labour values

The computational complexity of iteratively determining labour values as
described in Table ?? is relatively low, significantly lower than the process
of computing a strict matrix inverse which is the normal way the problem
is specified in the literature. Naive matrix inversion has complexity N3
but optimal versions exist with complexity N>38 (see Numerical Recipies
Software (1988) page 104).

The iterative approximation method has complexity kN2 where K is
the number of iterations required to get an acceptably accurate answer. The
answer converges rapidly so acceptable results are obtained with k < 10.

If fact disaggregated input output matrices are typically sparse with
most elements being zero which allows further significant speedups by
compacting the data to elide the zero elements. The resulting complexity is
of order KNM where M is the mean number of direct inputs that go to make
an output. For fully disaggregated tables M grows much slower than N, so
the overall complexity is significantly less than N2
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CHAPTERS8

FARJOUN AND MACHOVER'S THEORY OF PRICE
Cockshott

8.1 FARJOUN ANDMACHOVER'S STATISTICAL MECHANICS APPROACH

When Shaik and other empirical investigators started talyee their re-
sults after 1984, these results were a surprise to economists wticed

them. However, the year before, a remarkable book ‘The Lawzhaos’

(Farjoun and Machover 1983) had appeared. The book, by twsights,

argued that economists were mistaken in trying to conspuctly deter-
ministic theories. The authors pointed out that since Badiz physicists
had been able to make useful predictions about the aggreghsviour of
systems which, at a small scale appear random and chaotic.

At a small scale the movements of molecules in a gas or a ligred
random, and this random movement is even visible, as Emptented out
in 1905, in the form of Brownian motion - the jiggling aboutshall par-
ticles like pollen grains in water observed under the micope. But at a
large scale these random motions even out, allowing usefhgmglisations:
the gas laws, the laws of thermodynamics. Farjoun and Maahavered
that economists were stuck with an early 19th century motieaosality.
If this was dropped then quite different modes of reasonbwuathe econ-
omy would become possible. Dispensing almost completetly aithodox
economic theory the authors derived a series of intereggmgralisations
about capitalist economies. One of these was a predictaimthrket prices
would be closely correlated with labour values.

1See section 7.3.2.
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In science, predictions always seem more convincing thatdpxions.
The fact that Farjoun and Machover’s theoretical resulteewapidly con-
firmed by empirical research, lends their results weiglg,rttore so when
one considers that their predictions ran counter to rediegnion in eco-
nomics. We can not hope to give a full account of their the@mehlnstead
we will offer a simplified account, missing most of the matlaical rigour,
but which should still give an intuitive understanding of tihechanism they
proposed for the operation of the law of value.

Consider all of the commodities sold by firms in one countrgrathe
course of a week. These will constitute a vast array of diffegoods and
services, some expensive and some cheap. Some will reqoirefdabour
to make, some a little. Suppose that the law of value holdspaices of
commodities are closely proportional to their labour cahtéHow should
we measure this?

Farjoun and Machover introduce a random variadBlehich stands for
the average price of an hour’'s worth of embodied labour. Teea is that
we express all of the national production of different gocai380 airbuses,
chocolate digestive biscuits, disposable nappies etamstef their labour
content. We then divide this up into units of one hour eacH,iaragine that
we randomly select an hours worth from this huge aggregagethéh look
at how much that hours worth sells for in money terms.

They predicted that if one were to graph the frequency of mawe of
different values ot that one observed over a sufficiently large sample
commodities then the distribution would look like Figuré 8They predict
that it should take the form of a bell curve or what statistns call a normal
distribution.

A normal distribution, as its name implies, is one of the ntmghmon
sort of distribution that one comes accross. Lots of obsiens take this
form. For example if one plotted the heights of 10 year olddaaythe city of
London, one would get a normal distribution. If you plot tletueal weights
of a sufficiently large sample of point coins you will get amad distribu-
tion. If you plot the number of photons arriving per seconé itelescope
from some distant star you will get a normal distributionfdot, wherever
the feature you are measuring is the result of summing uge lanmber of
random, independently operating causal processes, ttigdison you get
when you plot it will be the familiar bell curve of the normasttibution.

of
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Figure 8.1:

Farjoun and Machovers predicted formBtthe relation between labour
value and price

A normal distributiom\( ([, 0), is characterised by two numbers its mean
(W) or average, which goes through the peak of the distribuéiod its stan-
dard deviation@) which describes how wide the bell curve is. Farjoun and
Machover predicted that the plot of prices to labour valuesild have a
mean of 2 and a standard deviation of less téam-low did they arrive at
this conclusion?

First why did they say that one would expect the mean to be @her-
words that one would expect the average price of a commaalibe ttwice
its labour value?

Well this is partly a matter of the unit of measurement thegseh As
soon as you try to construct a theory of prices you are cotdcbwith the
guestion of the unit of account. When we want to measurertistave can
do it in meters, which in their turn are defined in terms of astant of
nature - the wavelength of a particular type of light. Thigegius a standard
that is unvarying across space and time. But when it comesetsuring
price, what do we use?

If we use money, should it be dollars, euros or yen?
If we stick to a single national currency, how do we accounirfiation?
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To get round this Farjoun and Machover use a technique fadohy
Adam Smith and Maynard Keynes. They use the average houdyg \&a
their unit of account. Smith, as we have seen, held that gigrece of any
commodity was the amount of labour that it would commandjotarand
Machover are slightly more precise and say that the rea¢ jmfiea commod-
ity that took one hour’s labour to produce is the number ofreatd labour
at the average hourly wage that it would command. Supposeila 4dd
took an hour of direct and indirect labour to bring to the nedrkSuppose
further that this cod sold for £15 and the average hourly weae £6. In
Farjoun and Machovers terminology then

Peod = lhour/4kilo ~ 1hour/4kilo ~ 1hour/4kilo  1lhour ~ 6
We would expecW to be> 1 since the selling price of any commodity can,
as Smith showed, be decomposed into a part that pays wagespantithat
pays profit. The sale price goes to pay wages, profit and raw materias.cost
But the raw material costs likewise decomopose into wagesitp and a
residuum of raw material costs. As you push the process baxk and
more stages one finds that the residual fraction of raw nateosts tends
to zero, so one can, to a good approximation, say the entiirgggerice goes
ultimately to pay wages and profitsSince Farjoun and Machover believed
that in most capitalist countries value added was split®0&ween wages
and profits, it follows that the average price of the proddietohours labour
will be twice the average wage for an hour’s labour.

That explains why they expect the meanWf= ——"€__ to be 2.

labour content

Why then do they settle on a standard deviatioé’bf
The argument here is very simple. They say that it is veryfiareom-
modities to be sold so cheaply that the selling price woulahbefficient to

2Smith also allowed for a part to pay rent, but Farjoun and Maeh ignore this as
being less significant than in the 18th century.

3Marx objected to this saying that the residual element of maaterials costs never
quite reached zero. As a mathematical objection this is ent serious since the residual
raw material cost exponentially approaches zero as a liddt.a sociological objection
it has some weight since capitalist production presuppibsesxistence of capitalists who
own raw materials and means of production and hire labothelfaw materials and means
of production were not in the hands of capital, then the warkeould simply produce on
their own account and there would be no division into wages@ofits. Accepting this
sociological point, Smith’s mathematical approximaticasweasonable.

M%/lhour_ 15/“ﬂ6/1hour_ 15hour/kilo g _ 15hour/6 15

1

2—

2



Farjoun and Machover’s statistical mechanics approach 181

pay the direct and indirect wages needed to make it. Thefqubait here

is a value of¥ = 1. Below this, the production of the commodity would be
unviable, as not even wage costs would be met. For the sakgaihant
they assume that there is only one chance in a thousand of enadity
selling this cheaply relative to its cost of production.

By consulting a table of the normal distribution, one findstttine like-
lyhood of events 3 standard deviations away from the medbpaista /1000,
hence they derive that= ‘%1 so for ap of 2, theno must equa%.

How do these predictions stack up against real data. Usite fda
the United Kingdom in 1984, the year after their book was shield, we
calculaté that W can be pretty well approximated by a distribution with
p=1.46 ando = 0.151.

At first sight this appears significantly different from theeedition they
gave. But the difference is almost entirely due to the faat th the UK in
1984, value added was split between profits and wages intiberee to two
instead of the equal split assumed by Farjoun and Machover fdil form
of their predition was that i is the ratio of aggregate profit to aggregate
wages, thetW ~ a( (ih,0) with p=1+eando < 5. If we substitute the
relevant value oé for the UK in 1984 into the equations, we find an almost
exact fit.

An interesting consequence of their theory is that it prsdibat the
correspondence between prices and labour values will [s2iclehen the
share of profit in national income declines. If the share afipin the
national income declines, then relative market prices @m®ipected to
approximate more closely to relative labour values. Prafitsv room for
prices to have a lower signal to noise ratio.

The distribution of¥ is random, or entropic. One can calculate the
entropy of a normally distributed random variable using emeaded form
of Shannons formula. Shannon gave the entropy of a signal as

> —pilogy(pi)

wherei takes on a set of discrete values corresponding to recdgyigd-
ferent quantisations of the signal. A Normal distributigrip, o) is a Prob-

“Result derived from Cockshott and Cottrell 1998, with dligtjustment to bring the
definition of ¥ used in that paper in line with the definition used by Farjowah lslachover.
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Figure 8.2:

Farjoun and Machovers predict8d(right) compared with a measur&él
for the UK in 1984, (left).

ability Density Function (PDF). It is a function over the Ieauch that

P(a,b) = /abﬁ\[ (K, 0)(x)dx

specifies the probability that will be in the interval betweea..b. If we
substitute this into the Shannon formula and numericaliggrate, we can
compute the entropy of a normal distribution with a givemdexd devia-
tion.

We find is that normal distributions with a small standardiaigon have
a low entropy and ones with a large standard deviation hazege kentropy.
Figure 8.2 shows the distribution &f predicted by Farjoun and Machover,
compared with a normal distribution with the mean and stechdaviation
observed for the UK in 1984. The entropy of wider bell curvetioa right
is about 7.1 bits, whereas that on the left is about 5.9 bits.

From the standpoint of the thermodynamic approach to theceuy,
W's entropyH (W), measures the disorder of price with respect to value.
From the standpoint of information theoiy,(W) measures how much in-
formation there is in the deviation of prices from values. r @omputed
values forH (W) tell us that the market price of a commodity gives around 6
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bits of information distinct from the information providéd its value. This
raises the question : what about the rest? How much of thennaton in
prices comes from labour values?

8.2 INFORMATION CONTENT OF PRICES

The random variabl® = T gives the ratio of a pricerto its labour value.
It thus assumes that we know the value of a commodity as wék asice.
Strictly speakindH (W) is aconditionalentropy.

A conditional entropy written abi (A |B) or the entropy ofA given B,
is defined on two random variable&, B, and is the disorder oA with
respect toB. In our case we havel(1t|A), or the entropy of price given
value. The information shared by bodlandB, which is called theimutual
information, is given byH(A) — H(A|B). We want to know the mutual
information of prices and valud$(m) — H(¥). This will tell us how much
information is common to both price and value.

To work it out we need some estimatetéfr) the information content
of prices. To do this accurately we would need to apply Shasmmtropy
formula to all prices so that (1) = —p(1) log,(p(1)).

This would involve knowing the probability distribution pfices. We
would have to know how frequent prices of £1.00 were, homfest prices
of £2.00 were, etc, which must be done for all possible prgzag from
the lowest price at which a commodity can be bought - say 1 yamm
to the largest observed price, perhaps something like £1000,000 for a
large warship. Although in principle this could be worked out, we don't
have access to the data on real commodity prices requireet tnganswer,
so we will use an alternative approach, based on codingyhetich will
give us a rough estimate of the information content of prices

Although prices can range from pennies to billions, a pmd#eé billions
will not be quoted down to the last penny. A shipyard are isglén aircraft
carrier to the Navy need only quote to the nearest £millibyou are buying
a cooker in the price range £100 to £500, you only look at thende and
ignore the pennies. In general prices need not be quoted te than 3
significant figures, the rest is just noise or a conventioa file last 99 on a

5To be compatible with the definition & we would have to weight the probabilities
of each price with the amount of labour embodied in that ptice we need not be overly
concerned with this technicality
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£34.99 pair of shoes. What we also need to know is the orderlghitude
of the price: are the units, pennies, pounds, tens of pourd3kis implies
that for most purposes prices can be written in so calledhsfizznotation
as something like 1.47E3 to represent £1,470.00.

In a number with the format.xxey there are 4 digits that carry all
the information. But 4 decimal digits can be encoded in jusgrd.3 bits
of information, so we can give a rough bound on the infornrationtent
of a price asH(m) < 14. This implies that the mutual information shared
between the price and value of a randomly selected commiiigely
to be< 14— H(W) or roughly 6 to 7 bits. We reasonably assume that the
shared bits of information will tend to be the leading bitslc# price.

We have given an outline of Farjoun and Machovers argumentss|
now look at them more rigorously.



CHAPTER9

A PROBABILISTIC MODEL OF THE SOCIAL
RELATIONS OF CAPITALISM
Wright

9.1 INTRODUCTION

The dominant social relation of production within capgatiis that between
capitalists and workers. A small class of capitalists em@darge class
of workers organized within firms of various sizes that praelgoods and
services for sale in the marketplace. Under normal circantss capitalist
owners of firms collect revenue and workers receive a shatleeafevenue
in the form of wages.

Over the last hundred years or more the number and type ofriadate
objects and services processed by capitalist economies digmificantly
changed, but the social relations of production have notxNtE54) pro-
posed the distinction between the forces of production hadocial rela-
tions of production to convey this idea. The existence ofcgatoelationship
between a class of capitalists and a class of workers medigte/ages and
profits is an invariant feature of capitalism, whereas tipe$yof objects and
activities subsumed under this social relationship is not.

The social relations of production constitute an abstiaat,neverthe-
less real, enduring social architecture that constraidseaables the space
of possible economic interactions. These social congsrane distinct from
any natural or technical constraints, such as those duatoises or current
production techniques. Many economic models describéigakof utility
between economic actors and scarce commodity types @ter, @ object
relations studied under the rubric of neo-classical ecac®mor theorise
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relations of technical dependence between material irmndutputs. But
here we want to do something different and entirely absfraat these re-
lations. Instead we’ll examine relations of social depem@emediated by
economic value. The basic parts of the economic model deedl this

chapter are therefore quite simple, consisting solely ohemic actors and
money. The aim is to concentrate as far as possible on th@sgomronse-
guences of the social relations of production alone, thahigthe enduring
social architecture, rather than particular and perhapssitory economic
mechanisms, such as particular markets, commodity typeésraustries.

As the worker-capitalist social relation is dominant in eleyped capitalism
the model abstracts from land, rent, states and banking.

In what follows we describe a dynamic, computational modethe
social architecture of capitalism. It uses a small set ofimgtions about
capitalist property relations, but, when we simulate it ocoanputer, we
find that it replicates some of the most important empirieat@ires of mod-
ern capitalism. The computer serves as a logical testbetsiamulation
allows us to explore the complex consequences of our singslenaptions.
It allows us to say if important large scale features of atedipt economy
follow necessarily from its most basic social relationship

The features of capitalism that we want to recreate are:

(1) The structural division of society into a small emplayiciass and a
large employed class (see section 9.3.1).

(2) The class distribution of income both between the enmiplpgnd em-
ployed class (see section 9.3.2), and also the distribofiordividual
incomes.

(3) The distribution of sizes of capitals/firms with a smalhmber of large
firms and a large number of small firms (see section 9.3.4).

(4) The way in which the growth rates of firms cluster aroursl iirean
growth rate (see section 9.3.5).

(5) The rate at which firms die or go bankrupt (see sectior6®.3.

(6) The distribution of GDP growth rates and recessionsgsegon 9.3.7
and 9.3.8).

For each of these criteria we will examine the predictedstieal structures
derived from the computational model and compare these &t isliknown
about the statistical properties of the correspondingwesld data. Our
aim is to see if a formal model of the social relations of castn can pre-
dict what we know about the statistical properties of cdigit@conomies.
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This way we’ll begin to understand what features of castalare neces-
sary consequences of the way economic activity is sociajprused. For
instance, we will see that extreme income inequality is a&seary feature
of capitalist social relations. This does not mean that veeikhaccept this
as a natural feature of economic life. There can be many lohgslitical
response to this scientific fact: accept the necessity oéew income in-
equality (pro-capitalist), try to alleviate it within theligent social relations
(reformist), or accept the necessity of changing the soelations that give
rise to it (anti-capitalist). But whatever the favouredipchl response the
economic model we develop in this chapter indicates ther@awerful and
enduring market forces that continually generate incoreguality, what-
ever the subjective intentions of politicians.

9.2 ADYNAMIC MODEL OF THE SOCIAL RELATIONS OF PRODUCTION

The elements of the model are a seNoéconomic actors each of whom has
a sum of cash at their disposal. This sum may fall to zero,rbtlie model
we assume that nobody actually gets into debt. We do not conceselves
with the process by which the state issues money therefertothl money
in the economy is a constant. We assume all transactions aeesh, there
are no cheques, credit cards, etc in use. Each actor is aithemployee,
an employer or is unemployed. So the model consists meresy sat of
people, each of whom has a sum of money. The simulation keagls of
who their employer is, if any.

All the actors in the economy are naturally partitioned ititcee mu-
tually exclusive classes: an employing or capitalist ¢laésthey employ
one or more other actors, an employee or working class, if bave an
employer, and an unemployed class, if they are neither ahoyegor em-
ployer. We assume an actor cannot belong to more than ong tlasan
actor may change classes over time.

The structure of a firm is simply an employer and their empésyé-irm
ownership is limited to a single capitalist employer: thare no stocks or
joint ownership.

Although the total number of actors is fixed this can be imeed as
a stable workforce in which individuals enter and exit the'kforce at the
same rate. An actor, therefore, represents an abstragnrtile economy,
rather than a specific individual. At each instant of simedatimet the
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model has a stat§. The evolution through time of this stat§, — S.1,
is determined by a set of predominately random transititestwhich are
applied at each time step. Processes that involve sulgdatileterminacy
(e.g., deciding to act in a given period) or elements of cegeay., finding
a buyer in the marketplace) are modelled by selection fromaumbed set
according to a given probability distribution. Often theoskn distribution
is uniform in accordance with Bernoulli’s Principle of IfBaient Reason,
which states that in the absence of knowledge to the con&ssyme all
outcomes are equally likely.

The model considers a pure capitalist economy in isolatiomfnon-
capitalist sectors. The assumption of a finite set of actdfersl from
Marx’s assumption of the existence of a latent reserve arfryotential
workers in the non-capitalist sector (e.g., domestic adistence agricul-
tural workers) that may enter the capitalist sector andledguhe wage at a
conventional level (Foley and Michl 1999).

Next we shall describe the rules that control how the actaesact with
each other.

9.2.1 The active actor

Each actor in the economy performs actions on average atathe sate,
which is modelled by allowing each an equal chance to act ivengime
period. Note however that an actor may act multiple timesgivan period,
or not at all. The following rule selects active actoiwho subsequently has
the opportunity to perform economic actions. The unit oiminterpreted
as a single month of real time, and therefore each actorigeamt average
once each month.

Actor selection rule (Stochastic).

(1) Randomly select an actaraccording to a uniform proba-
bility distribution.
9.2.2 Employee hiring

The labour market is modelled in a simple manner. All unermygibac-
tors seek employment, and all employers hire if they havicserfit ex ante

More generally, each uniform distribution can be considesa default functional pa-
rameter of the model, which may be replaced with a differéttibution that has empirical
support.
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funds to pay the average wage. The wage inteosak, [w1,ws], is a fixed,
exogenous parameter to the model. Wages are randomly chroserthe
wage interval according to a uniform distribution; hence #éiverage wage
is (W) = (w1 +wo)/2.

Hiring of employees by firms is controlled by a hiring rule:

Hiring rule : (Stochastic).
(1) If actorais unemployed then:

(a) Form the set of potential employeks, consisting of
all non-employees.

(b) Select an employeg € H, according to a probabil-
ity function that weights potential employers by their
wealth.

(c) If c's cash holdingan; exceeds the average wage,
thenc hiresa.

The hiring rule allows all non-workers to potentially hirenployees, in-
cluding hiring by other unemployed individuals to form newrs, but the
chances of hiring favour those employers with greater wealtstochastic
bias that represents the tendency of firm growth to depend@maulation
of capital out of current profits (Kalecki 1954). But the dtastic nature of
the rule reflects the innumerable concrete reasons whycpkatifirms are
willing and able to hire more workers than others. Note thatrule does
not imply that workers know the money holdings of potentiaipdoyers,
only that the wealthy firms probably hire more people.

9.2.3 Expenditure on goods and services

Each actor spends its income on goods and services produdiohb. But
the particular purchases of an individual actor are not riede Instead,
they are aggregated into a single amount that represengstbies total ex-
penditure for the month. The total expenditure can reptaseitiple small
purchases, a single large purchase, or a fraction of a psechmortized
over several months: the interpretation is deliberatelyifle. Absent a
theory of consumption patterns the only relevant infororats that expen-
diture is constrained by the amount of money an actor hassikgslicity
assume that the amount spent is bounded by the actor’s coowement on

a randomly selected day. éonsumer actors selected to spend its income
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but the spent income is not immediately transferred to firmstead, it is
added to a pool of market value that represents the currandlyable sum
of consumer expenditures, which firms compete for.

Expenditure rule (Stochastic).

(1) Randomly select a consunteother than the current actor
a according to a uniform distribution.

(2) Randomly select an expenditure amoumtaccording to
a uniform distribution, from the budget set I%s cash
holding.

(3) Transfer then cash fromb to the available pool of market
value,V.

This rule controls the expenditure of all consumers, whetreekers, capi-
talists or unemployed. Clearly, a rich actor is more likeyspend more.

Different classes spend for different reasons, in pawricworkers nor-
mally spend their incomes on consumption goods, whereattsis not
only consume but invest. The payment of wages is treatedatepa and
therefore capitalist expenditure is interpreted as exiparedon non-wage
goods, such as capital goods or personal consumption. Temditure rule
is also implicitly a saving rule as in a given period the ptabty of an actor
spending all its wealth is low.

9.2.4 Interaction between firms and the market

To simplify matters assume that all means of production argrolled by
capitalist owners and therefore individual actors are le@produce. Self-
employment is ignored in this model: productive work resgltin saleable
goods or services is performed only by actors within firms.

Each firm produces some collection of use-values that itrgdte to sell
in the marketplace. But individual commodity types and sale not mod-
elled. Instead, the total volume of a firm’s sales in a givenqgaeare dis-
aggregated intanarket sampleswhich are transfers of money from mar-
ketplace to seller, representing multiple separate tctioges, or fractions
of a single large transaction. At this level of abstractioa mmapping from
market samples to actual material exchanges is ignored ssureed to be
arbitrary.

Under normal circumstances a firm expects that a workersuahdds
a value to the product that is bound from below by the wage. @'sir
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markup on costs reflects this value expectation, which mayay not be

validated in the market. Obviously, there are multiple aadipular reasons
why a worker adds more or less value to the firm’s total prodencist of

which are difficult to measure, as partially reflected in tgé variety of
contested and negotiable compensation schemes.

We will model the relationship between concrete labour alderadded
by assuming that a firm randomly samples the market once fayeam-
ployee. The firm samples per employee to reflect the fact tat eorker
potentially adds value, but samples randomly to reflectingahcy and sub-
sume the range of possibilities, from slackers to Stakhiées\vor from re-
placeable administrators to irreplaceable film stars. & weak formu-
lation of the law of value (Marx 1954, Rubin 1973, Wright 2003which
implies that, absent profit-equalizing mechanisms andsrehere is a sta-
tistical tendency for the value of a firm’s product to be ligaelated to the
amount of social labour-time expended on the product.

Each firm therefore samples the market to gain revenue foy exaker
employed. In an idealised freely competitive economy thewietendency
for particular production advantages to be regularly agdfty competing
firms, including the removal of scarcities due to employnadrparticular
kinds of skilled labour. We can therefore assume that therdehants of
the value-added per worker are statistically uniform axfosns. The sta-
tistical variation can be interpreted as representingsteant differences in
the productivity of different concrete labours.

Although different workers may be more or less productive value
realised from their labour is constrained by the overalelef demand in
the market. The value-added by an active worker to the firmoslygct is
represented by a transfer of money from the current availadalrket value
V. The actual value received in money-form depends on thexpirey mar-
ket conditions, and mismatches between value and exchaalge; or more
plainly, costs and revenue, determine whether firms arerdagavith prof-
its for performing socially-necessary labour.

The revenue received from the market is the legal properthetap-
italist owner. Capitalist owners therefore accrue reveviaemarket sales
that represent the social utility of the efforts of their wens. All these
abstractions are expressed in the following market sanode r

Market sample rule (Stochastic).

(1) If ais not unemployed then:
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(a) Randomly select a revenue amoomirom the inter-
val [0,V] according to a uniform distributioiv/(is re-
duced bym.)

(b) If actorais an employee then transfercoins to the
employer ( hence the employers cash is increased by
m.)

(c) Alternatively, if actora is a capitalist owner, then
transferm coins to actoa (hence the employers cash
is also increased by).

In either case the transferred coins are counted as firm wevedn the first
case we are modelling the way that a worker contributes tdithes in-
come, in the second we are modelling the way that capitalsteos also
contribute to firm revenue by their work. We are assumingttiaexpected
contribution of an employee or employer to the firms revenukebg the
same. This, of course, applies only to the expected conimitbuthe indi-
vidual contributions of actors will vary randomly. In a resdonomy higher
motivation might make non-absent employers contributeenper day than
their employees. But we ignore this for simplicity.

The money received may represent value embodied in margreiift
kinds of products and services that are sold in arbitrarywarsto arbi-
trary numbers of buyers. The market sample rule abstramts fine details
of individual market transactions and may be interpretethadelling the
aggregate effect of a dynamic random graph that links seltebuyers in
each market period. The stochastic nature of the rule subsiimumerable
reasons why particular firms enjoy particular revenuesptilg constraints
are that revenue received is determined by the availablesvialthe mar-
ketplace, and that a firm with more employees will on averagepde the
market on more occasions than a firm with fewer employeegsjbstified
by the law of value.

A firm may enjoy a sequence of high value samples of the masketh
can be interpreted as the result of a competitive advanfagesxample,
highly productive workers or advanced capital equipmerntweler, each
sample is independent, hence we abstract from the poggthéit the value-
added by workers in the same firm is correlated over a timegeri
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9.2.5 Employee firing

If the revenue received by a firm is insufficient to pay the whilethen
the employer must reduce costs and fire employees. This tisregjby the
following firing rule:

Firing rule: (Deterministic).

(1) If actora is an employer, then determine the number of
workers to fire,u, according to the rule that no workers
are fired if theex antewage bill is payable from the firm’s
current money holdings (the wage bill is calculated from
the average wage and the number of employees). Other-
wise, the firm’s workforce is reduced to a size such that
the wage bill is payable.

(2) Select theu actors from the set of employees, according
to a uniform distribution, and fire them.

In this model there are no skill differences therefore eaxtbras identical.

It does not matter which particular workers are fired, sintpé/amount, and
so the particular individuals to fire are chosen randomlyteNbe asymme-
try between hiring and firing: hiring occurs one individualaatime at a
frequency determined by the number of unemployed actorsreds firing

may occur in bulk at a frequency determined by the number wisfirJust
as new firms may form when two actors enter an employee-erapteja-

tionship, existing firms may cease trading when all empleyee fired and
the capitalist owner enters the unemployed class.

9.2.6 Wage payment

Employers pay wages according to the following rule, whiciplements
the transfer of value from capitalist to worker.

Wage payment rule(Stochastic).

(1) For each actoethata employs

(a) transferw in cash froma to e, wherew is selected
from the discrete intervalvy, wp] according to a uni-
form distribution. (If employeahas insufficient funds
to payw thenw is selected from the employer’s cur-
rent cash holdings according to a uniform distribu-
tion.)
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In reality wages are not subject to monthly stochastic flatotuns. A more
elaborate model would introduce wage contracts betweetogeand em-
ployee that fix the individual employee’s wage for the dunatdf employ-
ment. But in the aggregate, for example in terms of the totgewill on
average payable by a firm, or wage and profit shares in natioc@ine, the
existence of monthly fluctuations in individual wages is sighificant, and
allows a considerable simplification of the model.

9.2.7 Historical time

Finally, the above rules are combined and repeatedly egddotsimulate
the functioning of the economy over time. The following slation rule
orders the possible economic actions:

Simulation rule Allocate M/N in cash to each of thél
actors; that is we set all actors to have equal wealth at #re st
Also set all actors to be initially unemployed.

(1) Execute the actor selection rule to select the activeract
a.

(2) Execute the hiring rule.

(3) Execute the expenditure rule that augments the availabl
market value with new expenditure.

(4) If ais associated with a firm, execute the market sample
rule that transfersn in cash from the market to the firm
owner.

(5) Execute firing rule.
(6) Execute wage payment rule.

The application of this simulation rule can generate a anéevents. For
example, if the active actor is unemployed it may get hirecbyexisting
firm, or with lower probability form a new small firm with an@hunem-
ployed actor. An employed active actor will generate a niaskenple for
its employer, which generates revenue bound by the avaitabtket value,
itself a function of the stochastic spending patterns oép#ctors. If the
active actor is a capitalist owner of a firm it may decide to @neployees
if current revenues do not cover the expected wage bill. | l€adployees
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are fired then the firm ceases trading. Otherwise, the wabs piid, aug-
menting the spending power of the working class, which om#h cycle
will affect the available market value that firms compete &ord so on.

A period of one month is defined as tNeapplications of the simulation
rule. This means that on average wages are paid once perasauuhonth.

One month rule

(1) Execute the simulation rule.
(2) RepealN times.

The rule is executel times to allow each of thH actors an opportunity to
act. But clearly this does not guarantee that each actoimafdict act within
the month: some actors may act more than once, others nat attak
introduces a degree of causal slack that is intended to ntloedhct that in
real economies events do not occur with strict regularityaddition, the
repeated random selection of active actors during a siedil@onth breaks
any symmetries that might be introduced if actors are ssdeict a regular
order. In reality, economic actions occur both in order angarallel and
this causal chaos is modelled by noisy selection.

A period of one year, which is the accounting period, is defias 12
applications of the one month rule. The model is therefoverga notional
time scale loosely linked to real time via the empirical fét on average
wages are paid once each month.

The set of rules discussed above, and three parametersctaheash in
the economw, the total number of actorsl, and the fixed wage intervai
— constitute a dynamic, computational model of the soc@iigecture (SA)
of capitalist production.

9.3 RESULTS

Over the last 20 years it has become apparent that very scopiputational
models can generate complex behaviours (Wolfram 2002). riiles of
the computational model described here are also simplehgedynamic
behaviour they generate is rich and complex.

The total number of coind/, and the total number of actofd, on con-

dition thatM >> N, appear to act as scaling parameters and do not affect the

relative dynamics, unlike the wage interval parameter. dédmputational
rules do not refer to absolute numbers of coins or actorszénardoubling
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Figure 9.1: Class distributions: histograms of the numlberctors in each
economic class with a constant bin size of 1. The smooth lmeditted
normal distributions. On average approximately 71.2% efpbpulation
are workers, 12.3% are capitalists employing one worker @emand the
remaining 16.6% are unemployed.

of both leaves wealth per actor unchanged. Similarly, asireg the num-
ber of coins scales the overall wealth and income levelsptakr things
being equal. As opposed to this, if the number of actors ig serall the
model behaves qualitatively differently. But real econesnare composed
of millions of people, so we do not examine such edge cases.

The computational rules refer to the absolute wage, andehelmanges
to the wage parameter affect the emergent dynamics. Inred results,
N = 1000 andM = 100000, so that the average wealth in the economy is
100 coins. Ora posteriorigrounds the wage interval is setdp= [10,90];
hence, the minimum wage is 10 coins, the average wage 50, ¢@lighe
mean wealth in the economy, and the highest possible wages egueeds
the mean wealth. This results in an almost equal split ofonati wealth
between the two classes, and is designed to be in agreenthrthevgeneral
predictions of Farjoun and Machover.

When we start the simulation running, it very rapidly orgas itself
into a stochastic equilibrium. In this equilibrium, whilstdividual eco-
nomic variables fluctuate, the probability distributiorisheese variables do
not change over time. The simulation does not settle to aamletss equi-
librium but converges to a dynamic equilibrium of ceaselesdion and
change.

Unless stated otherwise the model was allowed to run for itB0lated
years.
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9.3.1 Class distribution

The social stratification generated by capitalist econemsia complex phe-
nomenon with systematic causal relations to the dominasakrcelations
of production. In reality the social relations of productiare more com-
plex than the relations in the SA model (actors may receivatznations of
wage and property income and therefore belong to more thareoonomic
class, some actors are self-employed, others receive tjaitpaf their
income from rent, many people work for governments rathan tprivate
enterprises, and so forth). In consequence, some work isregjto map
empirical data on social stratification to the more basiegaties employed
here. It is equally clear, however, that the class of capttals numerically
small, whereas the class of workers, that is those actorgonddominately
rely on wage income for their subsistence, constitute tsemajority of the
population. The SA model should reflect this empirical fact.

Figure 9.1 is a group of histograms showing class sizes g&tby the
model collected over the duration of the simulation. The henof workers,
capitalists and unemployed are normally distributed. Téwerral distribu-
tions summarise a dynamic process of individual social fitgpivhere ac-
tors move between classes during their imputed lifetimesyming within
a stable partition of the population into two main classessall employ-
ing class and a larger employed class. Fluctuations in cliaes are evi-
dently mean-reverting, reflecting stable and persistasscsizes, given the
pre-specified and constant wage interval. The unemploynaéais higher
than is usually reported in modern economies, but publishedsures of
unemployment typically under-report actual unemploymddr example
many people who might work but are not eligable for unemplegtben-
efits are not counted, whereas here all non-employed ag®iasidered
unemployed. In addition, there is no concept of self-emplemt. In con-
clusion, the SA model self-organises into a realistic gartiof the working
population into a minority of employers and a majority of doyees.

9.3.2 Class distribution of income

GDP (which we labeK) is the sum of revenues received by firms during
a single year. Firms pay the total wage bW, from this revenue. Hence
the total value of domestic output is divided into a share Warkers re-
ceive as wages{y = ‘§<—V and the remainder that capitalists receive as profit,
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Figure 9.2: Wage and profit shares in national income. The gQHfph
is a representative time series of the fluctuating shareatinmal income.
GDP, denote, is the sum of revenues received by firms during a single
year. The solid triangles are the wage shXg,which represents the sum
total of wages paid to the working clasg/, divided by GDP,Xy = ‘%
The solid squares are the profit shaxg, which represents the sum total of
profits received by the capitalist class divided by GRpP=1— VYV The
wage share fluctuates around a mean of 0.55 and the profit finciteates
around a mean of 0.45. The RHS graph is a histogram of the f%p
The smooth line is a fitted probability distribution of a catf two normal
variates, which indicates that fluctuations of shares ironat income are
normally distributed around long-term stable means.

Xp = 1— Xw. Advanced capitalist countries publish national income ac
counts that allow wage and profit shares to be calculatedshwbiveal some
characteristic features. Shares in national income haweaireed fairly sta-
ble during the twentieth century, despite undergoing ydarttuations. For
example, the profit share, normally lower than the wage shaitgetween
0.25 to 0.4 of GDP, although it occasionally can be as highagdurce:
the calculations of Foley and Michl (1999) for the US, UK aagpdn span-
ning a period of over 100 years; other authors place the wage searer
to % for example on average 0.54 between 1929 and 1941 for the USA
(Kalecki 1954) and similar in chapters 3 and 8 of Farjoun arathbver
(1983)).

In the model we compute the wage shareXgs= VYV whereW is the
total wages paid during the year, akds the total firm income during the
year. Figure 9.3.2 is a plot of the shares in national incoereegated by
the model. The profit share is generally lower than the wageeshand
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the yearly fluctuations are normally distributed about lbeign stable val-
ues. Ignoring differences of definition, and for the puroeé a rough

and ready comparison, the model generates an average pesétaf 0.45,

which compares well to the empirical data. The model theesfeproduces
the empirical situation of fluctuations about a long-terab mean, and
additionally the profit and wage shares have realistic \wlakhough it is

an open question whether suitably de-trended fluctuatienes@mally dis-

tributed in capitalist economies.

9.3.3 Disaggregated income distributions

The income shares produced by the model can be disaggregadadea-
sured at the level of individuals in order to understand imedlifferentiation
within classes.

The empirical income distribution is characterised by anlyiginequal
distribution of income, in which a very small number of hduslels receive
a disproportionate amount of the total (e.g., using weadtlam indicator
of income, in 1996 the top 1% of individuals in the US owned 466
the total wealth (Levy and Solomon 1997)). The higher, priypmcome,
regime of the income distribution can be fitted to a Paret@(over) distri-
bution (Levy and Solomon 1997, Matteo et al. n.d., Levy anid&on n.d.,
Dragulescu 2003, Nirei and Souma 2003a, Souma 2000, NiceBanma
2003b), whereas the lower, or wage-income, regime, whipreeents the
vast majority of the population, is normally fitted to a logmal distribution
(Souma 2000, Montroll and Shlesinger 1983, Badger 198Q)dmnently
some researchers report that an exponential (Boltzmahhsgdistribution
better describes the empirical data (Nirei and Souma 20D8&hgulescu
2003, Dragulescu and Yakovenko 2002). Plotting the incoisteiloution as
a complementary cumulative distribution function (ccdf)ag-log scale re-
veals a characteristic ‘knee’ shape at the transition betwiee two regimes
(Matteo et al. n.d., Dragulescu 2003, Dragulescu and Yakay2002, Souma
2000, Nirei and Souma 2003b). The functional form of the meaistri-
bution is stable over many years, although the parameters $e fluctu-
ate within narrow bounds. For example, for property-incothe power-
law, P(x) O x @+ has a valuex = 1.3 for the UK in 1970 Levy and
Solomon (n.d.)o = [1.1,1.3] for Australia between 1993 and 1997 Mat-
teo et al. (n.d.)a = 1.7 for US in 1998 Dragulescu (2003), on average
a = 1.0 for post-war Japan Nirei and Souma (2003a), @anel [0.5, 1.5] for
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Digression 9.1Boltzmann-Gibbs distribution
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The Boltzmann-Gibbs distribution describes the probghdistributions of
energies of particles in a thermodynamic system. It has #émemgl form
P(e) = Ce T, wheree denotes the energy of a particle. The graph above
shows the shape of the Boltzmann-Gibbs distribution on ddgglot. The
Boltzmann-Gibbs distribution is a particular example afiegative expo-
nentialdistribution.

This distribution arises as a consequence of the fact tratlnsed system
of particles the total energy must be conserved but randemggrexchanges
between these particles cause the energy to be spreadhtttaigopulation
in a particular pattern. The probability of an individualee successively
gaining additional energy from a sequence of exchangesiis tpw. So
we would expect to see most particles having low energy (tbstikely
cases), but a small number with a disproportionately langeuat of energy
(the exceptional cases). The plot shows that the probabfla particle with
the highest energy (100) is very low.

Dragulescu and Yakovenko (2000, 2002) have argued tha¢ snoney is
conserved in the exchange of commodities the distributionaney should
follow a similar functional form. This is approximately &dor the lower,
predominately employee regime of the income distributibrcapitalism.
We will see in Chapter 10 that the assumption of conservatiomoney can
only be held to a limited extent in a capitalist economy witbdarn banks.

US and Japan between 1960 and 1999 Nirei and Souma (2003ynin
the income distribution is asymptotically a power-law waape parame-
ter a ~ 1.0, and this regime normally characterises the top 1% to 5% of
incomes.
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The two-parameter lognormal distribution

1 —(log )2

P(x) = ex
) X0/ 2Tt 202

) (9.1)

wherem is the median, an@ = 1/v/202 is the Gibrat index, can describe
the remaining 95% or so of incomes. For example, for postdapan, the
Gibrat index ranges between approximat@ly 2.25 andp = 3.0 (Souma
2000). In contrast, if the lower income range is fitted to apagential law

P(x) O Aexp™ (9.2)

then by analogy with a perfect gas, from which the Boltzm&ilbbs law
originates,A is interpreted as an average economic ‘temperature’, which
should be close to the average wealth in the economy, adjuiir the
effects of the Pareto tail.

The SA model is in close qualitative and quantitative age@nwith
all these empirical facts. It also explains why there are tm&jor income
regimes, and provides a candidate explanation of why thelalison of low
incomes is sometimes identified as either lognormal or egptal.

Figure 9.3 is a plot of the stationary income ccdf generayatié& model.
It reproduces the characteristic ‘knee’ shape found in @ogdiincome dis-
tributions. The ‘knee’ is formed by the transition from tleever regime,
consisting mainly of the wealth of the working class and owrad small
firms, to the higher regime, consisting mainly of the wealtlhe capital-
ist class. The knee occurs at arour@M > m) = 0.1, which means the
power-law regime holds for at most 10% of incomes.

Figure 9.4 splits the income distribution according to sla$he cap-
italist distribution has a long tail, qualitatively difient from the worker
distribution, which is clustered around the average wage.

Figure 9.5 is a plot of the lower regime of the income disttidmin log-
linear scale fitted to a lognormal distribution with Gibratlex3 = 1.42.

Figure 9.6 is a plot of the property-income regime in log-$ogle. The
straight line fit indicates that higher incomes asymptdijcapproach a
power-law distribution of the fornP(x) 0 x~(®+1) | with a = 1.3. The two
income regimes are consequences of the two major sourcesahe in
capitalist societies, that is wages and profits, and theathiacome distri-
bution is a mixture of two qualitatively different distribans. The lower
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Figure 9.3: The complete income distribution plotted asdf at log-log

scale. The data is binned at a constant size of 1. Note thadieastic
‘knee’ shape, a feature found in empirical distributionseTransition from
the lognormal to the Pareto regime occurs betweeg = 0.1 andP(x) =

0.01, which means that under 10% of incomes follow the Pareto la
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Figure 9.4: The class components of the income distribytiotted as ccdfs
in log-log scale. Note the long tail of the capitalist incowfistribution.
Worker income is clustered around the average wage.
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Digression 9.2Power law distributions

Many man-made and naturally occurring phenomena, inctudity sizes,
incomes, word frequencies, and earthquake magnitudedjsiributed ac-
cording to a power-law distribution. A power-law impliesattsmall occur-
rences are extremely common, whereas large instancestaeenelky rare.
The Boltzmann-Gibbs distribution also has this charastierithat large en-
ergy values are very rare. So how do the two distributiorfef
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Power Law Distributiork~? Negative Exponential Distribution 2

Look at the two graphs above. Negative Exponential distioimg, e.g. the
Boltzmann-Gibbs, fall off more sharply compared to a poveer tistribu-
tion.

A power law distribution has a longer 'tail’ to the right. Iepsonal wealth
is governed by a power law it means that there will be more vietypeo-
ple than there would be if wealth was governed by a negatiperantial
distribution.

A power law has the general form of probability density fumetP[X =

x] = Cx @, which is a formula that gives the probability that a persan*
come is exactly £20,000 (e.@[X = 2000Q). The Pareto distribution is the
cumulative distribution function corresponding to a poveav. It is gener-
ally written asP[X > x| = x K, for example the probability that a person’s
income is greater than £20,000. It is related to the powediawibution by
the formulaa = k+ 1.

regime is fitted better by a lognormal distribution rathearttan exponen-
tial. The lognormal distribution, in this model, is not ttesult of stochastic
multiplicative process, which is the explanation oftengmeed, but results
from a mixture of normally distributed wage incomes and tredipincome
of small firm owners. It is an open question whether the lograbrdistri-
bution found in empirical data can be similarly explainedivy combined
effect of income from employment and the income of small exygis.
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Figure 9.5: The lower regime of the income distribution fgdtin log-linear
scale. The solid line is a fit to a lognormal distribution. Tdpproximately

lognormal distribution results from a mixture of wage ine@m@nd small
employer income.
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Figure 9.6: The power law regime of the income distributidotted as a

ccdf in log-log scale. The straight line is a fit to the powear@o) law,
P(x) O x (@+1) wherea = 1.3.
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Figure 9.7: The complete money distribution plotted as & atdog-log
scale. The transition from the Boltzmann-Gibbs to Paregame occurs in
the middle of the ccdf. The data is binned at a constant side of

At first glance it appears that the model contradicts emgdiewidence
that the lower income regime is exponentially distribut@dt if the station-
ary distribution of money holdings (i.e., instantaneough¥g is measured,
rather than income, a different picture emerges, which nedfy &xplain the
lack of consensus in empirical studies. Wealth in our model lse mea-
sured by the total money held by each actor at the end of thre yea

Figures 9.7 to 9.10 are plots of the stationary money ccdégead by
the model. Figure 9.7 reproduces the characteristic ‘kabape found in
empirical income distributions. But in this case the lonagime is charac-
terised by an exponential (or Boltzmann-Gibbs) distritmtiThe transition
between regimes occurs approximately in the middle of tdéamrrespond-
ing to a situation in which the total wealth in the economy istributed
approximately evenly between the classes. Figure 9.9 phetsvorkers’
money distribution in log-linear scale. The straight lineréveals an ex-
ponential distribution of the forr®(x) = Aexp", where\ = 0.017, which
is reasonably close to the average wealth in the econbmy,% =0.01
(Dragulescu and Yakovenko 2000). Figure 9.10 plots thetakgis’ money
distribution in log-log scale. The straight line fit revealpower-law distri-
bution with similar exponent to that of income.

The higher income and wealth regimes are qualitativelytidah but the
lower income and wealth regimes are qualitatively distiddeasuring the
lower end of income yields a lognormal distribution, wher@aeasuring
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Figure 9.8: The class components of the money distributiottgul as ccdfs
in log-log scale. Note the long tail of the capitalist monestiabution.
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Figure 9.9: A section of the workers’ money ccdf plotted melar-log scale.
The straight line is a fit to the exponential (Boltzmann-Giplaw, P(x) =
A whereh = 0.017.

the lower end of wealth yields an exponential. Income depeaiely on
monies received during an accounting period, whereas lwedalpends on
both income and spending patterns. The differences bettheesempirical
studies could be due to differences in whether the measurpkged are
predominately income measures or wealth measures.

The lognormal and power-law fits are only approximationshi true
distributions, and we do not embark on a full analysis of titme distri-
bution here. However, a few brief points can be made. A popexala-
nation of the power-law tail of the income distribution istlit arises from
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Figure 9.10: A section of the capitalists’ money ccdf pldttelog-log scale.
The straight line is a fit to the power (Pareto) la(x) 0 x (@1, where
a=14.

an underlying stochastic multiplicative process, oftesutjht to model the
geometric growth of capital invested in financial markets¢Nand Souma
2003b,a, Reed 2000, 2001, Levy and Solomon n.d., 1997, Bagchnd
Mezard n.d.). The importance of financial markets in detemng capital

flows and hence capitalist income is undeniable. But the haelesloped
here shows that an income power-law can arise from industjatal in-

vested in firms, absent financial markets that support da#dlocation

between industries or between capitalists. Capitaliginme, in this model,
is not derived from investment in portfolios that provideeturn, but is
composed of the sum of values added via the employment ofuptive

workers.

It is remarkable that the model’s simple rules generateilddtancome
distributions in close agreement with reality. It seemy\gely, therefore,
that the fundamental reason for the observed income disiitoin capital-
ism is due to the way firm revenue is distributed: as wages tievs, and
profits to capitalist owners. There are two major ways ofiggtmoney in
capitalism: by working, or by employing. Hence there are,toumlitatively
distinct income regimes, the negative exponential for tlagonity, and the
Pareto for the few.
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Figure 9.11: Firm size distribution: histogram of firm sibysemployees in
log-log scale with a constant bin size of 1. The straight ishan ordinary
least squares regression of the data and represents a jsoweistribution
P(x) O x~ @+ with exponentr = 1.038 for data collected over 15 simu-
lated years. Axtell (2001) reports= 1.059 from data of approximately 5.5
million U.S. firms in 1997. The special case= 1 is known as the Zipf
distribution.

9.3.4 Firm size distribution

Axtell (2001) analysed US Census Bureau data for US firmdrigade-
tween 1988 and 1997 and found that the firm size distributotiowwed a
special case of a power-law known as Zipf’s law, and thisti@tship per-
sisted from year to year despite the continual birth and dermi firms and
other major economic changes. During this period the nurabegported
firms increased from 4.9 million to 5.5 million. Gaffeo et @003) found
that the size distribution of firms in the G7 group over thaquei987-2000
also followed a power-law, but only in limited cases was the/gr-law ac-
tually Zipf. Fujiwara et al. (n.d.) found that the Zipf law &tacterised the
size distribution of about 260,000 large firms from 45 Euspeountries
during the years 1992—-2001. A Zipf law implies that a mayoat small
firms coexist with a decreasing number of disproportioydtehe firms.

Firm sizes in the SA model are measured according to the nuatbe
employees they have. The model also replicates the emlpiiinasize
distribution. Figure 9.11 is a histogram of firm sizes. Thaight line is a
fit to the power-law:

P(x) Ox @+ (9.3)
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For data collected over a relatively short time period, sa€l5 simulated
years,a approaches.0. The special case = 1.0 is Zipf, and hence the
firm size distribution generated by the model is consistetft the empirical
data. Data collected over shorter periods follows a poaervith exponent
that deviates from 1.

The largest US firm in 1997 had approximately? Binployees from a
total reported workforce of about 1@ndividuals (Axtell 2001). Therefore,
the largest firm size should not exceed abéglh of the total workforce.
Figure 2 shows that, with low but non-zero probability, agéenfirm can
employ over half the workforce, representing a monopabsadf a sig-
nificant proportion of the economy by a single firm, a cleanhyaalistic
occurrence. A possible reason for the over-monopolisatidhe economy
is the assumption that firms have a single capitalist ownkighvconflates
capital concentration with firm ownership. In reality, larfirms normally
have multiple owners and individual capitalists own muifrms. Further,
there are many technical reasons why particular firms donost heyond a
certain size that are ignored in this model. A final point &ttine probabil-
ity of monopoly within the period of observation decreaséh whe number
of actors; hence, if the simulation were run with= 10" actors (which is
not possible due to insufficient computational resourdesi it is unlikely
that a single firm would employ half the workforce. Gaffeo ket(a003)
note that firms are distributed more equally during recesstban during
expansions, which accounts for the yearly deviations fropi. ANe have
not tested this relationship in the SA model.

9.3.5 Firm growth

Stanley et al. (1996) and Amaral, Buldyrev, Havlin, Lesamh®laass and
Salinger (1997) analyzed the log growth rates of publichgdéd US manu-
facturing firms in the period 1974 — 93 and found that growtkesawhen
aggregated across all sectors, appear to robustly followpdalce (double
exponential) form. This holds true whether growth ratesraeasured by
sales or number of employees. More precisely, if the annoaitly rate is
r= In(%), wheres is the size of a firm in yeatr, then for all years the
probability density of is consistent with an exponential decay:

r—a

fry0e ! ®" (9-4)
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Figure 9.12: Firm size growth rate distribution: histograithe log growth
rates of firms per simulated year in linear-log scale with astant bin
size of 1. The LHS graph shows growth rates of firm sales. Th& RH
graph shows growth rates of employees. The solid lines ar® f@gres-
sions of the data and represent a Laplace (double-expafediistribution
P(x) O e |~0/Bl. Many researchers report that log growth rates of sales
and employees of US and Italian firms follow a Laplace distidgn (Lee
etal. 1998, Bottazzi and Secchi 2003, Stanley et al. 199GramBuldyrev,
Havlin, Leschhorn, Maass and Salinger 1997, Amaral, BadyHavlin,
Maass, Salinger, Stanley and Stanley 1997, Amaral et all,2B8britiis
etal. n.d.).

with some deviation from the Laplace distribution at higldl dow growth

rates resulting in slightly ‘fatter wings’ (Lee et al. 1998naral, Buldyrev,

Havlin, Maass, Salinger, Stanley and Stanley 1997, Amaral.€2001).

Bottazzi and Secchi (2003) replicate these findings andrreptaplace
growth distribution for Italian manufacturing firms duritfge period 1989—
96.

We can measure firm growth in the SA model in terms of the change
the number of employees or in sales from year to year. The hgederates
log annual growth rates for firms that are consistent withgld@e distribu-
tion, whether growth is measured in terms of sales or numicemployees.
Figure 9.3.5 plots log growth rates in log-linear scale asmkals the char-
acteristic ‘tent’ shape signature of a symmetric exporémkecay. In the
SA model there is no net growth in population or in monetaogks, this
means that the mean rate of growth of a firm will be zero. Themome
deviation from a Laplace distribution for firms with shrinkji sales, which
may be due to noise or represent some non-accidental pyopert
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The replication of the empirical Laplace growth distriloutisuggests
that the social relations of production may play an impdrtafe in con-
straining the dynamics of firm growth. Lee et al. (1998), Rabret al.
(n.d.), Amaral et al. (2001), Amaral, Buldyrev, Havlin, Msa Salinger,
Stanley and Stanley (1997), Stanley et al. (1996) note Heastandard de-
viation (std) of growth rates decreases as a power law wié, ghat is,
Ino(r) ~ —BInr, wherep ~ 0.15. The SA model does not replicate this
finding given the specified wage interval. In factoiim) appears to increase
as a power law with size, although the data is quite noisy. &y the
exponent of the power law is sensitive to the wage paraneatdrit is pos-
sible to replicate the empirical relationship at lower ager wages. Expla-
nations of the relationship between growth variation azé sissume that
firms have internal structures such that increased sizerilsssarket risk
(Amaral et al. 2001, Amaral, Buldyrev, Havlin, Maass, Sgéin Stanley
and Stanley 1997), which contrasts with the simple firm stmacemployed
in this model. Axtell (1999), for example, presents an atimsed model
of the life-cycle of firms that replicates the Zipf size diistition, Laplace
growth rates and power-law scaling of the std of growth. IreMis model
firms have a richer internal structure compared to firms i thodel.

9.3.6 Firm deaths

Cook and Ormerod (2003) report that the distribution of U@ fiteaths per
year during the period 1989 to 1997 is closely approximayed lognormal
distribution, and note that the number of deaths variele litom year to
year with no clear connection to recession or growth.

We can measure the number of firm deaths per month in the dionla
A firm dies if it fires all its employees. Demises per month aeasured
rather than per year in order to avoid bucketing the dataurEi§.3.6 is a
histogram of firm deaths per month with a fitted lognormalrdstion. It
shows that the model generates a distribution of firm de&titgs approxi-
mated by a lognormal distribution and is therefore conststgth empirical
findings.

According to Cook and Ormerod the average number of firms én th
US during the period 1989 to 1997 was 5.73 million, of whichawmerage
611,000 died each year. So roughly 10% of firms die each yedel sim-
ulation on average 18 firms die each month and therefore oagee€16
firms die each year, a figure in excess of the 123 firms that emiaverage.
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Figure 9.13: Firm deaths distribution: Histogram of firm thsaper simu-
lated month in log-linear scale with a constant bin size of ke solid line
is a fit to the lognormal distribution. Cook and Ormerod (20@&port that
the distribution of US firm deaths per year during the perieg89to 1997
is closely approximated by a lognormal distribution.

So although the distribution of firm deaths is consistentwinpirical data,
the rate at which firms are born and die is much higher thanalitye This

is not too surprising when it is considered that the modet@gtabstracts
from the material nature of the goods and services procdsséuke econ-
omy and any persistent demand for them. In this model firmspetenby
playing a game of chance that models the unpredictability admpetitive
economy. But the complete absence of the material side oé¢baomy
results in an unrealistic level of volatility in market indéetions. The SA
model must therefore be extended to include causal relabetween the
social architecture and the forces of production. Cledrére is a limit to
what may be deduced from consideration of the social relatad produc-
tion alone.

9.3.7 GDP growth

Gross Domestic Product (GDP) measures the value of groskigiion
at current prices, including consumption and gross investmLee et al.
(1998) and Canning et al. (1998) analyse the GDP of 152 cegnduring
the period 1950-52 and find that the distribution of GDP logngh rates
is consistent with a Laplace distribution, and thereforecbade that firm
growth and GDP growth are subject to the same laws (Lee €988)1
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Figure 9.14: Rescaled GDP growth rate distribution: histogof the log
growth rate of GDP in linear-log scale with a constant biresiz 1. The
solid lines are OLS regressions of the data and represemniladea(double-
exponential) distributiorP(x) 0 e |*-®)/Bl_ | ee et al. (1998) report that
log GDP growth rates of 152 countries during the period 192sllow a
Laplace distribution.

The GDP in the SA model is measured using total firm incomew@ro
rates are measured year on simulated year. Empirical mezasuats of GDP
must be detrended to remove the effects of inflation but thismnecessary
when measuring GDP in the model due to the assumption of adixeaint
of money.

Figure 9.3.7 plots log GDP growth rate for the simulated eooy in
log-linear scale. The data is noisy but consistent with dd@pdistribution
when sampled over a period of 100 years so for clarity figuserontains
data from an extended run of 500 years. The characteristicteape indi-
cates that the SA model is consistent with the Laplace Higion of GDP
growth.

Gatti et al. (2003) present an actor-based model of theitde of firms
that replicates the Zipf size distribution and Laplace dglovates of firms
and aggregate output (GDP). They show that the power-lawrofdize im-
plies that growth is Laplace distributed and also that smadto-shocks can
aggregate into macro-shocks to generate recessions. Firthsir model
are not disaggregated into employees and employers ancthsdudcks are
exogenous, whereas in this model firms are composed of thdéils and
are subject to endogenous shocks that are the consequetheecgimpeti-
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Figure 9.15: Recession duration distribution: Histogranthe frequency

of the duration of recessions in log-linear scale with a tamisbin size of

1. The solid line is a fit to an exponential distributioi(d) 0 Aexp 9,

with exponeni = 1.22, representing an average recession duration of 1.22
simulated years.

tion for a finite amount of available market value, itself aguict of income
flows.

9.3.8 Duration of recessions

Wright (2003a), reinterpreting empirical data presentgddsmerod and
Mounfield (2001), concludes that the frequency of the daratif economic
recessions, where a recession is defined as a period of sty iGOP, fol-
lows an exponential law for 17 Western economies over the@pd871—
1994. Recessions tend not to last longer than 6 years, thegitgagf reces-
sions last 1 year, and for the US the longest recession hasdnde4 years
(Ormerod 2002).

The SA model, in which recession begins when the GDP fallsesuuls
when it ceases to fall, is in close agreement with these eérapiindings.
Figure 9.3.8 is a histogram of the frequency of the duratibreocessions
collected over a period of 500 simulated years. The funatiform of the
frequency of duration of recessions is exponentiét]) 0 A exp 9, with
A = 1.22, which compares to a value af= 0.94 for the empirical data
(Wright 2003a). The value of is the average duration of a recession. Also,
the duration of recessions in the model ranges from 1 to 4latexiyears.
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Figure 9.16: Capital-weighted rate-of-profit distributtio Histogram of
amount of capital invested that generated a given percerpagfit rate
within a simulated year. The data is collected over the dumadf the sim-
ulation and binned at a constant size of 1. The average pabéitis 80.5%
and the median profit rate is 64% (on average 1 coin investedie1.8
coins). Wells (2001) measured the profit rate distributibower 100,000
UK firms trading in 1981 and found that the distribution waghtiskewed.

Ausloos et al. (2004) subsequently analysed a more commseteeset
of GDP data and concluded that overall the distribution eéssions fol-
lows a power-law, not an exponential law, although the masteot en-
tirely settled. Ormerod and Mounfield argue that economitcagament
often prevents recessions lasting more than one year, libheyf do last
longer, then subjective expectations of growth becomeeadsad and reces-
sions may then occur on all scales of duration, resulting poaer-law.
They propose that the distribution is not determined by amomset of
causal factors for all durations, but instead there is aakdewn of scaling’
for recessions of short duration. The SA model does not decthe sub-
jective expectations of economic actors, and therefoseahiopen question
whether the introduction of expectations to the model conéde closely
replicate the empirical data.

9.3.9 Rate-of-profit distribution

Farjoun and Machover (1983) propose that the proportionaistrial cap-
ital (out of the total capital invested in the economy) thatl§ itself in any
given rate-of-profit bracket will be approximated by a ganuisribution
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by analogy with the distribution of kinetic energy in a gasqtilibrium.
The gamma distribution is a right-skewed distribution. M/&P001) ex-
amined the distribution of profit rates defined in a varietyvalys of over
100,000 UK firms trading in 1981 and found right-skewnesstpievalent,
but did not investigate their functional form.

In reality capitalist owners of firms invest in both varialgpeages) and
constant capital (investment in commaodity inputs to thedpation process
and relatively long-lasting means of production) (Okistf@90) and the
rate-of-profit is calculated on the total capital invest&tie SA model ab-
stracts from the forces of production and hence capitalisiess invest only
in variable capital (i.e. expenditures on wages). Capisialso spend in-
come in the marketplace and this expenditure could be irgsrg as either
consumption or investment in constant capital, but to thcally ground
the latter interpretation the model would need to be exténaleclude a de-
termination of the distribution of ratios of constant toiahte capital across
firms. Rather than introduce the material side of the econerhich prop-
erly belongs to future substantive extensions of the malelate-of-profit
in the simulation is calculated on variable capital alonenét rate-of-profit
measures will exceed those found empirically.

The rate-of-profit distribution in the model is measuredoading to:

Profit rate measuréifter each year calculate the profit rate
for each firm trading at the close of the year. The profit rpte,
of firm i is defined as

b= 100(\%i - 1) (9.5)

wherer; is the total revenue received during the year and
the total wages paid during the year.

Figure 9.17 graphs the amount of capital that returned angorefit
within a year. Consistent with empirical research the tfigtron is highly
right-skewed. Wells (2001) reports that if the rate-offfins weighted ac-
cording to number of firms, rather than capital invested dis&ribution is
also right-skewed and very similar in overall characteaha@igh less noisy.
Figure 11 graphs the firm-weighted distribution from the detion. It is

also right-skewed, like the capital-weighted distribatidut considerably
less noisy.
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Figure 9.17: Firm-weighted rate-of-profit distributionistbgram of num-
ber of firms that generated a given percentage profit ratematisimulated
year. The data is collected over the duration of the simutadéind binned
at a constant size of 1. Wells (2001) measured the firm-wegyptofit rate

distribution of over 100,000 UK firms trading in 1981 and fduhat, simi-

lar to the capital-weighted rate-of-profit, the distrilautiwas right-skewed,
although less noisy.

9.4 ANOTE ON METHODOLOGY

The empirical coverage of the SA model is broad although thdehcan

be formally stated in a small number of simple economic rthes control

the dynamics. The model compresses and connects a largesnofrdm-

pirical facts within a single causal framework. Our aim irstbhapter was
to show how the social relations of production peculiar foitzdism, that is

how humans relate to each other as workers and capitalistslér to pro-

duce the things they need, has a pervasive and determirete @i many
of the macro-level properties of capitalism. We can extdmnsl tnodelling

approach in many ways, and there are many aspects of theasiomuthat

we could further measure and analyse, and so this chaptesesys only a
starting point.

The enormous benefit of exploring computational models ehpimena
is that the complex dynamic consequences of a set of causalaan be au-
tomatically and correctly deduced by running a computegram that per-
forms a computational deduction. In this case the dedudifmom micro-
economic social relations to emergent, macro-economiag@hena. But
the reasons why a set of causal rules necessarily geneeatbdslerved dy-
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namic consequences may initially be opaque precisely lsecacomputer
simulation is required to perform the deduction. This is wbynputational
modelling is not an alternative to deductive mathematicadlelling but is
connected to it. To give just one example, within the paramgpace ex-
plored, the SA model generates fluctuations in nationalmreeabout long-
term stable means. But it requires a mathematical dedutdgionderstand
why this necessarily occurs. The computational model destnates that in
principle such a deduction may be produced and its basicezlemand as-
sumptions will correspond to those of the computational @.o@f course,
a deductive proof may be more or less difficult to construetne known
to be possible. So one use of computational modelling is tceneasily
identify candidate theories, which may then be furtherysed to generate
explanations in the form of mathematical deductions or rahtanguage
explanations, the aim being to understand why the dynammesexpences
are logically necessary. An example of the potential of #pgroach is the
deduction of a candidate functional form for the distribatiof industrial
profit, which for the interested reader is discussed in agipe. Contrast
this situation to a purely deductive approach, in which tivestigator may
only explore candidate theories that are directly amen@bfeathematical
deduction. This methodology is unnecessarily restricipagticularly if the
system presents difficult analytic challenges.

The fact that the empirical distributions considered emérgm the so-
cial relations of production alone suggests that some ofsthking phe-
nomena of a capitalist economy depend not so much on spebificsn
very general and highly abstract structural features dfdysstem. In conse-
guence, existing theories may be looking in the wrong placee€onomic
explanations, or at least introducing redundant consi@® Given this
possibility, it is worth making a few comments to contrast #ipproach
taken in this paper to standard approaches.

The basic elements of this model differ from standard ecoaomodels.
Standard competitive equilibrium models, or neoclassmeadiels, normally
take as their starting point an ontology of rational actbed thaximise self-
interest in a market for scarce resources (Debreu 1959knidtin is fo-
cussed on determining the equilibrium exchange ratios wincodity types,
which are solutions to a set of simultaneous, static coimssra Histori-
cal time is absent, so equilibrium states are logicallyeathan causally
derived, and typically money is not modelled. Neo-Ricandmodels, in
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contrast, take as their starting point an ontology of tecproduction re-
lations between commodity types that define the availabtenahtransfor-
mations that economic actors may perform. The producti@onfmodities
by means of commodities (Sraffa 1960) results in a surplodymst that is
distributed to capitalists and workers (Pasinetti 197 8sfite many essen-
tial differences, there are some important similaritiesveen neo-classical
and neo-Ricardian models. For example, prices in neo-&emarmodels
are also exchange ratios determined by solutions to ssaticiltaneous con-
straints. Similarly, historical time is absent, so theneagausal explanation
of how or why a particular configuration of the economy arddeney only
plays a nominal not a causal role. There are clear diffesebeéwveen, on
the one hand, neo-classical and neo-Ricardian ontolagiels,on the other,
the basic ontology of the model developed here. Most obvistisat com-
modity types and rational actors are absent. Instead, tlieeheonphasises
precisely those elements of economic reality that necsdakand neo-
Ricardian theories tend to ignore, specifically actord¢tearelations me-
diated by money, which unfold in historical time, and resullynamic, not
static, equilibria. At a high level of abstraction, and & tisk of over sim-
plification, neo-classical models theorise scarcity a@msts, neo-Ricardian
models theorise technical-production constraints, wadetkis model theo-
rises the dynamic consequences of social constraintshvainechistorically
contingent facts about the way in which economic producisosocially
organised.

There is a large and longstanding literature on the failimigstandard
general equilibrium theory to describe economic realityt Biere are deep
and enduring sociological reasons why standard econoraayhs resis-
tant to criticism and persists largely unchanged. None#slthe model we
have described in this chapter constitutes constructigefgghat the stan-
dard ontology is redundant for forming explanations of treecrneconomic
phenomena we have surveyed. This is not to deny that some e
haps more concrete issues, may require consideration pbpne activity
for their explanation and hence the introduction of ratl@eéors, or require
consideration of technical production constraints ancthéhe introduction
of commodity types. Rather, the claim is that, for the encpiraggregates
considered, there is no need to perform the standard reductipolitical
economy to psychology and the technical conditions of pctdn, and fur-
ther, that the dominant causal factors at work are not to bedat the level
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of individual behaviour, nor are they to be found at the lexfelechnical-
production constraints, but are found at the level of theadaelations of
production, which constitute an abstract, but nevertisaieal, social archi-
tecture that constrains the possible actions that purpasdividuals may
choose between, whether optimally or otherwise. This is tieyactors
in this model probabilistically choose between possibleneenic actions
constrained only by their class status and current monegvements, an
approach that is closer to the Classical conception ofipalieconomy of
Smith, Ricardo and Marx, in which individuals are considet®@ be repre-
sentatives of economic classes that have definite relateoaach other in
the process of production. The social architecture, ini@dér the wage-
capital social relation, dominates individuals, who, altgh free to make
local economic decisions, do so in a social environmenheeif their own
choosing or control.

As we discussed in Chapter 6 the method of abstracting frammé-
chanics of individual rationality, and instead emphagjsire particle nature
of individuals, is valid because the number of degrees &doen of eco-
nomic reality is very large. This allows individual ratiditato be modelled
as a highly simplified stochastic selection from possik#itdetermined by
an overriding social architecture. The quasi-psycholagimtives that sup-
posedly drive individual actors in the rational actor agmiocan be ignored
because in a large ensemble of such individuals they hardtiem

9.5 ESSENTIAL AND INESSENTIAL PROPERTIES OF CAPITALISM

Our aim was to begin to understand the economic consequehttessocial
relations of production considered in isolation and depedomodel that
included money and historical time as essential elemenite theoretical
motivation for the approach is grounded in Marx’s distiontbetween the
invariant social relations of production and the varyingés of production.
Capitalism does change over time, but the existence of tbielswle of
worker and capitalist are an unchanging and defining featite

The model of the social relations of production replicat@sis impor-
tant empirical features of modern capitalism, such as @)téndency to-
ward capital concentration resulting in a highly unequabime distribution
characterised by a lognormal distribution with a Pareth (@i the Zipf or
power-law distribution of firm sizes, (iii) the Laplace dibution of firm
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size and GDP growth, (iv) the exponential distribution afegsion dura-
tions, (v) the lognormal distribution of firm deaths, and thie gamma-like
rate-of-profit distribution. Also, the model naturally geates groups of
capitalists, workers and unemployed in realistic propoi and business
cycle phenomena, including fluctuating wage and profit shareational
income. The good qualitative and in many cases quantitétieetween
model and empirical phenomena suggests that the theorgriess here
captures some essential features of capitalist econongesonstrates the
causal importance of the social relations of productiod, @ovides a basis
for more concrete and elaborated models.

A final and important implication is that the computationaddction
outlined in this paper implies that some of the features ohemic reality
that cause political conflict, such as extreme income inkigjend reces-
sions, are necessary consequences of the social relafipnsduction and
hence enduring and essential properties of capitalisimer#tan accidental,
exogenous or transitory.
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CHAPTER10

MONEY AND THE FORM OF VALUE
Cockshott

We have argued in previous chapters that the price of contraedends
to be fairly closely proportional to their labour values. Section 8.2 we
showed that the six or seven leading bits of information irrieepderive
from labour value. The question therefore naturally areset why prices
are expressed in £ or Euro not in hours of labour.

10.1 THE FORMAL PROPERTIES OF EXCHANGE

One of Marx’s criticisms of his predecessor Ricardo was tiratatter had
identified labour as the source of value, but he had not gimesxplanation
of why social labour should be made manifest in money pribesontrast
to his predecessor, Marx focussed from the start, on theseptation of
labour in exchange value.

The first chapter of his Capital is concerned with this preagdsepre-
sentation. It is a somewhat difficult chapter to read, bt gansidered by
some economistdo be essential to understanding Marx’s whole conceptu-
alisation of capitalism. It is a relatively formal text buttrin the sense that
we would now describe a scientific or mathematical text asgb@rmal.
Instead of mathematics or modern formal logic, it uses Hagdbgic to
analyse the form assumed by value.

Since the mid 19th century the study of formal systems haarambd
tremendously in its scope and the tools available for cansitrg formalisms
have multiplied. In this chapter we want to construct anysisalof the value

'For example see Rubin (1973).

223



224 Chapter 10. Money and the form of value Cockshott

form using modern conceptual tools. The possibility of dgdinis is predi-
cated on the fact that value and money are in the strict sensef systems.
They are systems of symbols whose time evolution is govebyedrmal

rules analogous to the term-rewrite rules used in certaandires of com-
puting or logic. These are programatic rules that tell yow o validly

transform one algebraic formula into another. The ensembtechnical
and accountancy practices of modern society can be thotigstroles op-
erating on a vast ‘formula’ : its commercial/monetary retsor

We attempt to identify what these rules and explain theiessity.

This approach is, at abstract level, similar to that purdmedlarx in
that he tried to elaborate what he saw as the logically nacgsonse-
guences of the basic social forms of capitalist society : dbemodity,
money, and capital. He remarks “A commodity appears, atdigéit, a very
trivial thing, and easily understood. Its analysis shovat this, in reality,
a very queer thing, abounding in metaphysical subtletiesthaological
nicetie$.” He also refers the commodity having a ‘mystical’ characte
believe that these mystical attributes associated withaypamd commodi-
ties stems from their position within information struasr The idea of an
information structure dates from the second half of the 26etitury. We are
now used to thinking in terms of information structurespfaf languages,
generative grammers etc. What was once mystical, beconmaslised and
automated in the software procedures of that giant autamatbe inter-
bank computer network. It is perhaps no accident that M&ajsital opens
with an analysis of commodity exchange and and the cir@nati capital
that uses a formal apparattus very similar to that of geivergtammars.

He introduces the notion of the circuit of capitalds— C — M’ where
M stands for a quantitity of mone!’ stands for an augmented sum of
money, andC for commodities purchased with the initial money. If we
rewrite this as

M—-C

C—wM

then we have in Chomsky (1956)’s terminology, a derivatiphaase struc-
tured grammar that will produce the phrases:

M,

C,

2Marx (1954) Chap. 1. sec. 4




The formal properties of exchange 225

M
o
",
c’,
M

modelling the process of growth of a capital. Marx can alrbesteen as
anticipating the sort of formal analytical tool that hasd®e commonplace
in the sciences since the mid 20th century.

Our emphasis is therefore on money as an information streietod on
the supporting technologies that permit this informatiwacure to operate.

We then go on to look at money and the historical process bylwhi
labour came to be represented as money issued by the statecomblu-
sions that we come to regarding money differ somewnhat frarsdlof Marx,
being influenced by the modern chartalist theorists: see/\{2@04), Ing-
ham (2004), Knapp (1973). Readers interested in a modeseptaion
of Marx’s theory of money should consult Itoh and Lapavit6E899) or
Foley (1983). It should be pointed out that in Marx’s day gaid silver
coins still circulated in England, and this day to day rgalihdoubtedly in-
fluenced him and other contemporary economists in their nstateding of
money.

10.1.1 Legally independent owners - economic subjects

Commodity exchange presupposes the existence of econabjerss. An
economic subject is an abstract category that encompastepdople and
social organisations that engage in trade. The reason vampoetc subjects
exist is two fold:

a The units of production in a society are not self sufficient.
b There exists no overall system of social direction of labou

In a capitalist economy unit of production takes the form ofeater-
prise. An enterprise is a technical unit of production andhe same time,
an economic subject. It can own things and it can buy andlselys. Such
economic subjects are ultimately the result of technologyaform of so-
cial division of labour. Capitalist production is sociah&whole of society
is involved in the division of labour. Enterprises don’t guze for their own
needs, they produce for society. This contrasts with théuhaaeconomy”
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of the peasant household, where the units of production anduenption
coincide.

Technology forces each enterprise produce just a few typgeads,
while consuming many. Enterprises consume goods produgesthers
which necessitates a circulation of products among thergnges. But,
as these are all subjects owning property, how can circulgtke place,
without a loss of property?

The only possible way is the exchange mechanism. If prodaretex-
changed as equivalents, then there is no loss of propertyermerprise
exchanges something of no use to it for something that it ée#dds not
interested in what its products are used for, but in the edgmts that it can
get by selling them.

The category of economic subject, is reflected juridicailyhie form of
abstract legal personalities: Pashukanis (1989). Hereeisis that it is the
attributes of a person that are projected onto firms. It maydtéer to look at
it the other way round - that the properties of humans as legi@onalities
- able to own property - derive from the needs of the entegpsigsstem.
Historically most enterprises were sole proprietorshay] the rights of
the sole proprietor shaped the concepts of capitalist lawt tBese sole
proprietors were faces for units of production. It was thareduction of
these units of production by trade that necessitated teatrigpresentatives
could own and dispose of property. These requirementsnrddrour whole
contemporary outlook on what are 'natural’ or 'hnuman’ rigiht

This juridical relation, which thus expresses itself in atcact, whether
such a contract he part of a developed legal system or notielma
tion between two wills, and is but a reflex of the real econoreic
lation between the two. It is this economic relation thaied®sines
the subject matter comprised in each such juridical act. peieons
exist for one another merely as representatives and threrefs own-
ers of, commaodities. In the course of our investigation wadldind,

in general, that the characters who appear on the econoage ate
hut the personification of the economic relations that dxittveen
them.” (Marx, Capital I, L&W, 1970, p 84)

If one thinks back to previous societies, one realises tbaple have not
always been legal personalities, bearers of inherentsigiat the framers of
the US constitution certain rights might have appearedessdient, but they
were self evident only as the rights of white property own@&lack slaves
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and white indentured labourers were equally 'self evidembt the bear-
ers of such rights. Going back further, members of a hurdénager tribe
or subsistence farming family were not economic subjecthiénmodern
sense. The constitution of people as economic subjectsaciased with
the onset of commodity production and the establishmentarfey. Today,
capitalist enterprises are forced by their technology tanber-dependent.
But this is not the aboriginal condition. The aboriginal diion is virtual

self sufficiency, the self sufficient household economy ergélf sufficient
village community. The existence of commodities and moray ot orig-
inally have sprung from the demands of reproduction, evérel play that
role today.

10.1.2 Lydia

Orthodox economic theory portrays money as arising out @ébavith one
commodity being set aside as a means of exchange. Typib&lgammod-
ity is said to be coin or silver, and standardised units ofcllihen serve as
the unit of account. Coinage is explained as a public splist#ort of the
state to mass produce standardised weights of precioud. nétes fable
projects the monetary practices of Victorian Britain baokoathe early his-
tory of money.

Prior to the issue of coinage, particular commodities aeted unit of
account in the payment of taxes and for extended systemstef bRolanyi
et al. (1957) describes this process in early Mesopotameaeawvinade trans-
actions were entered into accounts in units of sheklesethesg equiv-
alently quantities of barley or silver. But it does not fellehat payments
were actually made in barley or silver. Rather the commohafraccount
allowed the mutual settling of debts in barter transactiéios international
trade weights of metal seem to have been used in the settiefEyments.

There is a very imporatant difference between coins andtgigsnof
silver denominated in some standard of weight. Coins ‘pgswle’ that
is to say that the value of a purse of coins is determined bytoog them,
multiplying by their denominations and summing the totakdfous metal,
on the other hand, is valued by weight. These weights have wehfied on
each transaction if one party is not to be defrauded. But ypethesis that
coins arose just as a means of providing standard weightsldfay silver
does not fit well with the numismatic evidence.
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Early coinage was far from being a standarised weight of goldil-
ver. The first coins were issued by Lydia in the 7th century Bese are
a standard weight thstater, roughly 220 grams, but, rather than being of
pure gold, were made of electrum an alloy of gold, silver amgper: Bolin
(1958). The addition of copper meant that they still lookettign, instead
of the whitish look that a simple gold/silver alloy would lealiad. If they
were supposed to be standard ingots of pure gold, then therbysdate
was defrauding its public. Also if their purpose was to fisaie commod-
ity exchange in the markets of the Kingdom, why were they sovhand
valuable?

Why were they worth a month’s subsistefiee

An alternative explanation is that they were used for thenpayt of
taxes due to the Crown. With this we have a theory of the asigimoney
that ties it in to the development of class society and thie stehis theory
is currently advanced particularly by writers such as Wiz304), Ingham
(2004), Forstater (2003) , building on an tradition estdi®@d by Knapp
(1973), Innes (1913). According to this StateGirartalisttheory, the state
calls money into being by requiring that taxes be paid in ngon&t an
earlier stage of development - for example early Egypt, thte devied taxes
in the form of a duty to labour or a duty to provide agricultypeoduce. By
specifying that taxes must be paid in coin, and at the same diffiering
coin as payment for labour performed for the Crown, the staterced the
currency of its coinage. The early Lydian stater were faiostly for day to
day transactions but a month’s subsistence would be a rabkominimal
unit of annual tax.

If the Crown imposes on its citizens a duty to pay tax in coirthe
realm, then these citizens must either work directly fordtage - building
roads, acting as soldiers etc, or, they must produce contraedo sell to
those who do serve in the army, build roads etc. In this cammept is the
coercive power of the state that accelerates the penetraimmodity pro-
duction into the social organism. Adam Smith called money'ower to
command the labour of others’. This power, in aboriginahfpbelongs to
the state. By issuing coins stamped with a royal emblem ttte delegates
this command over labour to those who hold the coins. Passes§the
coins indicates either that one has personally discharget o@bligations
to the state as a soldier etc, or has indirectly discharget abligations by

3Carradice and Price (1988)
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providing services to the soldiery. This ties money in tophaduction and
appropriation of a surplus product. States were the firstap@tors of a
surplus. It is this state power to command a surplus prodiat,through
the commuting of taxes in kind to taxes in money, forces ainaify self-
sufficient peasantry to produce for the market and eventgales birth to
civil, or bourgeois society.

In this process the use of precious metal is incidental. Véraphasises
that in Britain up to the 19th century the predominant fornstate money
was actually the tally stick not the gold coin:

Originally, the money liability was always in terms of a upitac-
count as represented by a certain number of grains of whéeairiay.
In fact, all the early money units were weight units for grdite mina,
the shekel, the lira, the pound. Once the state has imposdéxtia-
bility, the taxed population has got to get hold of somethimg state
will accept in payment of taxes. This can be anything thestéghes:
It can be clay tablets, hazel-wood tallies, iron bars, ocipres metal
coins. This, in turn, means the state can buy whatever iseafftor
sale merely by issuing that thing it accepts in payment oésaxf
the state issues a hazel-wood tally, with a notch to inditagenorth
20 pounds, then it will be worth 20 pounds in purchases madbady
state so long as the state accepts that same hazel-woodnstiak-
ment of taxes at a value of 20 pounds. And that stick will daxtzi
as a medium of exchange at a value of 20 pounds even among those
with no tax liability so long others need it to pay taxes. Thetching
of those with tallies but no taxes with those who have taxilligds
but no tallies is accomplished by bankers—who have alwaga bee
agents of government precisely to accomplish such matching

A tally was simply "a stick of squared hazel-wood, notchea icer-
tain manner to indicate the amount of the purchase or delithy w
the name of the debtor and the date of the transaction witteo
opposite sides of the stick. (Innes (1913), p. 394) Afterchinig,
the stick was split down the middle in such a way that the restch
were cut in half. The split was stopped about an inch from #eeb
with the longer piece (called the stock, from which our teapital
stock” derives) retained by the creditor, with the "stub”t¢am still
used as in "ticket stub”) held by the debtor. The two piecabetally
would be matched later (most significantly at the time ofieetent)
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to verify the amount of the debt. Importantly, governmemisrg by
raising a "tallia divenda” on the exchequer, issuing talfier payment
for goods and services delivered to the court (after 167@den tal-
lies were supplemented by paper "orders of the exchequigngugh
tallies were still held in the English House of Commons ub&B4).

Wray (2004)

A monetary system sets up a binary relatfomssociating with each ju-
ridical subject an integer number. Each historical form ohey represents
a step in the development of the technologies of record whigiport this
binary relation.

Coins maintain the relation by possession. The number etedavith
each individual is encoded in the coins they carry. Coin, dx@w is an
imperfect technology of record as it can only record positiumbers. You
can not havé — 50 in your pocket. Coins and paper money are both a token
based method of record keeping. They abacic in that they correspond
to abacus based systems of calculatioh change of state in the system of
record is achieved by the physical movement of tokens.

Tallys, double entry account books, decks of punched cardsraput-
erised relational databases are more sophisticated mgrtetznnologies
able to associate with a legal person either a credit statedabit state.
Tallys are a specialised token system of record. The otletmtdogies
arealgorithmicin the sense described in secti®® A change of state is
achieved by the writing down or recording of symbols.

A key concern of all monetary technologies is their intggat record.
They must provide some protection against falsifications Ih this light
that the use of precious metal for coins should be seen.sStaiee always
enacted severe penalties for the fraudulent issue of caihp&halties would
be ineffective if the issue of fraudulent coin is made too/eBgyond legal
prohibitions on forgery, state coin had two distinct préiat mechanisms.

(1) The coinis made by stamping from a master, one of the lcapiging
technologies described in Section 3.3.3. Unless one hassdto the
master it is difficult to make accurate copies of the coin. ®eably

4We use the term relation in the strict logical sense of saipigss defining the extent of
logical predicate. The predicate in the case of money hafothex is credited with
y: x €Juridical Subjectsy € integers.

5See sectior??. This shows the basic historical materialist postulatenefdontroling
influence of the forces of production : machinery for caltiokain this case.
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good copies may however pass without notice. To do this ose ha
to replicate the master, which can in principle be done bintakn
impression of the coin, using this to make a mould and front tha
cast a new die. Until the invention of iron casting, this @sswas
technically infeasible, since dies made from softer cdstaletals like
bronze would not have the toughness required to stamp aqut Noite
that there are 3 copying stages between the coin used as & amolde
the new forged coins. Errors in copying accumulate expaakynso
it is very difficult to get forgeries of acceptable quality.
The remaining forgery techniques were to hand carve a nevodie
use an existing coin to make negative moulds from which coirict
be cast rather than stamped. These are relatively expemrsigesses
and would not be worth while for the production of low denoatian
coinage. For high denomination coinage they would be féasib

(2) Whilst low denomination coins were made from copper oppEy
alloys, and protected against forgery by the method abagé, de-
nomination coins required additional protection. Thislddee done
by forging them from expensive materials like gold and silvero-
vided that the nominal value of the coins was not hugely iressive
of the value of the metal they contained, this, in conjunctiath
the inherent difficulties of accurate copying, reduced tiodifs to be
made from forgery.
The use of gold or silver is not essential to money tokenss akown
by their abandonment in favour of the use of paper money gutint
using sophisticated techniques that make it difficult toycdfhe use
of bullion was a low-tech anti-forgery expedient.

As the state commutes taxes in kind to money taxes it movesthe direct
appropriation of the surplus product to its indirect appiaipon, mediated
by the money symbol. In levying a money tax, the state syrobthji asserts
its right to a portion of of society’s labour. When it spentes tax money
purchasing goods and labour, it performs a real appropnaif a surplus
product. Civil society then acts as an intermediary tramisfg labour from
those who paid the tax, to those who provide the actual ssvthe state.
The state, of course, predates societies in which commaadgiuc-
tion is general and it has a primordial power to appropriaie @f society’s
labour time. In the early empires of Mesopotamia and Egypthe later
Inca empire this appropriation was performed directly. pdasants had a
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Digression 10.1British monetary policy in Africa.
The essential interdependence of state and money is particularly clear in the history
of empires. On conquering Africa, the Europeans face the problem that

if the subsistence base was capable of supporting the population en-
tirely, colonial subjects would not be compelled to offer their labor-
power for sale. Colonial governments thus required alternative means
for compelling the population to work for wages. The historical record
is clear that one very important method for accomplishing this was to
impose a tax and require that the tax obligation be settled in colonial
currency. This method had the benefit of not only forcing people to
work for wages, but also of creating a value for the colonial currency
and monetizing the colony. In addition, this method could be used to
force the population to produce cash crops for sale. What the popula-
tion had to do to obtain the currency was entirely at the discretion of
the colonial government, since it was the sole source of the colonial
currency. (Forstater 2003)

duty to provide either time or crops to the state. Some of tbhpswould
be consumed by priests or state officials, another portiomdvbe stock-
piled against drought and redistributed to the working paoan in times of
scarcity. This form of economy was termesdlistributiveby Polanyi. Such
a system requires the development of information techryolaystems of
writing down and recording numbers. Thus the Mesopotamialisations

developed cuneiform numbers and later, developed wrififige Incas de-
veloped quipu, a numerical notation based on knotted sring

Such systems of record had to :

e keep track of physical stocks of crops held by the state oples

e keep track of the deliveries made by individuals and groupgest to
tribute deliveries;

e track the tribute obligations of such groups

These require a the development of a recording technoldggdardised
systems of measurement and a reliable arithmetic techyoldge state had
to be able to associate numbers with tax-payers and typesadgts. It had
to be able to measure the grain delivered. It had to be ablédap tribute
delivered by groups to know what total it had in stock - henaelable
technique for adding large numbers was needed. In orderterdime if
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If a man has hired a boatman he shall pay hirg grain a year.

If a man has hired an ox he shall give its ownegdr grain for the hire of
the rear ox and Jyur for the hire of a front ox.

If a man has hired a farmer he shall give hing8r grain a year. If a man
has hired an ox-herd he shall give himgéir grain a year.

Figure 10.1: Code of Hammurabi, cited in Postgate 1992.

a group had met their tribute obligations, a technique otrsighion was
required, taking away their deliveries from their obligais.

The Sumerian civilisations developed a sophisticatecesystf written
numerals, using a place notation similar to that we use todhg key dif-
ference was the number base. Our place notation, derivigmaly from
India, uses base 10, the Sumerian’s used base 60. Placemnaatoncise
and allows large numbers to be readily manipulated. It was alwritten
notation, lending itself to the recording of tables of taXwies. Without
this technology for recording and processing informatio@ $ocial com-
plexity of the early empires would not have been feasibleallrbut the
simplest social systems, social relations are embodiedfanmation tech-
nology. Without a technique for recording debts, the saeiation of credi-
tor/debtor can not persist. Without a means of measurindjdad recording
ownership, the relation of landlord to tenant cannot exist.

Different subjects of the empire would deliver differerjgs depending
on their circumstances. Some might deliver barley, somesgabme dried
fish, or a mixture of such products might be delivered. It issthecessary
to determine if a farmer delivering a basket of dates ancethue of barley
has met his tax obligations. The solution was to define theobdigation
in terms of barley and for the state to then define how much diates etc
would be required to meet this obligation in terms of barl€ge standard
volumetric unit of barley, thgur, about 300litres, then became the unit in
which deliveries of other products were measured. The ghadéy had an
equivalent in silver theshekel defined as silver to the weight of 240 grains
of barley. It appears that this then became the basis for @ypaccount-
ing based monetary system. The shekel/gur was never issuga@in, it
existed only as entries in accounting records on clay tablEtis notional
guantity of barley then acted as a generalised way of meggualues and
obligations. From regulating obligations to the state, dved to being the
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1 gur barley for 1 shekel silver
3 litres best oil for 1 shekel silver
1.2 litres vegetable oil for 1 shekel silver
1.5 litres pig fat for 1 shekel silver
40 litres of bitumen for 1 shekel silver
6 minas wool for 1 shekel silver
2 gur salt for 1 shekel silver

Figure 10.2: Opening section of Esnunna Law Code, cited stdade 1992

unit in which credit relations between private individualere expressed.
Such a system of credit based accounting was only possentéstto there
being a literate and numerate class of scribes. The placsdbasmber
system and algorithmic calculation underlay it. If you awvebecome pro-
ficient in a place based number system you need to spend chddyears
learning by rote your tables. You have to learn to memorigeatthdition,
subtraction and multiplication tables. This is a hard efoiagk using base
10. With a base 60 number system it would probably have beer difs
ficult. A naive estimate indicates that the size of the tabdelse learnt is
36 times as great as for our school children. This almosargytoveresti-
mates the task, however since the Babylonian number systbetter seen
as an alternating base 10, base 6 system. This gives risdtenzathat
can be more easily learnt than would be the case in a pure BasgstEm.
Notwithstanding, to operate an accounting based moneyatgrs required
an expensively educated class that was lacking in the petgdkms and
city states who first introduced coinage. Coins allowed nemyeaelations
to operate in societies which lacked this class of numeraibes.

10.1.3 Money space

Any monetary system must maintain a binary relation betvyesdical sub-
jects and sums of money. We can represent such a binaryorekia table
like:
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Subject| Shekels
Alande 7
Tunde 12
Eve 200
Rachel 18
Ogun 23

| TOTAL | 260 |
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There needs to be some form of persistent store that cantiektdte of
this relation through time - clay tablets served well, as dmlern computer
disks, but coins also work. Coins are self registering atfchseumulating.
The physical presence of coins in a purse records a numbempdgsession
of the purse associates it with a juridical subject. Theestdthe monetary
system is then encoded in the totality of such records - ttaditp of cur-
rent account tablets, the totality of current account degabyelations or the
totality of purses in peoples pockets.

Next you need a mechanism by which the system of records cap-be
dated when @ransactionoccurs. Transactions are how the state of a mon-
etary system evolves through time. They are atomic, inthksevents. A
basic transaction must update two peoples records, ledhgotals un-
affected. A payment of 13 from Eve to Alande yields a new stditéhe

system:

There are several ways such a transaction can be performed:

Subject| Shekels
Alande 20
Tunde 12
Eve 183
Rachel 18
Ogun 23

\ TOTAL \ 260 \

(1) Asystem based on coins or other portable tokens liketatels achieves
the transaction by hand-over. The physical conservatighetoins

ensures the atomic, conservative character of the traomact

(2) If the relation is stored on some erasable and re-wetafddium -
like the old "slate” used by shopkeepers to keep track ofitted

customers, or a modern magnetic disk, then one simply
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(a) adds 13 to the total listed for Alande, and then
(b) rubs out Alande’s total, and then

(c) writes down the new total - 20.

(d) subtracts 13 from Eve’s total, and then

(e) rubs out Eve’s total, and then

() writes down Eve’s reduced total - 183.

Although this sounds simple, when computer disks are usgckat
deal of trouble has to be gone through to ensure the atonamtgych
transactions. One has to deal with the possibility thatethneay be
a computer failure half way through the process. That migavé
Alande credited with an extra 7 units, whilst Eve had nottdegited
from her account.

One solution to this is what is to udeefore-looks The computer
writes the previous values of Alande and Eves accounts teaap
disk file - the before-look file, prior to altering either ofetim. Af-
ter they have both been updated, the before-look file is elbleif a
failure occurs midway through, then the before-look filel wilrvive
intact. When the database starts up again it uses the Hefukdo
roll back the transaction to its start. This brings the rdedyack into
a consistent state.

(3) In a system based on permanent records - paper, claydabie has

to add a new record detailing the transaction:

Payer Payee amount
Eve Alande 13

Each transaction requires the storage of a new record. Tlheds
associated with each individual now has to be obtained bingddg
all of the extant transaction records.

Modern banking databases may supplement the mechanisrefoéb
look files with what is termed a transaction log. This simpdyd all
of the transactions in a file as they arrive, much as would e do
pen and ink accounting. At a later stage, perhaps at the ettieof
banking day, these transaction logs are run through the ctargpto
perform atomic updates on the master relational database.
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A consequence of moving from an account based monetarynsytste
coinage, was decentralisation. Accounting requires therds of transac-
tions to be concentrated in a few accounting centers: pgldesk clearing
houses etc. Coins can be dispersed around the populatiargat | They
were a flexible, low-tech, decentralised monetary techyotbat allowed
monetary relations and commodity economy to spread rapAitgording
to Ingham, the Macedonian and later Roman empires were tangtorehi-
cles for this spread.

A disadvantage of coins however, is that they can only repositive
numbers. They can not record the situation of having a negatnount of
money - a situation of debt. Debt required the existence pplimentary
documents, recording the existence of debt. Some such daige from
private transactions. Other debts were due to the state eliligation to
pay taxes. A person’s total position with respect to theessahow encoded
in two distinct forms - the coins that they hold, and the takgation writ-
ten down in the tax collectors records. We can thus extengrewious type
of relations with an extra table, that of tax obligation, ardextra row to
represent the state. We imagine our example monetary systeein Nige-
ria in 1905 after its conquest by Lugard and incorporatido the British
Empire.

Step 0 Letusimagine that

Agent | Coin Tax Obligation
State 0 0
Alande| O 0
Tunde 0 0
Femi 0 0

\ TOTAL \ 0 0 \

represents the state of the system at the start of the year.

Step 1 The first step is for the state to mint coin.
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Agent | Coin Tax Obligation
State 9 0
Alande| O 0
Tunde 0 0
Femi 0 0

\ TOTAL \ 9 0 \

Steps 2 and 3 The state then employs Femi in the Royal West African
Frontier Force for some months and pays him 7 coins (stept 2)eh an-
nounces that everyone will have to pay a poll tax of 2 coingx(8). So the
state of the system can now be described by the relation:

Agent | Coin Tax Obligation
State 2 6
Alande| O -2
Tunde 0 -2
Femi 7 -2

\ TOTAL \ 9 0 \

Alande and Tunde hear that they must pay a poll tax in the new co
They are also told that if they fail to pay the district comsnser will force
them to stand in the open staring at the burning sun all day/lzen have
them publicly flogged. They are understandably keen to getdfccoins.

Step4 They offer to sell Femifood so that they can get hold of theses
Femi buys his food and we have the situation:

Agent | Coin Tax Obligation
State 2 6
Alande | 3 -2
Tunde | 2 -2
Femi 2 -2

| TOTAL | 9 0 |
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Step 5 Finally the day of reckonirfjarrives. Taxes are due. Coin is ac-
cepted by the collectors in cancellation of tax debts duehanhday. This
gives us a situation described by:

Agent | Coin Tax Obligation
State 8 0
Alande 1 0
Tunde 0 0
Femi 0 0

\ TOTAL \ 9 0 \

Femi has lost all his money and is available for hire agaimdEuhas
sold part of his crop and covered his debt. Alande has soléadrat more
of her crop, but is left with a coin. She is now in a position t,mtnue
operating as a trader. Looking at things from the standpaiirihe new
colonial monetary economy she is richer than she startednaality she
has given up food which is really useful and is left with a cepgdisc of
limited practical use. In real terms she has been impovedisBet against
this material impoverishment there is a social advancedidglthe King'’s
coin, she partakes indirectly in the power and authorityhef King. With
coin she can command the labour of her fellows. She buys katafar her
stall. By itself this purchase looks a very emblem of reogiso free and
voluntary exchange. But behind it, driving it, is coerciorddear of the tax
collector.

We can now identify the basic circuit of money

King — Lackey — Subject — Subject ... Subject —King

We can also identify the basic primitive operations thatdbs or change
the state of a monetary system. These aresitpeature of money:

(1) Holding( agent x— money)This function specifies the holding of
money by agenk. The social system will have various ways of en-
coding this holding.

5The notion of the day of reckoning, reflects the apotheosihefstate. God as the
supreme tax collector, an imaginary projection of the Gadgk of the Roman, Hellenistic
and earlier empires.

"We borrow the term signature from its usage in type theoryraslitedescribes the
collection of basic operations supported by a type: Seexfample Goguen and Meseguer
(1982).
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(2) Pay(agent x, agent y, money mpayment by to y of an amount of
moneym. This operation follows the constraint that the total hogy
of the two agents,y does not alter, and that

Holding(x) pre =Holding(x) post+ M, where the subscripts indicate the
situation prior to and after the operation. This is a coraire oper-
ation.

(3) Mint(money m)rhis operation increases the holding of money by the
state bym, thus

Holding(state pre =Holding(stat€ post— m This is a non-conservative
operation.

Should taxation be considered a distinct operation in ilgisagure? No,
because from the standpoint of the state of the money systemtjon is
just another payment. Its special enforced character isibie in the space
of money. It is only when we look at a more comprehensive spea®-
modity/money space that tax payments stand out as special.

Seigneurage

In a monetary economy the state has two was of gaining aczesaltiabour
resources.

a It can levy a tax in money and spend the money buying laboaowr-
modities.

b Itcan simply mintand spend the money. This process is tseigneurage.

Taxation and seigneurage are mutually inter-dependeriessithere is an
initial minting of money, no tax in money can be levied. On ttleer hand
if no taxes are levied, then the money will be valueless aadctate will be
unable to appropriate real resources with its coin.

In a natural economy the appropriation of resources by tte & direct
and constrained by its political ability to coerce propemnyners into hand-
ing over goods, and also to coerce subjects into perfornaibgur services.
With the invention of money, the appropriation of a surplpbts into two
- a symbolic appropriation of coins as tax goes alongsidebagpropria-
tion, by purchase, of labour time and commodities. The rppt@priation
appears as something equitable and voluntary. The coeaspect of the
process occurs entirely in the realm of symbols - renderirig Caesar that
which is Caesar’s.
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Coercion remains bounded by political ability. Taxationetseresis-
tance whether it occurs in money or kind. But because theaesgit be-
tween the real and symbolic domains, seigneurage can acivasige to
force them apart. A state can, within limits, appropriate@labour than it
can raise symbolically as tax. Taxation is a recurrent gec# provides a
stream of symbolic labour to be spent on real labour. Seigigeuis a one
off process needed to start the tax process going. In thetgearins are
minted, the Crown can purchase more than it taxes. This aa@scanstant
temptation for states whose tax raising power is weak, faitimg coin is
politically easier than raising taxes.

The issue of coin has to be a continuous process anyway.

e There is always a certain loss of coin due to accident or wadldear.
The subject’s accidental loss is the Crown'’s gain. If a caiisfin a
river, a record that services have been performed for thev@gmes
with it. If taxes are to be met, the Crown must issue a new @oid,
the subjects must perform new services to get it. This measatsat
certain level of seigneurage is built into the system. Thigrseurage
derives from thdost informationcaused by the imperfections of coin
as a technology of record.

e Some additional minting is required to keep pace with thevtiion
the value of commodity circulation. As more people are drawo
commodity production - because of population growth, theagsion
of the state, or because previously natural economic psesdscome
commodified - then more coin is required to sustain this trade

e Hoarding or saving withdraws coin from circulation. Of ceamany
hoards are eventually lost either for ever, or to be found rohae-
ologists centuries later. But leaving those aside for thenemtt, the
effect of hoarding is very similar to that of loss from therstpoint
of the state. If a hoarder puts away 100 coins a year into adhoar
then, unless these are compensated for by other hoardsigatiisg
their hoards, the Crown can issue an extra 100 coins perAagmet
hoarding by the population allows a corresponding rise enahnual
issue of coin.

The consequence of a higher issue, is more seigneurageaj@al-
priation of labour and services by the Crown. But the moneynfo
hides this, both from holders of money, and from some ecosiami
who should know better. Open an elementary economics tektbo
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and you read that money serves as a store of value. Hoardengsoe
this, but it is fundamentally an illusion. A miser with 1008rmies
under the floor, had not stored up value: he buried the §lodstalue
departed. The King issued pennies in return for real valu@rkw
Like as not, they were born as soldier’s pay. Then the worlolafier-
ing, like winter's snow, vanished leaving no material regid Aside
from the paltry scrap value of Royal cannon, no vendible caolity
survived,

What the miser stored was information, a number that asdigmnieim

a tiny fraction of the power royal. Should he spend his hoard/buld
command the labour of others. But should all hoarders tryotthes
at once, they found themselves competing with the normalasers
of labour and commodities. Prices would go up. The socialgrow
represented by each coin would fall.

In time of famine hoards were spent. They helped ensure tvé/ali
of the hoarders, but only by grabbing them a larger share ahane
ished crop. They redistribute starvation, but on a sociallesdo not
represent an accumulation of value. A social provisionragdamine
could only occur if there were a real accumulation of valudgaform
of corn in granaries.

If issue of coin goes beyond these limits, then the coin wilkk to be deval-
ued. A persistent excess of emissions over the various fofwghdrawal
can lead to a devaluation of the coin.

10.1.4 Commodity-money space

We now extend our representation to include both commadainel money.
Again we can use a table to summarise the position of our isystehe

new state space. Our new table will have a column for monégield by a
column for each type of commodity. Table 10.1 shows the Ingisliof coin

and commodities by the agents in our little society. Letsuiassthat the
first thing to happen is that Femi buys 3 kola for 3 coins froramde. This
can be decomposed into two sub-operations

Pay(Femi, Alande, 3)hich moves the money and

8See the discussion of ghosts in digression 10.2.
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Table 10.1: Table of money and commodity holdings by agents

Agent | Coin Cassava Kola

State | 2 0 0
Alande | O 6 6
Tunde | O 2 5
Femi 7 0 0

Transfer(Alande, Femi, Kola, &yhich moves the goods from Alande to
Femi. Transfers conserve the commodity being transferdter Aoth of
these operations we have:

Agent | Coin Cassava Kola
State | 2 0 0
Alande| 3 6 0
Tunde | O 2 5
Femi |4 0 6

In commodity exchanges these operations occur in matchairg.pln
taxation the payment is unilateral with no correspondiagsfer of goods.
Note that in our example above we have abstracted from tkhegaf com-
modities. We will look at this in more detail in section 10.2.

10.2 EXCHANGE IS VALUE CONSERVING

We have asserted that the operations of payment and comntaatisfer
are conservative, in the sense that the amount of money anthodities
is unchanged after them. We will now look at what it means tpotbat
commodity exchange, that is to say linked pairs of paymedtcammodity
transfer are value conserving as well as conserving contresdind money.
In science it is often worth questioning, problematisitg, bbvious.
It seems self evident that if Chantelle has a car, three €laaid a table
we can add these up to obtain her total worth.
Car £900
Table £50
Chantelle cpairs 3at£12  £36
total £986
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If Briony meanwhile owns a table, 4 chairs and a washing nrechie
can similarly add these up:

Table £50

Briony Chairs 4 at £12 £48

Wahing machine £120
total £218

So Chantelle is £768 richer than Briony. All this is perfgatbvious
to anyone in a comercial society like our own. But why do thesdametic
operations work, and what are we doing when we thus comparpéaples
wealth?

Looked at in an abstract mathematical fashion, Chantelte Baiony
have what economists term vectors of assets. For Chanteleector is
[1,1,3,0] denoting 1 car, 1 table,3 chairs, 0 washing machines. FonBiit
is[0,1,4,1]. These vectors define positions in wealth space. When we com-
pare their relative wealth we are deciding what ‘distanepagates them in
terms of wealth.

This problem of measuring ‘distance’ comes about in many alog)
for example:

(1) We might want to measure the distance that you would haveatk
between two street corners in Manhattan.

(2) We might want to know the distance ‘as the crow flies’ betwévo
hilltops given their map coordinates.

(3) Given 3 variants of a conserved gene from chimpanzeeslagand
humans we might wish to determine which two were closest.

Each of these uses distance in a different sense and for bachdre ap-
propriate mathematical techniques to work out the distaeceimportant
property of all distances is that they are positive numisershe procedures
used to measure distance must ensure we do not get negaiutsreA
mathematical method of measuring a distance is refereddaraetric.

Manhattan distances On the regular street grid of New York, the walking
distance between two street corners is just the sum of thendiss along the
two axes with which the streets are aligned. Whether youelaosimple
route, or try to zig-zag, you end up going the same distance.
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West Houston St

Prince St

Spring S

Greene St
Mercer St
Broadway

Figure 10.3: A walk in Manhattan.

If the starting and finishing points aje bj, [x,y] the walking distance is
|a— x|+ |b—Yy]|. The use of absolute values ensures that the result isy@siti
becauséx—a| = |a—X|.

As the bird flies, or Euclid’s distance Over street grids offering us no
shortcuts, birds fly freely. Where we have to walk 3 miles Bast 4 North,
pigeons fly only 5 diagonal miles.

We calculate diagonal distance as the square root of the guimeo
squared distances along the axes: 32+ 42 = \/9+16. For our points
[a,b], [x,y] the formula is\/(a—x)2+ (b—Y)2, a positive result ensured,
this time, by an initial squaring.

Hamming distance DNA can be computationally represented as strings
drawn from the alphabet A, T, C, G. Here the letters corredgdorthe 4
bases that encode the information in a DNA molecule. Prstesm be rep-
resetned as similar strings drawn from a larger alphabetsepting the
amino acids in their sequence. A simple measure of the distaatweent
two DNA or amino acid sequences is to simply count the plat@sgathe
sequence where the letters disagree. For example the fojamino acid
sequences differ in 26 places.

MKPGRLASIALAIIFLPMAVPAHAATITITMTNLVISPTEVSAKVGDTI
MKAGAKIRLSWLAALALMAAPAAAATIEVTIDKLVPSPATVEAKVGTDI
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*  kkkkkkkkkkkkk * * *k kK% * *k *

The number of places where the sequence differs gives us suneezalled
the Hamming distance. Hamming invented it when trying tdkréne seri-
ousness of errors in digital codes.

Hamming distances are a useful measure of distance betweeret
lated DNA sequences because they measure the number ohpaiztions
required to change one code into another.

Commodity value distance Suppose we have the two vectors represent-
ing Chantelle and Briony’s assets:= [1,1,3,0] , b = [0,1,4,1]. What
mathematical formula can we use to obtain the distahocetween their net
worths?

A suitable formula is:

d= pi(ci—bi)l (10.1)
|
wherep is the price vector[900,50,12,120 in the previous example.

Surprisingly, it turns out that this metric is similar to otleat which
occurs in physics when dealing with the conservation of ggneBuppose
that instead ob, c being vectors of commodities, the vectors represent the
height and kinetic energy of two flying balls. Then 10.1 wogide us the
difference between their energies.

Is this significant?

Perhaps it is. Marx said that in Capital he was trying to elata the
laws of motion of capitalism. He was implicitly comparingetistudy of
capitalism to physics. He devoted considerable space tgsang the logic
of commodity exchange. In this context the fact that net wbets the same
metric as the conservation of energy may well be relevant.

The law of energy conservation constrains the paths thatgljpalls
follow. If we threw a ball on the moon, where there is no atniesc
resistance, then at each instant the ball will have comionatf height and
velocity that causes its total energy to be unchanged (Eigj0r4).

If value were just a matter of providing an ordering or ragkaf combi-
nations of goods, then a Euclidean, or indeed any otherjenetuld pass
muster. It is some additional property of the system of comhitggoroduc-
tion that imposes this specific metric characteristic of sty governed
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Digression 10.2Money and the illusion of Pepper’s ghost

In Victorian times there was a popular stage illusion known as Pepper's ghost. On
a gloomy stage set a ghostly figure would appear floating in front of the fittings; its
ethereal yet living qualities revealed by the fact that it was at once animated and
transparent. The ghost was in fact the reflected image of an actor in the wings,
reflected off a sheet of plate glass placed at 45° to the audience.

The ghostly and illusory properties of money and credit come because our views of
them are projections of a partially hidden stage. One on which every entity has its
mirror image, to every credit a hidden debit, to every visible coin a hidden tax. It
is perhaps fitting that an age whose working lives were ruled by money and credit
like none before, should have developed an obsession with ghosts, mediums and
spirits.

Actor in
tlluminated
wing

’
Audience ‘ \ Plate glass
2 ’
see actor as )
3 ’,
ghostion A
g |
darkened
stage

Dark stage

How the Victorian stage illusion of a ghost was performed.

by a conservation law. This fits in rather nicely with the labtheory of
value, where social labour would be the embodied substaseeved dur-
ing exchange relations, which in turn provides us with samséfjcation for
casting the law of value in the form of a classical conseovelaw.

So far, however, this is merely a formal argument: the forrthefphe-
nomena isonsistentvith a conservation relation. To justify our formulation
fully we depend on the arguments presented in chapter 5.
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Altitude

kola

isovals

coin

Figure 10.4: Points of equal net worth (isovals) in the smpdo®mmodities
and money have the same form as points passed through indse ppace
of altitude and velocity squared by a falling body.

Spatial metrics are so much part of our mode of thought thatagine a
different metric is conceptually difficult. Most of us havéfidulty imagin-
ing the curved space—time described by relativity theouglilean metrics
being so ingrained in our minds. Conversely, when lookingpatmodities,
a non-Euclidean metric is so ingrained that we have diffyciitagining a
Euclidean commodity space.

But it is worth the effort of trying to imagine a Euclidean comdity
space, what we referred to earlier as commodity vector sggéringing
to light the implicit contradictions of this idea, we get &tle idea of the
underlying reasons why value takes the particular formittdes.

Is a Euclidean metric for commodity space internally caesit? In
commodity bundle space of order 2 the Euclidean isovals ttag&dorm of
circles centred on the origin. In higher-order spaces, takg the form of
spheres or hyper-spheres. (We assume in all cases that s@aedcaling
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of the axes is permitted to convert them into a common set it .YiLet us
suppose that the economic meaning of these isovals is trext gny pair of
pointsp, g on an isoval, the bundle of commodities representep Wwill be
exchangeable as an equivalent with the bundle representgd b

If the state of an economic agent is described by her posititims com-
modity bundle space, then the set of permissible moves Hrabe made
via equivalent exchanges is characterised by unitary tqsran commod-
ity vector space. The set of equivalent exchangeg f {|p|u such that
lu| = 1}, i.e. the radius-preserving rotations @f Mathematically, this is
certainly a consistent syste.

But economically, such a system would break down. It saysltban
exchange one, appropriately defined, unit of kola for oneafrdgoin, or for
any equivalent combination such a%(coin, iz kola). But then what is to

stop me carrying out the following procedure?

(1) Exchange my initial 1 unit of kolafo% coin plus% kola.

(2) Now sell my\/iz coin for kola, giving me\%kola.

(3) Add my two bundles of kola together, to give a total%f =+/2 of
kola in total.

| end up with more kola than | had at the start, so this cannat bet
of equivalent exchanges. The second step is illegal witiercontext of the
Euclidean metric, since it involves operating upon one ef¢bordinates
independently. But in the real world, commodities are ptaity separable,
allowing one component of a commaodity bundle to be exchang#tbut
reference to others. It is this physical separability of tcbenmodities that
makes the observed metric the only consistent one.

The existence of a commodity-producing society, in whicahitidivid-
ual components of the wealth held by economic agents can depém-
dently traded, selects out of the possible value metricsconsistent with
the law of value. In a society in which commodity bundles daubt be sep-
arated into distinct components, and exchange obeyed @Eanl metric,
the labour theory of value could not hold—»but that is not tlegld/we live
in.

9A very similar model is used in one of the standard formutagiof quantum theory to
describe possible state transformations (von Neumanry)195
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10.3 LOGICAL PROPERTIES OF FINANCIAL TRANSACTIONS

10.3.1 Modelling Debt

We have already said that accounts based monetary systeroapable of
recording both positive and negative amounts of money. iShisquired to
represent debt.

Suppose that starting from holdings

Agent money kolg total
0 1d 0d | 1d
1 od 4d | 4d

totals  1d 4d | 5d

agent zero buys 2d of kol&from agent one. Since agent zero only has 1d
in money to pay for it, the transaction leaves the followimidmngs:

Agent money kolg total
0 -1d 2d | 1d
1 2d 2d | 4d

totals  1d 4d | 5d

We see that

¢ the totals for both money and kola are conserved,
¢ the total assets of each person do not change.

Sales on credit are still a conservative operation Howesiig only true if
we abstract from coinage. If money were just coin then we laagentra-
diction. There was initially only one penny in circulatidt after the sale
agent one has two pennies. Where has the extra penny com® from

The state has not issued a coin, so who created it?

The new penny is balanced by a new negative penny held by 8gent
the positive and negative new pennies constitute a debeleetagent O and
agent 1. This debt can not be supported by coinage, since camonly
represent positive numbers, so this implies some ancidigsyem of record

102d means 2 pence worth. The small denomination coin ciraglat colonial Nigeria
were pennies. The suffix "d” used to denote pennies in thasBrimperial monetary
systems was a relic from the Roman imperial monetary systandig for Denarius, the
basic silver coin of Rome. The Denarius transmuted into tenk in the early middle
ages.
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keeping to encode debt. We have already looked at an anaagtoation
with the tables recording tax obligations and coin holdmgection 10.1.3.
Here we represented the relationship between the statendivitiuals as a
table with a pair of columns, one showing the coin that pebpld and the
other their tax debts. These tax debts are assumed to havedoeeded in
some government tax ledgers.

One column of our tables showed physical objects - coinsighdaise,
the other shows numbers that are recorded on paper. The naimbe
tax ledgers refer to coins, they are denominated in monegy Tlescribe
the number of coins that subjects own the Crown in tax. At awellit
seems that by being denominated in coin the ledgers refdntsigal assets
that must be handed over to the Crown. But we have seen tha oaly
get their value by virtue of the tax debts. That is becauseiticalation of
the currency was imposed by a fundamentally coercive - nos@awative
operation, an enforced obligation to pay. The creation ofape debt (
disregarding interest for now ) is a fundamentally equ#ady conservative
operation.

Non conservative operations associated with debts are:

a The formation of tax debts to the state.

b The levying of interest on existing debts which increakesridebtedness
of the original debtor.

Because of these cases it turns out to matter a lot that debditogns do not
follow the same symmetry and conservation laws as commeditiianges.
Debt formation has its own symmetries, but these are notémitly conser-
vative ones.

10.3.2 Relative movements caused by loans

Consider figure 10.5. This shows on a graph what happens witesgents
Ajit (A), and Rakesh (R) engage in mutual loans. The veréead measures
coins held and the horizontal axis measures their mutuabitediness. In
each half of the diagram Ajit starts out with 1 coin and Rakssints with
6 coins. At the beginning, as they have no mutual debts, lgehta lie on
the vertical axis.

Consider the situation where Rakesh lends one coin to Ajiys in
the upper half of the figure. Both Ajit and Rakesh move alorajrtisovals
in opposite directions as the loan occurs. Since they reoratheir isovals,
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coin

A loan from agent R to agent A
brings them closer together in Euclidean
space, but they remain equidistant in Manhattar

Space.
R
\4 R" A =[0,1],R =0, 6]
A"=[-1, 2], R"=[1, 5]

debt
coin
A loan from agent A to agent R
moves them apart in Euclidean
. space, and in Manhattan
RN Space.
“NR
| A =[0,1] R =0, 6]
A"=[1, 0], R"=[-1, 7]
Q
A" debt

Figure 10.5: Effect of loans in moving the relative positadragents
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it is clear that there is no alteration in each of their netther At the
beginning Rakesh has a net worth of 5 coins richer than Ajid, ia still 5
coins richer after the loan has been made: on the assumpaojit will

not default.

Although their net worths do not change, it looks as if thigm@ion
brings the two agents closer together. Indeed, in Euclidpace it does.
They are initially 5 coin apart, but after the loan applyimg tEuclidean
distance formula

S(A'R) = /(1 (~1))2+ (5 2)2 = VI3~ 3.6055

they are closer. If on the other hand we look at the differsencéyjit and
Rakesh’s net worth, they are still 5 apart, and more surgigitheir Man-
hattan distance stays the same:

Sm(R,A") = [1— (~1)| +]5-2/ =5

Now look at the lower part of figure 10.5 which depicts the aiiton
of Ajit lending 1 coin to Rakesh. Again the two agents movengltheir
budget lines in opposite directions, but in this case tha keems to move
them further apart. This is obviously the case in Euclidgaacs, but the
interesting thing is that they are now further apart in Matdraspace.

Sm(R,A") = | —1—1|+|7—0/=9

The rule for small loans made by moneylenders who start alatmvuch
more money than the person they are lending to is that thedoas not alter
the Manhattan separation of the agents. This means thawvthagents are
the same distance apart after the loan as before it.

If we consider the obverse relationship, where an agent avigmall
amount of cash lends some to an agent with much more cash, avehéih
the agents move apart in Manhattan space. The situationajem with a
small amount of money making a loan to an agent that is mublerimight
seem improbable at first sight, but it is just what happenswveimendividual
or a company makes a deposit with their banker. But does thiement
apart in Manhattan space have any practical significance?

Surely in the real world we deal with differences net wortbt, Manhat-
tan distances between people. Since differences in nethaogtunchanged,
why worry about Manhattan distances?
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Because the Manhattan distance points to something of lagy® sig-
nificance. Why should a poor person lend to a rich person ifitstecase?

Surely this would be a rare exception?

Soitwas in pre capitalist society, but with capitalism icbmes the rule.
Name the rich person “Banker”, and it becomes clear. Whernveseleposit
money in the bank we lend to someone much richer than us. Tdveryy
Manhattan distance between us and the bank this producesunes the
increasing social power of the banker.

Consider the theoretical entity that is termed the 'mongypsy. This
has various definitions, but is typically taken to be the s@imotes and coin
in circulation along with the total of all current accountpdsits with the
banks. At one level this seems obvious and unexceptiones sideposit in
my bank allows me to buy commodities using a cheque just asltagith
coins or paper money. At this empirical level bank deposts abviously
function as a means of purchase, and seemingly should beéetbimthe
money supply.

However a moments thought indicates that when we talk of aeyon
supply we are using a metaphor. We are making an analogy betae
supply of some commodity - say petroleum, and money. Butvioelings
are very different. Petroleum is something physical, it mass. A supply
of oil has a characteristic dimension, which we use to measufhe world
supply of oil would be expressed asnillion barrels per day. In terms of
dimensional analysis it is expressed in units of mass peitiome.

The money supply as conventionally measured is very difterg is
measured in$ or £. We have argued above that such monetasyirui
rectly measure the amount of work that a social agent hasfdortiee state.
The transfer of monetary tokens allows agents who have donle far the
state to transfer symbols representing this work to othepleewho use
them to meet their tax obligations. It is thus evident thatrtoney supply
differs from a conventional supply in a number of respects:

(1) Itdoes not measure the rate at which something is prablower time.
Its measure has no time dimension, thus itis not a supplheintnmal
sense of a flow of things.

(2) Money is not a substance, it has no mass, instead it ishadémgy
of record. As such it is information, or more properly, what eall
money is a projection, in the strict relational sense, ofrdarmation
structure. We have seen that holdings of coin by the pub&coae
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column of a relation between subjects and the state. The bithéen
column are individual tax debts. This column is hidden iteskhe
form of covert records held by the exchequer.

The illusion that it is a substance, which is implied by thetenoney
supply arose from a particular stage in its technological evohuti
When the state of the monetary information structure islyam-

coded by people’s holdings of coins, these coins, which @éadmt
one column of the monetary relation, were seen as monef; ikdehey
was misidentified as a self sufficient substance. We showdngtand
instead, that what exists is a relation, initially betwelea $tate and
its subjects, later extending to credit relations betwésrsubjects,
whose partial projection appears as coin.
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Digression 10.3 Relations

In this chapter we use the word relation in the sense in which it is used in formal logic
and the relational algebra, the branch of mathematics used in computer databases.
Much of what is modelled in computer databases are relationships between people
and the social institutions. But the relational algebra can be used to model other
types of information.

The concept of a relation comes from the idea of a predicate: a statement that can
be true or false. For instance X is a dog is a predicate which can be true or false
depending on what we put in the position X. Thus "Fido is a dog” would be true but
"Mount Everest is a dog” would be false. That was a unary predicate. Predicates
can have multiple arguments. The property of one number being less than another
. Xis less than y. We would normally express this as X < y where the symbol < for
less-than is termed a relational operator.

In relational algebra we extend this idea to say that the relation less-than is the set
of all pairs of numbers [X,y] such that X < y. We can conceptualise this as an infinite

table
1 2
2 3
1 3
17 203
9 -1

. .. etc
For less mathematical predicates we have relations as a finite table. The relation "X
is a known satellite of y” where Yy is an inner planet of our solar system, would give

us a finite table:
Moon Earth

Phobos Mars
Deimos Mars

Tables or relations can have more than two columns. We saw this with the table:
Agent | Coin | Tax

State 2 6
T = Alande 0 -2
Tunde 0 -2
Femi 7 -2
Here the logical relation encoded by the table T is: X has y coins and is due to
receive zin tax. When we project a relation we drop one or more columns from the
table. Thus

Agent | Coin
State 2
T Project [Agent,Coin]= Alande | 0
Tunde 0
Femi 7

This is what we mean when we say that money as conventionally understood is a
projection of an underlying relation.

The notion of projection in this context comes from the way that a camera-obscura
projects or throws an image of three dimensional objects onto a flat surface. The
key here is dimension reduction. A space of high dimension is represented in a
lower dimensional one. Such projections involve a loss of information and can give
rise to illusions, one only has to think of engravings by Escher such as ‘Belvedere’
or ‘Waterfall’, to realise how ambiguous a two dimensional projection can be.

The relation T above is composed of rows each of which has three values : a
person, their cash and their tax position. These triples can be thought of as defining
points in a three dimensional space. When we consider only the person and their
cash we are projecting from three to two dimensions.




CHAPTER11

CREDIT AND CAPITAL
Cockshott

In this chapter we discuss the formation of credit money drivsthat it
necessarily arises from the basic law of motion of a cagitaticiety.

11.1 BANK CREDIT

In pre-capitalist economies lending was almost exclugivedm rich to
poor, and the rich lent out their own moreyin capitalist economies rich
banks still lend to people who are much poorer, but the bankign borrow
money from their depositors. The process of depositing maith banks
is the crucial step in the creation of net credit.

There are three crucial innovations introduced by cagitainking:

(1) The acceptance of deposits.
(2) The establishment of a system of mutual debt clearing.
(3) The issue of loans denominated in the liabilities of thak

These are tied to the creation of an independent system ofdeand
ledgers recording the debit/credit position of bank custiem Bank ac-
counts either as paper ledgers or as computer databases aigoathmic
system of record that allow debt relations to be held in atively cen-
tralised fashion. In sectioR? we introduced the D matrix. This is a con-
ceptual abstraction that models the mutual debts of agertseieconomy.
It is a square matrix, so that if there ameagents, people or firms, in the

See Itoh and Lapavitsas (1999), chapter 3.
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Table 11.1: The D matrix stored as a ternary relation.

| debtor| creditor| amount|
4 1 5

6 1 2
6 3 7
5 6 9

economy, then the D matrix will contairf numbers. This is fine as a con-
ceptual abstraction, but in a real society such an abstrdity &€an only
exist if there is a technology capable of supporting it.

If there are 100 million people in an economy, the D matrix {dazon-
tain 10,000 million million numbers. This is an impractigdhrge number.
Suppose the D matrix is stored in a distributed fashion, ewryone hav-
ing their own double entry ledger system in which they wraobevd their
debts with everyone else. Then in an economy of 100 milliavppethey
would each need an account book with 100 million pages. Usiagdard
accounting ledgers each person’s account books would takabaut 10
miles of shelf space. These sort of figures seem to suggdghthavhole
idea of a credit economy is impossible. But most of the peopén econ-
omy never meet one another, never trade, and never buildregt dnutual
debts. This means that the D matribsigarse A sparse matrix is one whose
elements are mostly zero.

Sparse matrices can be recorded compactly, since the zeves imve
to be written down. For instance the D matrix

O 0 0 50 2
O 0 0 00 O
O 0 0 00 7
-5 0 0 00 O
0O 0 0 0 0-9
-2 0 -7 09 O

is sparse and can be more compactly represented by a redatgirown
in figure 11.1, that records each debt only once and listsaveand column
numbers in the D matrix of the creditors and debtors. We hapkaced a
matrix containing 36 numbers with a relation containing Linbers.
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Table 11.2: How a bank need only store credit information bimary rela-
tion

| customer| amount|

1 2
3 7
5 -9

In this example agent 6 is acting as proto-banker. They b@ddrom
agents 1 and 3 and lent the proceeds to agent 5.

But the relation we have drawn is a holistic one, it still tites the
totality of debt relations between all of the agents. Fromgtandpoint of
agent 6 it would be possible to keep a simpler private refatexording
their account balances with their customers as shown indigr2. Here
the relation is reduced to two columns since the bank knowasitlis one
party to all of debts. If we assume that a large part of delatticais in
a capitalist society take the from of loans to or from banketber deposit
takers, then these can be modelled by two column relatiotieaort above.
Indeed this is more or less how they now exist in the relatidatabases of
the banks.

Other trading organisations who have credit relations wiliirge num-
ber of customers can use similar techniques to record tledit icklations
with their trading partners. Since the greater number ad¢hieading part-
ners will be private individuals who do not have the resosittemaintain
elaborate systems of account, it follows that the stored deations will
largely be held by firms. Overall we can assume that the budl tfe debt
relations in society can be modelled by such binary (twomwmlurelations.

Given this columnar representation, then amount of stospgee re-
quired to record the information grows in proportion to thenber of non-
zero debts that actually exist, rather than in proportioth® number of
potential debts which would be the case with the full D matfihereas the
size of the D matrix will grow in proportion to the square oéthumber of
people in the economy, the total number of non-zero debtgvalv much
more slowly. We can express it as the product of two tenchsvheren is
the number of people, armtithe average number of other agents with whom
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a person has debts. We can expect that as an economy grawié rise,
but the rate of growth will be relatively slow: both with resp to time and
with respect to the growth of the population.

The development of the banking system led to the growth ofea sp
cialised branch of the division of labour associated with mtmaintenance,
storage, and updating of credit relations. These were ajlgicecorded on
paper in an indelible un-erasable fashion. Such recorde laa audit trail
of previous balances in the ledger books. However this isanassential
feature of private credit relations. They can also be reswid the same
way as subjects credit with the state - by the physical hgldihtokens.
At various times private individuals, firms and municipelt have issued
coin like tokens. Typically these would be given as changehigher de-
nomination royal money in small purchases. A grocer migsuashis own
farthings as change for state pennies. Other tradesmee ietghbourhood
would accept them, accumulate them and periodically has tledeemed
in royal money by the issu@rThis practice continued on a larger scale from
the 18th century with the issue of paper banknotes by privaiés.

In return for a deposit of coin, they would issue paper notdsch,
like tradesmen’s tokens, were redeemable in royal moneynggree who
presented them to the bank. The practice died out in Englandgithe
19th century, but Scottish and Northern Irish banks comtitauissue their
own private banknotes in this way. Such tokens are an abathenthan
algorithmic system of record. They record a binary relawdénndebted-
ness between the bank and other economic agents who plhys$ickl the
notes. Changes in this relation are brought about by phij)sltanding over
banknotes to another agent - a process analogous to pliysiealing the
beads on an abacus to change the number it records.

In English we retain the word banknote to refer to paper mossyed
by the state bank though nowadays these are better seen g&asi@n of
the coinage system. This reflects the history of paper malteysuccessful
issue of paper money in the West was pioneered in Britain evbapitalist
economy was most advanced. The Bank of England startedue pper
money in 1694 followed by the Bank of Scotland in 1695. Whertee
latter existed primarily to finance private trade the BankEofQland was
owned by private shareholders but its main function was tkent@eans to
the Crown. The Crown could pay for purchases using noteslieaBank

2See Berry (1988)
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Digression 11.1Paper money in socialist economies.

Our discussion has been about the institution of paper mondgr capital-
ism. 20th century socialist economies also used paper mviey did this
exist and what caused it to circulate?

Socialist states did not obtain their revenue from genevedtion as capi-
talist ones did. Instead, their revenues came from the praofiistate owned
industry. It was the need of citizens to pay taxes that hacefbiPounds,
Dollars, Yen and D-Mark to circulate in the West. Since thegd was ab-
sent in the USSR, why did the Rouble circulate?

The invention of money allowed states to separate the rgabapation of a
surplus product from its symbolic appropriation as tax.i&est states were
the direct real appropriators of the social product, anduak $iad no need
for money taxes. Money wages acted, instead, as a methodstabdting
the social product. Roubles circulated because state stemepted them
for purchase of consumer goods.

The Rouble was not a universal instrument of purchase l&®thilar. Rou-
ble accounts did not entitle state enterprises to purchdsteaay means of
production except where these transfers had already béleorsed by the
Plan.

The Rouble could in principle have been replaced by notasatidg that
the bearer had perfomed a given number of hours labour foetyod hat
this did not occur was probably due to the continued exigtasfcwage
differentials, albeit small when compared to Western inealifferentials.

issued and would in return accept notes on the Bank issuecyaagnt
for taxes. This went alongside the process by which the Bamkdvissue
notes to customers in return for coin deposits. Over theseoaf time the
Bank of England became a state owned bank and its issue &f betame
functionally indistinguishable from the issue of coin b timint.
State paper money proper was invented much earlier in Chbaut

one thousand years ago the Song dynasty had establishefdetivefsys-
tem of paper money.

In 1161, the Southern Song government essentially repleckbmnze
coin standard with a new paper money system known as huiz. Re
gional huizi currencies also proliferated in the Southeomd; and
even in petty transactions the xiaoping coin was replaced two-
cash coin known as zhehewon Glahn (2004)
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In this context is worth noting that the monetary theorie€ofopean
writers like Ricardo, Marx and Menger are parochial. Théietas given
that money must be made of a precious metal. In doing thisigreye the
history of money in China. There money had frequently beedengatirely
of base metals such as bronze and iron, and, by the Song peviexl this
had been in large measure replaced by printed paper curréheykeys to
this were:

(1) Availability of paper - at a time when Europe was stillngsiparch-
ment derived from animal skin.

(2) Knowledge of printing

(3) A large state with a professional salaried civil servicade it quite
feasible for the government to ensure that its money citedléy
virtue of accepting it for tax payments.

According to von Glahn chartalism, the principle that thé&ugaof money
is determined by the monetary authority irrespective ofube value of the
substance employed as money, was a fundamental tenet sitelaShinese
monetary analysfs

This would make it seem that the predominance of metallistrdees in
Europe is a reflection of the long period of European barbaaisd disunity
between the fall of the Carolingian empire and the estalvlesit of the EU.

During this warring states period in Europe, states werdlsarad for
much of the time lacked professional salaried civil sersicEheir tax col-
lecting apparatus was poor and they were not able to so ie#gcenforce
the circulation of national coinage unless it was backedddyg that could
be used in internal European trade between the petty stBteslocal and
temporary historical phenomena was universalised in sttdbctrines.

The first European bank-notes though were quite differem {€hinese
paper money. Instead of just meeting the needs of the styeatiose also
to meet the needs of capital. To understand this one needslevstand the
signature of capital.

11.1.1 The signature of Capital

The notion of Capital having a signature is derived from Mate charac-
terised the process of buying and selling commodities agbdtie signa-
tureC — M — C a notation that he used to indicate that an agent starts off

3See von Glahn (1996), pp. 23-47.
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with a commodity C), sells it for money 1) and then uses the money to
purchase another commodit)(

Let us now accompany the owner of some commaodity say, our old
friend the weaver of linen to the scene of action, the markies. 20
yards of linen has a definite price, £2. He exchanges it foEthand
then, like a man of the good old stamp that he is, he parts Wwéh t
£2 for a family Bible of the same price. The linen, which in biges

is a mere commodity, a depository of value, he alienatesc¢hange
for gold, which is the linen’s value-form, and this form heaagparts
with for another commaodity, the Bible, which is destined e his
house as an object of utility and of edification to its inmatde
exchange becomes an accomplished fact by two metamorpbbses
opposite yet supplementary character the conversion afahenod-

ity into money, and the re-conversion of the money into a codity.
The two phases of this metamorphosis are both of them distants-
actions of the weaver selling, or the exchange of the comty doti
money; buying, or the exchange of the money for a commoditg; a
the unity of the two acts, selling in order to buy.

The result of the whole transaction, as regards the weawehis,
that instead of being in possession of the linen, he now leaBithle;
instead of his original commodity, he now possesses anathtre
same value but of different utility. In like manner he pragsihis other
means of subsistence and means of production. From his pbint
view, the whole process effectuates nothing more than theagge
of the product of his labour for the product of some one els&thing
more than an exchange of products.

The exchange of commodities is therefore accompanied bjothe
lowing changes in their form.

Commodity - Money - Commodity.
C- M- C

The result of the whole process is, so far as concerns thetsljeem-
selves, C - C, the exchange of one commaodity for another, itbe-c
lation of materialised social labour. When this result taiaed, the
process is at an end.

(Marx (1954), Chapter 3, Section 2A)
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In the circuitC — M — C the value that weaver starts out with £2 of linen
and ends up with £2 in the form of a Bible. Marx goes on to catttiais
with the signature of capitdl — C — M’, whereM’ represents an aug-
mented sum of moneyl < M’.

The simplest form of the circulation of commoditiesGs- M —C,

the transformation of commodities into money, and the chaoiy
the money back again into commodities; or selling in ordebuy.
But alongside of this form we find another specifically diéfiet form:

M — C — M, the transformation of money into commodities, and the
change of commodities back again into money; or buying ireiotd
sell. Money that circulates in the latter manner is thereaggformed
into, becomes capital, and is already potentially capital.

Now it is evident that the circuiM —C — M would be absurd and
without meaning if the intention were to exchange by this msesvo
equal sums of money, £100 for £100. The miser’s plan wouldabe f
simpler and surer; he sticks to his £100 instead of expositgthe
dangers of circulation. And yet, whether the merchant whogead
£100 for his cotton sells it for £110, or lets it go for £100ewen £50,
his money has, at all events, gone through a characterigfiorginal
movement, quite different in kind from that which it goesaingh in
the hands of the peasant who sells corn, and with the moneysttu
free buys clothes.

The exact form of this process is therefdle— C — M’, whereM’ =

M + AM = the original sum advanced, plus an increment. This in-
crement or excess over the original value | call "surplulst&a The
value originally advanced, therefore, not only remainadhtvhile in
circulation, but adds to itself a surplus-value or expansisifi It is
this movement that converts it into capitélilarx (1954), Chapter 4)

The merchant having convertél — M’ will want to build on his success,
turning hisM’ back into commaodities to sell again. The signature of capita
thus implies a process of exponential growth

M—>C—>M/—>C/—>MH—>CN—>MNI

If the whole class of merchants are doing this it implies thadr time there
must be an exponential growth in the sum of money in their kand
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Table 11.3: Growth of the world gold stock 1840 to 2000

stock Annual growth rate
period million troy 0%
1840 1850 617.9 a7
1851 1875 771.9 89
1876 1900 953.9 85
1901 1925 1430.9 64
1926 1950 2130.9 61
1951 1975 3115.9 B3
1976 2000 4569.9 b4

Note that only some of this stock would have been availablege as coin, decora-
tive and other uses absorbing the rest. Calculated usirgotednnual production
published by Gold Fields and Mineral Services Ltd.

The thrust of this chapter has been to argue that money ihadtgy
of record, that it is essentially information about sociamer. As an infor-
mation structure there is no inherent obstacle to its expialegrowth. If
you use a place number system, either binary, decimal odd®abylonian
base 60 system, then the size of the number you can write doywsgex-
ponentially with the number of digits. But if you use a tokemrber system
like gold coins to encode social power, then exponentiavgtas a prob-
lem. It implies an exponential rise in the mass of gold, aogdther more
difficult matter. As shown in Table 11.3 the annual rate ofiggibck growth
has been around 1.5% per annum for the last 100 years, adbthateor
the 19th century and was considerably lower prior to theadisry of the
Californian fields in the 1840s. Were gold coin the only forimmney in
which capital could accumulate, then the circuit

M—-C—-M —C — M

would have been limited to very low rates of return on capital

The signature of capital was incompatible with gold money.dd-
manded new monetary technologies, the first of which was &pepban-
knote. It was no harder to print a £50 banknote than a £5 baakno
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At the end of the week workers have to be paid, the firms’ prisluave
to be sold, and stocks of raw materials replenished. Thiensposed of a
vast number of atomic transactions each of which is, takenskeif, value
conserving. In reality of course they do not all take placthatend of the
week. That is just a pedagogic simplification. However, we partition
the set of atomic transactions into three groups:

(1) Transactions between capitalists.
(2) Payments of wages by capitalists.
(3) Purchases of consumer goods by workers.

An Iron Master taking delivery of coal would typically write bill of ex-
change, a private certificate of debt, promising to pay wig0 or 90 days.

Payment of wages would generally have to be done in cashtdliafs
have tried at times to issue tokens as wages which would Eeneable
only at company stores, but legislation by the state, eagendintain its
monopoly of coinage tended to put a stop to this. Paymentsh ecgpresents
a transfer from the safes of capitalists to the pockets of é@meployees, with
a corresponding cancellation of wage debts.At the end ofidek, the wage
debt has been cleared to zero, and there has been an equahgpehsating
movement of cash .

Workers then spend their wages on consumer goods. For tleeo$ak
simplicity we assume that there is no net saving by workerthabin the
course of the week all of the money they have been paid is spEms
implies that immediately after payday, the money holdinythe workers
were equal to one week’s wages. If these wages were paidnniasiwould
have set a lower limit to the quantity of coin required for #genomy of
function.

When workers spend their wages on consumer goods theydranehey
only to those firms who sell consumer goods: shopkeeperkeaapers etc.
We can expect these firms to not only make up the money theyped s
paying wages, but to retain a considerable surplus. Wageddveald up
to only a fraction of the value of the consumer goods. The Beders of
consumer goods will thus end up with more money than they paidn
wages. From this extra cash, they can afford to redeem tlseolbixchange
that they issued to their suppliers.

If we assume no bank credit, then suppliers of manufactuoedumer
goods would be entirely dependent for cash on money arriwihgn the
bills of exchange, in which they had been paid, were evelytuatieemed
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by shopkeepers and merchants. The payment situation feminaterials
firms was even more indirect: they could not be paid unlessdinsumer
goods manufacturers like weavers, potters, and millersshéfctient cash
to redeem bills of exchange issued for yarn, coal, grain etc.

The process of trade between capitalists leads to the bpildf inter
firm debt.We suggest that the total volume of inter firm dehbt tdould be
stably supported would have been some multiple of the ceirzagilable
after allowing for that required to pay wages. If one takesdggregate of
all firms the ideal signature of this process can be repredeas:

M — [C= (C+AC)] — M +AM

where|C = (C+ AC)] represents the production process that generates a
physical surplus of commodities after the consumption s@édhe present
working population has been met. If there is no new issue of by the
state then th&M can not be real money, instead it must be in the form of
bills of exchange and other inter-firm credit.

For the capitalist class considered as an abstract whaesktwuld not
be a problem since th&M is secured against the accumulated commod-
ity surplusAC. There is a net accumulation of value as commodities, and
accounting practice allows both the debts owed to a firm, touks of com-
modities to be included in the value of its notional capitas the process
of accumulation proceeds in this way the ratio of commerdedt to real
money will rise. Suppose the period for which commercialditres ex-
tended remains fixed - say at 90 days, then there a growing ewuohldebts
will be falling due each day. If these need to be paid off in egrthen a
growing number of firms will have difficulty meeting their dsbn cash.

11.1.2 How much money is required

If we assume an economy in a steady state this causes no mbbeit
once you throw in the need for a capitalist economy to allowxgronential
growth in capital values, problems arise.

How can we model this?

Consider an individual firm, what is the probability that itilwot be
able to meet its debts?

Let us first normalise the assets liabilities and cash of fuuitis respect
to their turnover. We then assume that normalised to tumaverms ex-
pected gross assets and gross liabilities in terms of copiat@redit will



268 Chapter 11. Credit and Capital Cockshott

0.015

prob0.01
0.005

Figure 11.1: Conditional probability surface for assetd Aabilities nor-
malised to turnover.

follow a negative exponential distribution with a prob&pliensity of the
form:

P(d) = Ke™ (11.1)

whered is debt,K is a normalisation constant, ahds the firms turnovet.
The same distribution is assumed to apply to the debts owdldetdirm.
There is thus a two dimensional probabilty surface relagisgpts to liabili-
ties as shown in Figure 11.1. We can use this probabilityaserfo estimate
the probable distribution of firms along the net-creditet/debtor axis as
shown in Figure 11.2. Note that the PDF peaks where firm has rzetrr
commercial debts, but that this probablity is actually vemyall. It is more
likely that they will have either a net credit or debit balanno their deal-
ings with other capitals. The probability distribution ynsetric, since to
every commercial debtor there corresponds a commerciaddbfalls of
steeply on either side. We now have to consider two things:

a. How much of the debt will be falling due each month.

b. How likely is it that a firm will have insufficient cash to nidkeir debts
at the end of the month.

4This is of course the Gibbs Boltzmann distribution discdsseChapter 9 and in A.
Dragulescu and V. M. Yakovenko (2000). The actual distidoutnay be either this or a
power law but the argument that follows is robust in eitheseca
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10 20

Figure 11.2: Plot of the probability distribution expected firms along
the net asset/net creditor axis with respect to commereiatsdoutstanding.
Note that the plot is zero centered because of the symetheafdmmercial
debt relationship.

It is obvious that the longer the periqafor which commercial credit is
extended, the smaller will be the amount of debt falling daehemonth. If
it were the custom to extend 90 days credit, th%meﬁthe debt will fall due
each month, as opposed to all of it for a 30 day commercialtoneie.

In order to work out how likely it is that a firm will have tootié money
to pay its debts we need to have some model of the distribatianoney
balances in firms. We are provided with this from the data shiowFigure
9.10, which found that in the SA model, the probability of anfihaving
money holdingk was given by the Paraeto distribution:

P(x) O (%)wm (11.2)

wherea = 1.4, wheremis the average money holding of a firm. Using this
we can plot the probability surfa€X|l, ) relating liabilitiesl cashu (Figure
11.3).
Firms will be unable to meet their bills if :
a. They have net liabilitiels
b. The net repayments on these debts,'ﬁ wherep is the period on com-
mercial loans, is greater than the current cash balance.

Thus the probability of a firm defaulting will be given by

0 [ |
I:)default:/ /O C(',H)-(B+ll< 0)dpdl (11.3)
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Figure 11.3: Plot o2(l, m) the probability distribution expected for firms
along the net asset/net creditor axis with respect to caslnys.
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Figure 11.4: Plot of the fraction of firms going bankrupt inirag period

as the ratio of the mean money holdingin equation 11.2 to the mean
turnovert in equation 11.1, varies. The evaluation was done on thes basi
of a 3 month duration of commercial loans. The steps in theecare the
result of 'binning’ as the functions were evaluated on aritrgrid.
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However the shape of the surfa€€l,p) will depend on the amount
of money in circulation. As the probable amount of money Hsldeach
firm rises, the default probabilty will fall. In figure 11.4,ensee how the
probability of bankruptcy declines as the ratio of cash tadwer rises.

Itis important to note that what is being considered hereigly stochas-
tic bankruptcy due to cash-flow fluctuations. It is quite asidm bankrupt-
cies that may occur due to economic inefficiencies or longtases in
costs. It is the bankruptcy that can hit perfectly viable §irdue to random
fluctuations in in indebtedness.

11.1.3 Necessity of paper money
Let us outline the argument so far:

(1) We know that the signature of capital implies an increaske values
of commodities being traded over time.

(2) We know from the historical record of gold productionatlthe rate
of increase of gold stocks was relatively low, certainly imdawer
than one would expect capital stocks to grow.

(3) This implies that the ratio of cash to commodity turnoweuld tend
to fall in an economy using gold for its coinage.

(4) The consequence would be that an increasing fractioapfals would
have insufficient cash holdings to meet the liabilitiesifglldue each
month, and would thus become bankrupt.

This mechanism provided a basic engine of commercial cuseer
the gold standard, and, in the absence of other innovatmreplace gold
money, it would have limited the rate of growth of capital be trate of
growth of the gold stock. This applied to the proportionatner than the
absolute growth of the gold and capital stocks. From Tabl8 te know
that the world gold stock rose by about 154 million oz in they2&rs from
1851 to 1875. At that time a the price of gold in terms of UK emcy was
£2.87 per oz, being determined by the weight of metal in a golereign
coin. The gold mined during that period was thus worth £44lionj an
annual increase of about £17million. Did this mean that ttal tworld
capital accumulation in those years could only have beemBi@n per
annum?

No. It means that the annual growth in monthly turnover thatld
be supported by a gold currency would have been limited taratd p x



272 Chapter 11. Credit and Capital Cockshott

17)million, wherep was a constant determined by the period of commercial
loans. We would expect from the labour theory of value that the eaifi
turnover would increase along with the population prodg@gommodities.
As more people became engaged in commodity production, texthuse
because population had increased, and as natural peasaoin@es were
replaced by production for the market, there would have kEe@nopor-
tionate rise in the turnover of commodities on the capitalisrid market.
Whilst the absolute increase in turnover supported by galdivbe some
multiple of the actual gold production, tipercentagancrease in turnover
would still have been limited by the low percentage increagmld stocks.
It would have been, that is, had the banking system not belert@loreate
alternative methods by which commercial debts were paid.

We have already shown how the process of banks acceptingitepo
coin and making loans in coin will create net credit - incestiee Manhattan
distance between agents. The issue of banknotes accslgrathis process
enormously. Suppose Mr Lang made a deposit of £100 in comtivit Bank
of Scotland in 1696. If the bank were to then make a loan of £9€bin
to Mr Strang, there would be a creation of net credit as we sloabove.
But what the bank actually did was much more dramatic. It usedE100
as a reserve against which made loans of several hundredigouits own
banknotes. The notes were redeemable on demand againkstoayabut
because of the greater convenience of paper money, the loaiick @ount
on only a small fraction of the notes actually having to beeeded on any
banking day. This was termed fractional reserve lending.

The deposits and withdrawals by customers are the resultuitipie
independent cricumstances. As such they have a noisy ¢eaea@logous
to the "shot noise” discussed in section 3.3.3. Recall that soise set
a limit to the information capture accuracy of any cameralwtp-sensor
due to the discrete photon nature of light. Recall too that sivise was
proportional to the square root of the mean number of phosonging at
each sensor during the exposure period of the camera. Aslasbket noise
falls as proportion of the total signal the more photons we @apture. A
similar principle applies to banking. The more customest thbank has,
the smaller will be the proportionate variation in the wittndals from day
to day.

5The stocksof capital taking the form of plant and machinery could haxag more
than this, depending, among other things, on the deprenipgriod of capital equipment.
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Figure 11.5: Plot of the largest fraction of a bank’s deosithdrawn in a
single day over a 20 year period as the number of customess e plot
comes from a simulation in which it was assumed that a custonight
withdraw any sum up to their maximum deposit, and that custsiwere as
likely to make deposits as withdrawals. The slightly irregunature of the
trace reflects the underlying stochastic properties of stgimulation.

Look at Figure 11.5. The horizontal axis shows the numberusf c
tomers, and the vertical axis the highest proportion of ttwekis deposits
withdrawn in any week over a 20 year period. As the number sfauers
rises, the variation in the amount withdrawn in any weeksfadind so too
does the maximum withdrawal that can be expected. A veryl|dvaak
would have to keep all its deposits in the safe as an insuragaast having
to pay them out, but a bank with 20,000 customers might nexemsore
than 3.4% of its cash deposits withdrawn in any week. A bartk wiat
number of customers could safely issue as loans 20 times els impaper
banknotes as the coin that it held in its vaults, safe in trewedge that the
probability of it ever having to pay out that much in one daywanishingly
small.

This creation of new paper money by the banks was the hiddeetse
behind the signature of capitill — C — M’ — C' — M”. Unlike a creation
of token money by the state, or the issue of gold coin, theremweaunpro-
ductive withdrawal of value in the form of seigneurage orifiaing costs.
Loans in bank money were made to capitalists (A) who wererdipg their
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business. With these loans group A either directly purathase through
wage payments financed the sale of, the surplus produced imdtkshops
of other established capitalists (B). The surplus prodaltt by group (B)

was thus on the one hand converted into money, ( pGaseM + Am), and

at the same time became new capital for group A (ptase— Ac). This

money creation was distinct in its effects from the Chindage$% creation
of paper money. In the latter, the money first appears as &asecf com-
modities by the state. Whilst this would still create monegfits for the

merchants who sold to the state, the surplus so purchasecbwasmed by
the state rather than becoming capital.

We are here considering bank money in its initial historfoain, prior
to the widespread use of chequing accounts or even more madolens
like debit cards. Such more modern forms have their own feahpre-
conditions, which we shall discuss later. But the Urgeldrf@ilows us to
understand much of what followed.

The first thing to notice is that bank money is derivative @tesmoney.
Bank notes or chequing accounts are denominated in stateymdrhey
ultimately gain currency through being redeemable in stad@mey. The
banks lack an independent coercive power analogous to thergo tax.

The second thing to notice is the crucial importance of sldeless a
bank reaches a certain threshold number of customers,libaviinable to
operate a system of fractional reserve lending. In ordeass phis threshold
the Bank of England, the Bank of France and the Bank of Scbteere
initially given Royal monopolies.

Figure 11.5 makes it clear that a big bank had much more maseyng
ability than a small one. The larger the number of customeen& had, the
small the proportionate variation in it's weekly withdrag;aand hence the
smaller the proportionate reserve it was forced to maintéis would be
reflected in larger bank’s being more profitable, since admgitoportion
of their assets would be in the form of loans on which they egiinterest,
rather than cash which earned them nothing.

The curve in Figure 11.5 comes from a simulation in which thebp-
bility of each customer making a deposit or withdrawal isspendent. The
customers are assumed not to collude in making withdrawdigs would
normally be true, but were the bank’s credit to be impugneeh tustomers
can cease to act independently. A panic can set in and leaddbegtive
run on the bank. Because a small bank faced greater propatticvaria-
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tions in its weekly withdrawals, its credit would be lesswgecthan that of
larger banks, and bank failures would be more frequent irlldraaks.

The combined effects of these two processes lead to a protgisdual
centralisation of banks, with larger and more profitablesaa&ing over the
smaller. A crucial factor in creating a large customer baas the creation
of a branch network. Initially banks would have a single effilc the capital
city - just as the Bank of England still does. Only later didytldevelop a
branch network. So long as the private issue of banknotedivesismain
form of money creation, notes issued in the capital couldutate among
merchants in outlying towns, and distance would slow dowmaied for
these notes to be redeemed. Suppose the Bank of Prudencelijiazhe
branch in the capital, as had the Bank of Temperance. Eagbdsts own
banknotes. The only way in which these notes were redeemesdwvan
they were presented at their head office. These notes wauldatie mainly
in the capital, but some would go the rounds in the main palrtowns.
If the Bank of Prudence opened branches in Gloucester, @hé&atlton,
Halifax etc, it gained several advantages:

e By opening a multitude of branches it obtained more depsaad
thus increased its loanable capital stock.

e The increase in the number of customers reduced the varigtibs
weekly withdrawals and allowed it to operate with smalleseres.

e Some of its depositors would have made their deposits, ncash,
but with the notes of its rival the Bank of Temperance. ThelkBain
Prudence would return these to the head office of the formek,ba
to be redeemed. This would have increased the rate at whiock Ba
of Temperance notes were being cashed and forced it to hglebhi
reserves.

There were thus strong competitive pressures forcing ttabkshment of
regional, provincial or national networks of bank branch€&ke existence
of a network of branches, when combined with the fast trangpovided
by the new railways, allowed the next phase in the evolutidsaok money
: cheques.

Payment by drafts on Merchant Banks was a much older pracitate
ing back to the middle ages. International merchant congsanprimarily
Italian, would arrange payments in say Florence againdtiasued, for ex-
ample, by their Paris office. This payment system grew ouhefaractice
of issuing commercial bills of exchange, and was used priyniarfinance
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international trade. The 19th century establishment osddsranch bank
networks allowed chequeing transactions to penetrategemeral domestic
commerce between capitali&tsThe development of cheque money marks
a general social transition between abacic and algoriteaiculation. With
banknotes, the social wealth relation persisted in theipalypglacement of
notes: whose pocket were they in? With cheque accountssigped in the
ledgers of the banks. Their establishment meant that thiesldzad to build
up an information processing machine, a machine of flesim Jypaper and
ink. The routine processing of this information became aomlyanch of
the division of labour and generated a whole social stratbibaok clerks
devoted to its operation.

The basic operations being performed by this social compges pay-
ments between accounts. With cash a payment had been a smpé
ment of coin. With cheques it looks almost as simple, you raeteque
to the shop to make your payment. But this physical handovigraquires
meaning when supported by an interpretation mechanismdead\by the
banking system. A cheque is a record volant, a cartesiaredbtim

(bankzpayeersumzpayer)

National Commercial Bank
PayWilliam Sydney

the sum of ,

James Ross
A cheque(x®@a®n®b) is a procedure call on the banking system to

perform the action
Atomic
Procedure cash( (x@a®n®b) )

if Account[b>n then
Account[a] — Account[a] + n
Account[b] — Account[b] - n

By Atomic we mean that the operation is all or nothing. It is impermis-
sible for one account to be updated but not the other.

Even when using modern computer technology performing atminic
updates is not trivial. One has to write code to "lock out” aler pro-
grams which might be updating accounts whilst this updataisc The
problem become greater when you consider that the algo@thone sim-

written out in longhand as :

6Bank accounts did not spread to the mass of the working ctasslation until the late
20th century



Bank credit 277

plifies things by ignoring which banks are involved. The atfrocess of
cashing a cheque involves handing it into your own bank. igviil Sydney
would hand the cheque in to his branch of say the British LiBank, but
the cheque is drawn on the National Commercial Bank.

We must thus fill in more detail in the algorithm:

Atomic
Procedure cash(y, (x®a®n®b) )

if Account[bl>n then
y.Accountla] « y.Account[a] + n
x.Account[b] « x.Account[b] - n

We see that a’s account at bank y is credited and b’s accounatrét x
is debited. Nowadays these accounts would be held on diffeemputers
and the update involves what is termed a distributed atorarsaction. It
took a considerable period before reliable techniques tthdoowere de-
veloped for electronic computers see Bernstein Bernsteah €1980) and
Irving Traiger et al. (1982). In ink and paper days, the “comeps” that
held the accounts were systems of clerks and ledgers, lngt Were still
two distinct systems: that of the British Linen Bank, and tifahe National
Commercial Bank in our example. The cheque instructed thi®ha Com-
mercial to pay money to Mr Sydney. If Mr Sydney went to the effiof the
National Commercial they could just hand over cash and dédbiRoss’s
account. The National Commercial could not directly modifiySydney’s
account since that was recorded in the ledgers of the Blitrsn.

If Mr Sydney handed the cheque into his branch of the Britigteh
bank, they could easily credit his account but would wantrtovk that Mr
Ross had the funds to meetit. Had Mr Ross an account at thelsamkethe
updating clerk, could turn to Mr Ross’s page and verify thadtcount was
sufficiently in credit. But Mr Ross’s record is held by anathempany, so
the procedure was to provisionally update the Mr Sydneysn& and send
the cheque to the National Commercialdiear. The provisional update
would be cancelled were the National Commercial to retuenciiieque as
invalid.

Clearing referred to the process by which, at a central plte dif-
ferent banks exchanged the cheques drawn against them anpiited the
net inter-bank monetary transfers that resulted. Babbagever a keen
observer of the technical details of economic interchadgsgribed it:




278

Chapter 11. Credit and Capital Cockshott

173. Clearing house. In London this is avoided, by makinglaticks
paid in to bankers pass through what is technically calleel Clear-
ing House. In a large room in Lombard Street, about thirtyksle
from the several London bankers take their stations, inaddptical
order, at desks placed round the room; each. having a smeail loqx
by his side, and the name of the firm to which he belongs in large
characters on the wall above his head. From time to time acibkeks
from every house enter the room, and, passing along, dropttiet
box the checks due by that firm to the house from which thisidist
utor is sent. The clerk at the table enters the amount of therae
checks in a book previously prepared, under the name of thie toa
which they are respectively due.

Four o'clock in the afternoon is the latest hour to which tloxds
are open to receive checks; and at a few minutes before that ti
some signs of increased activity begin to appear in thisipusly
quiet and business-like scene. Numerous clerks then agiveous
to distribute, up to the latest possible moment, the chedkshnhave
been paid into the houses of their employers.

At four o’clock all the boxes are removed, and each clerk agus
the amount of the checks put into his box and payable by his own
to other houses. He also receives another book from his owseho
containing the amounts of the checks which their distrimittlerk
has put into the box of every other banker. Having comparedeth
he writes out the balances due to or from his own house, ofepibs
name of each of the other banks; and having verified thism&teby
a comparison with the similar list made by the clerks of thoseses,
he sends to his own bank the general balance resulting frisrahibet,
the amount of which, if it is due from that to other houseseist ®ack
in bank-notes.

At five o’clock the Inspector takes his seat; when each clehq has
upon the result of all the transactions a balance to pay iousother
houses, pays it to the inspector, who gives a ticket for theusn

The clerks of those houses to whom money is due, then redsive t
several sums from the inspector, who takes from them a tfokehe
amount. Thus the whole of these payments are made by a double
system of balance, a very small amount of bank-notes pagsiny
hand to hand, and scarcely any coin.

Babbage (1832) Section I, Chapter 13, paragraph 173



Bank credit 279

Technology changed. The mid 19th century brought the eleitransfer

of funds by telegraph, but behind this modernity stood timei@s of clerks
calculating and updating records by hand. The Morse impidi# had to

be translated into paper and ink. Till the 1960’s banksdtised their doors
at three to allow the manual tallying up of accounts. Moddatteonic
bank money required two critical inventions: the prograrblaalectronic
computer described in sectid?®? and, less obviously, the random access
disk drive.

The first electronic computers used a bewildering varietyneimory
devices. Turing (1937) had famously proposed his tape rdaski sym-
bols, a sort of half way house between the punched papertiape/as used
by contemporary telex machines and the squared paper usadthgmati-
cians or school children. When he came to collaborate on tilesSus,
Hodges (1983), it was paper tape that he used as the storaty@gmd aper
tape was relatively cheap, and it could hold data in a persigashion - it
did not need constant energy input to remember things. B, tahether
magnetic or paper, is a sequential store. In order to reatiGb#n character
on the tape one must first read the other 99. The first generatioom-
puters was constrained to the use of sequential stores.nEt@anice it was
found that a television tube could be used as a sequentiabnyei@harge
deposited by the cathode ray on the screen during one saamstpd long
enough to be detected on the next scan: Lavington (1978,)1980dustic
delay lines were another early alternative, but both oféheere volatile
stores. The information had to be constantly refreshed-aritten to the
store if it was to be remembered. Such stores are obviouslgssfor stor-
ing bank records.

During the 1920s and 30s there had been a fairly extensivda@went
of business automation based on punched cards. These hanhberted to
hold census data, with a record card being punched for easbpeecorded
in the census. Decks of cards could then be fed through gamexchines
that would select cards from the deck if a particular pattdrholes was
punched in them. Other machines termed tabulators, woeld tise me-
chanical adders to calculate and print totals from the docgrds. This
technology had moved from census taking to stock contrdiegipns. For
instance shoes were distributed to shops with a punchedrcaath shoe-
box. When the shoes were sold, the shop retained the the manetarned
it at the end of the day to the supplier's warehouse. By fegthe returned
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cards through sorters and tabulators the warehouse colklel snge that ap-
propriate replacement shoes were dispatched the nextruthyhat the total
bill for each shop was computed.

During the 1950's and 1960’s companies like IBM and ICL thath
originally been active in the manufacture of punched cardiimes moved
into the computer market, extending the power of the tabtdawith simple
stored program computers. But these card and tape techeslagre not
still not well adapted to accounting operations. To un@erdtwhy, let us
first look at how a Turing machine could have been used to eplank
accounts.

Turing’s original description of his machine allowed fotathave only
a single tape, but theorists have subsequently proposedgTarachines
with two or more tapes. We will assume that the National Concrak
Bank had a three tape machine. In this scenario the bank ksegounts
on tapes and each evening it feeds in yesterday’s tape tchegue 1 and
places a blank tape on head 2. On tape head 3 it places a tape/foich
all pay-in slips and outgoing cheques have been transcrideédhe end
of its work the Turing machine has produced on tape 2 an ugdatiger
on which all the accounts originally listed on tape 1 havenba@ebited or
credited by appropriate cheques found on tape 3. We asswanbdth the
transcribed cheques and the account records start with agitGadcount
code. The program for the machine is outlined in Digressidr2.1 As
the digression shows, a Turing machine would be quite capabtoing
banking transactions, but it would be very slow. For eacloaston tape
1 it has to read the whole of tape 3 searching for chequesedtaerto that
account. Its running time will be proportional MC whereN is the number
of accounts an@ the number of cheques.

The computers of the 1950s and early 60s were only slighterpow-
erful than this. In addition to multiple tapes, they had a lkmamber of
words of auxilliary working store into which the records ofesv accounts
could have been read. Suppose a machine had sufficient wostane to
handle 100 account records. It could read in 100 accoumnts fape 1 in a
block and then search the whole of tape 3 for updates to tleeseiats be-
fore writing the updated block of accounts to tape 2. Such ehma would
have a running time proportional %%. This is obviously much faster than
a pure Turing machine without an auxilliary working storeulcbhave pro-
cessed the accounts. Despite the acceleration, the tinee @irthe process
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Digression 11.2 A Turing machine program to update bank ledgers.

(1) Output a start of record character to tape 2, and read in the start of
record characters from tapes 1 and 3. If instead of a start of record
character on tape 1 we got an end of file character, stop. If instead of
a start of record on tape 3 there is an end of file character, goto state
8.

(2) Copy the entire record from tape 1 to tape 2, then rewind tape 2 to the
start of the record.

(3) Read in the first digit from tapes 3 and 2. If they match goto state 4
otherwise goto state 7.

(4) Repeat step 3 another 5 times and then go to state 5.

(5) We have now accertained that the cheque is to debit the current ac-
count and we have written a copy of the account number to tape 2.
Read in the amount from the cheque on tape 3 and the current bal-
ance from tape 2 and write the result of debiting the account to tape 2.
Then go to state 6.

(6) Rewind tape 2 to the first digit of the current account number and goto
state 1. We are now ready to process the next cheque on tape 3.

(7) (a) Rewind tape 2 back to the character immediately after the previ-

ous start of record marker.

(b) Skip tape 3 forward to the character after the next start of record.

(c) Goto state 3.

(8) We get here if we have scanned the whole of tape 3 for a cheque
affecting the current account on tape 1.

(&) We rewind tape 3 to the start.

(b) We skip forward to the next record on tape 1.

(c) We move tape 2 forward till we come to a blank space.
(d) Goto state 1

O(NC) is still the same. The formula, pronounced “OrdiC” means that
the running time is still proportional to the product of thember of cheques
and the number of accounts. Suppose that in the early 196&60isad US
bank had an IBM 1400 which could read 1000 records a secomd it
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tapes, then the following table shows the time it would haken to pro-
cess different numbers of accounts.

Accounts Cheques Seconds hr:min:sec
10,000 1,000 1,000 00:16:40
50,000 5,000 25,000 06:56:40

100,000 10,000 100,000 17;46:40

The technical change which made electronic banking passéune when
IBM introduced the world’s first magnetic hard disk for datarage. RA-
MAC (or Random Access Method of Accounting and Control) teun-

precedented performance by permitting random access tofaige mil-

lion characters distributed over both sides of 50 two-fdiameter disks.
Produced in San Jose, California, IBM’s first hard disk siaabout 2,000
bits of data per square inch and had a purchase price of ahoLQ® per
megabyte.

Information is stored magnetically on a stack of 50 disks
which rotate continuously at 1,200 RPM. Each metal disk is
two feet in diameter and is coated on each side with a magnetic
material. The face of a standard disk contains 100 tracks, in
each of which 600 digits may be stored. In double capacity
disk files there are 200 information tracks on each disk face.
Thus, standard memory file capacity is six million digits and
the double capacity Model 2 IBM 355 disk storage unit can
store 12 million digits. Up to four random access memorysinit
may be used in a RAMAC 650 system.

In each memory file there are three electronically-corgubll
access arms containing magnetic heads. They read andherite t
information contained on the rotating disks. They act iretep
dently of each other, but each arm can be directed to any track
in the file. As a result, there can be simultaneous seeking of
three different records and information constantly is lande
for processing.

Instructions are given to the three access arms from the
IBM 650 console. A "seek” instruction sends an arm to the
desired data track. A "read” instruction brings data frora th
disk, through an access arm, into the system’s immediate ac-
cess storage unit. A "write” instruction results in the netog
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on the disk of information which has been in immediate access
storage.
Original IBM sales literature for the RAMAC

The development of random access disks gave rise to reddtiatabases
which provide the material embodiment of modern money. Onoaetary
relations were encoded in relational databases, it wagsavely simple step
to develop Switch Cards and electronic payments. The wofrrgoney by
telegraph had of course preceded this by a century, but wieereynwas
wired, the telegraph messages that arrived at the banksprecessed by
hand. Clerks had to read them and adjust ledgers. Thisatestthe wiring
of money largely to inter-bank and inter-firm transfers.

Card payment systems originated with Dinner’s Club and AcaerEx-
press, which were closed loop payment systems. A single fiteddo pay
the merchants, bill customers and manage accounts. Iyitied process
was paper based with the cards being used to make recordstmngaza-
per stubs. With Visa cards, multiple banks became involgefilaanchisors.
The Visa payment system was thus open-loop, in that diftdirens were
responsible for crediting merchants and billing custoraéhe process be-
ing an extension of the prior cheque clearing mechanismeatelas still a
manual processing phase of data entry from the sales stuiithgbdata was
processed electronically from then on.

Switch or electronic payment cards allow automation of thige pro-
cess.

The process of going from coin, to banknotes to Switch candisrala-
tional databases is one of increasing abstraction. With stap, the sym-
bolic or formal character of money becomes more apparenth @din, it
still appears as if their metallic substance is crucial. Thsion persists
at one remove with banknotes which for years appeared todreiges to
pay coin. They thus could be represented as symbols for vwh&boncrete
referent was coin. With relational databases the illusemesstripped off,
and the logical essentials of money as a technology of resn@ devealed.



284 Chapter 11. Credit and Capital Cockshott



CHAPTER12

UNDERSTANDING PROFIT
Cottrell, Cockshott

“the difficulty which has hitherto troubled the economists,
namely to explain the falling rate of profit” (MarGapital lll,
p. 230)

The concept of a tendency for the rate of profit to fall was a mam
theme in classical political economy. Smith, Ricardo and»V&ll held
such a theory. However, their grounds for believing in teisdency were
quite various. Smith thought in terms of accumulation lagdo an increase
in competition between capitals, hence driving down prares profits. Ri-
cardo dismissed this as a confusion—competition betwegitatiats influ-
enced the distribution of profit, not its overall amount—dradd a theory
whose motor lay in the confrontation between rising popoiteénd dimin-
ishing returns in agriculture. Marx’s theory was in a sensgarakin to
Smith’s (at least insofar as it had nothing to do with dimmmng returns)
but it was quite distinct. Marx had a historical view in whiebonomic in-
stitutions like capitalism were seen as being transiené t€ndancy of the
rate of profit to fall was, for him, symptomatic of this tramsce.

There are three elements in Marx’s writings that are pddrtyrele-
vant. The first we call the “main argument”: this is the argabtidarx set
out at length (and which appears@apital I, his notebooks of the 1860s,
and Capital Ill) to the effect that the rate of profit must tend to fall due
to an increase in the organic composition of capital( seed3gon 12.1),
an increase itself driven by the search for maximum profitt@gart of
capitalists. The second is a brief coda to the main argunagmearing to-
wards the end of Chapter XV of Capital, 1ll) but worthy of mient in its

285
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Digression 12.1The composition of capital

Marx divided capital into two components: Vv, the sum of money used to pay wages,
and c, the sum of money used to purchase raw materials and machinery. He called
V variable capital and ¢ constant capital, since, in the labour theory of value, only
labour creates new value, and only the employment of labour can produce surplus
value S.

The ratio ¢/Vv he termed the organic composition of capital, as it reflected the ratio
of inanimate capital to human labour.

own right in view of its relevance to later discussions of Ti&PF. We call
it the “micro-macro bridge”. The third element is what Malls “abso-
lute overproduction of capital” which we deal with in our clission of the
demographic constraints on the rate of profit.

We begin by sketching Marx’s main argument, for referendee argu-
ment may be expressed thus:

(1) It is an inherent, intrinsic feature of capitalism thaiptalists are
driven to seek maximum profits.

(2) While profits can be gained in many ways, the most fundaahen
means of augmenting profit in developed capitalism is viacases
in the productivity of labour.

(3) The enhancement of the productivity of labour involveskers work-
ing with an increased "mass” of machinery or means of laband
working up a larger quantity of materials per unit time.

(4) Although the value of the means of labour, materials (iet&larx’s
terminology, constant capital) will not generally increas full pro-
portion to the "mass”, it will nonetheless increase, andeiathan the
variable capital. The organic composition of capital tetodsse.

(5) A rise in the organic composition of capital lowers theeraf profit,
other things equal.

(6) Other things cannot be expected to remain equal. The sarease
in the productivity of labour, driven by profit-seeking, tlexpresses
itself in a rising organic composition, also expressedfitsa rise in
the rate of exploitation, which by itself raises the rate wffip.

(7) Nonetheless, as a long-run tendency, the increase anmrgompo-
sition must outweigh the increase in the rate of exploitgtio its
effects on the rate of profit.
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Most critics of Marx’s main argument have not questionedfsoi or 2
above, and neither will we.

Point 3 is perhaps more questionable. Certainly there arg/ meam-
ples of technological change that conform to this pattee: switch from
fluvial transport to railways, or from hand looms to machineg but there
are also counterexamples. Sometimes, as for instance imdive from
metal casting to plastic moulding for many uses, the moramackd process
accomplishes its results more cheaply while deploying seledmass” of
means of production. But let’'s accept point 3 as broadlyemirmat least for
the sake of argument. Similarly for point 4: this may not aje/ae true, but
it is at least plausible and we will not question it here.

Points 5 and 6 are certainly correct within Marx’s concepfreame-
work. That leaves point 7, the primary locus of controvei®yexpose the
issue here, it may be useful to write down the relevant eqoati Marx’s
rate of profit (here denoted by is the ratio of surplus values) to the sum
of constant capitald) and variable capitaM:

S
r= Y (12.1)
The organic composition of capital is the ratiov and the rate of exploita-
tion is the ratios/v. We can write
s/v

r= V)1 (12.2)
which makes it plain that an increasedfv lowers the rate of profit and an
increase ins/v raises it. If the pursuit of profit (via the pursuit of higher
labour productivity) has the effect of raising bathv ands/v, does that not
leave the overall effect on the rate of profit indeterminate?

Neithers/v norc/v has any obvious theoretical upper bound. Why does
Marx talk in terms of a basic tendency for the rate of profitath due to
risingc/v, and treat rising/v as merely an "offsetting factor"?

Why not a tendency for the rate of profit to rise due to risifig with
the increase ic/v treated as an offsetting factor? (Or no “basic tendency”
at all, just an indeterminate outcome.)

Marx clearly had an ideological investment in the idea that falling
rate of profit was primary. This proposition licensed theaosion that “the
real barrier of capitalist production is capital itself”dgital, Ill, p. 248).
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The very process that constituted capitalism’s historipatification”—
namely, its development of the productivity of social labtian unprece-
dented level—was at the same time the source of a fallingafteofit,
which places a roadblock in the way of further development.

If the only reason Marx had for asserting the primacy of theléncy
of the rate of profit to fall was that it fit well with his ideolal agenda,
one could accuse him of intellectual dishonesty. That itash. It seems
clear that he had a strong theoretical hunch or intuition e rise inc/v
must outweigh the rise ig/v. A further manipulation of the rate of profit
may help here:

__S/(s+v) (12.3)
c/(s+v)+1

The ratios/(s+ V) is not exactly Marx’s rate of surplus value, butitis a
closely related magnitude with an upper bound of 1.0, nathelyraction of
the total social working time during which workers perforar@us labour,
or generate profits for their employers. Similarty(s+ v) is not exactly
Marx’s organic composition, but it is a closely related qutsiwhich seems
to have no upper bound, namely the ratio of the value of cahstpital to
the total “living labour”.

Looking at this variant of the rate of profit equation it be@measier to
share Marx’s intuition. Suppose the ragi(s+ V) is driven to its maximum
(wages are effectively zero; the workers “live on air”, asrkputs it). In
that case any rise in the ratio of constant capital to cutedagur is bound to
lower the rate of profit. It then seems plausible that/ds-+v) gets closer to
1.0 it will become increasingly difficult to find an offset dmg account for
an ongoing rise irc/(s+ V), or in other words a rising rate of exploitation
can’'t keep capitalism out of trouble for ever.

Our own argument in Chapter 11.1 can be summarized as folldies
essential signature of capital as a form of information esphocesM —

C — M’ in which money expands exponentially. We have argued thst th
was inhibited so long as the technology of record suppontiogey was
the use of gold or silver coin. This constraint was removedugh the
development of the banking system in which the technologgobrd was
first replaced by paper and ink and then by computer disksaBoimplex
social phenomenon like profit has multiple levels of cawgallhe ability
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of the monetary technology to support it is only one of th&3ee can look
at the causes of profit in several ways:

(1) One can look at it from the standpoint of the social assdtiire of
capitalism as we do in Chapter 9. In this case the occurreinwebt
is seen as being caused by the property relations accomwwgith
the product belongs to capitalists whose workers have npeptp
claim on it. The use of computer simulation indicates thasthas-
sumptions alone will suffice to generate realistic funcidiorms for
the structure of incomes in society.

(2) One can look at it from the standpoint of monetary tecbgglas we
did in Chapter 11.1.

(3) One can look at it from the standpoint of production testbgy and
the extent to which these constrain profits. This is the aggrdhat
was taken by economists like Sraffa (1960), Okishio (196Ijore
recently by Roemer (1982).

(4) One can look at it as Marx did Marx (1954), from the standpof
time, looking at how the working day of a labourer could bedkad
into two parts. In the first part the labourers generated dheato pay
their wages. In the second part they generated surplus walieh
accrues as profit to their employer. We will argue below ttad t
approach passes over, via dimensional analysis, to an eagon of
the role of demography in profit rates.

(5) One can look at it from the standpoint of macro-econonaittguns
of expenditure as was pioneered by the economist Kalecledkal
(1954).

12.1 INPUT/OUTPUT CONSTRAINTS

In Section 7.3 we introduced the idea of an input—outputtatdfe brought
this in to explain how one could estimate labour values. [601Sraffa
showed how a sufficiently detailed input output table cowddsben as de-
termining the entire price and profit structure of an econgmngvided that
one crucial simplifying assumption is made.

He starts out by considering a simple self-reproducing esgnproduc-
ing wheat and iron. Each of these goods are used both for 8tereance
of the workers and as inputs to the agricultural and indaispgnoduction
processes. 280 quarters of wheat and 12 tons of iron are aggdduce
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400 quarters of wheat; whilst 120 quarters of wheat and 8abisn go to
produce 20 tons of iron. In schematic form we have

Input Output
280 gr. wheat + 12 t. iron — 400 gr. wheat
120 gr. wheat + 8t. iron — 20t. iron

All outputs are consumed either as wages or as means of groaduc
Sraffa goes on to argue that there is a unique set of priceshwhihen
the wheat and iron are sold will ensure that each industrybcgnenough
inputs to continue producing at the current scale. In thie ¢he net output
of industry 1, which was 120 quarters of wheat must exchaogéht net
output of industry 2, namely 12 tons of iron. This establgshe exchange
rate of 10 quarters of wheat to one ton of iron.

With two commodities there is only one exchange ratio. Witlifferent
commodities there would be— 1 exchange ratios. Withcommodities we
would haven input output equations.

AaPa+BaPy+ .. +Napn = Apa
ApPa+BpPh+.. +Nppn = B

AnpPa+BnPy+.. +Napn=Np,

WhereA means the total output of commodity B; means the amount
of commodity B used up in industry A, ang, is the price of commodity
A. He then assumes that one of the commodities is used asatheast of
value—suppose this is gold. The price of gold in terms offits@bviously
unity, so we are left witm — 1 unknowns. It might appear that we have
more equations than unknowns and thus run the risk of havergptution,
but it turns out that since the total quantities of each gamaiotwice—once
as inputs and once as outputs, so any one of the equationsdafelred
from the sum of the others. It follows that we have only 1 independent
equations, and thus the set of prices must be unique.

Next Sraffa went on to consider what will happen if there isighis
product. The immediate effect of this is to make the equatindependent
of one another, since it is no longer the case that the inpibatput totals
are equal. In general

(12.4)

M3
>
A
>
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This would appear to make the prices indeterminate. To cosaie, he
introduces a new constraint, assuming that all industaes the same rate
of profitr. This allows him to obtain a new system of price equations:

(AaPa+BaPy+ -+ Napn)(1+r1) = Apa
(Appa+BpPy+---+Nppn)(1+r) = Bpy

(Anpa+BnPy+---+Napn)(14+r1) = Npy

These equations simultaneously determine all prices amdatie of profit.
It is relatively easy to show that if the productivity in amdustry rises, so
that either its output goes up for the same inputs or it usssitguts for the
same outputs, this will lead to rise in the rate of profit. Gitlee assumption
of an equal rate of profit, any technically advantageousntiva in a given
sector will raise the rate of profit for the economy as a whdat Sraffa
shows that this only holds if every output is also used as patihy other
industries. Luxury goods industries, whose output doeentdr back into
production are different. He divided industries into twotses:
(1) The basic sector. This is made up of those industries grbatput is
a direct or indirect input to every other industry.
(2) The non-basic sector. This is made up either of luxurydgoor of
goods that are only used as inputs in other non-basic indastr
An improvement in productivity in the basic sector will raighe rate of
profit. An improvementin a non-basic sector will leave the i@f profit un-
changed. If the manufacture of bombs becomes more effié@réxample,
bombs get cheaper but here will be no knock-on effect to thisgeneral
productivity of the economy.

Up to this point Sraffa has treated the goods consumed byemiks
part of the necessary inputs to a production process. Hismaustry used
up wheat to feed its workers for instance. Once one recog it workers
are paid money wages rather than getting paid in kind, tisema additional
variable to deal with: the wage rate To handle this he extends his input
output table to include labour inputs as another column:

(AaPa+BaPo+--- .+ Napn)(14+1)+Law = Apa
(ApPa+BpPy+ -+ Nppn)(1+r1)+Lpw = Bpy,

(Anpa+BnPy+ -4+ Nnpn)(14r1)+Law=Npy,
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Table 12.1: A physical input/output table of economy withugodus.

iron corn labour output surplus
iron 440 1100 110 825 185
corn 100 500 50 2250 550
silk 100 100 20 1000 1000
totals 640 1700 180

0.6 4
0.4
*
0.2 |
¢
1 23 4 5
0.2 | h
*
04 |

Figure 12.1: Plot of how the rate of profit (dotted line) fadls the wage
rises, with wages being expressed in tons of iron. The swle@dhows the
change in the price of corn expressed in tons of iron as tleeofgirofit and
wage rate change. The data for the graph is drawn from the lrsodeomy
shown in Table 12.1.

This gives himn equations and + 1 variables, which implies that the sys-
tem has one degree of freedom. If one fixes the wage rate, stensype-
comes determined.

Table 12.1 shows an example of of an economy with a surplubeof t
sort described by Sraffa. Sraffa was able to show that thaseam inverse
relationship between profits and wages. As wages rose pvadiidd fall
as shown in Figure 12.1. The rate of profit falls as a straiglet dr linear
function of the wage rate. At the point where wages were higiugh for
workers to purchase the whole net product, then profits woelgero. This
by itself is hardly surprising. More interesting is the ré$ie obtained for
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Table 12.2: Example of a Sraffian Standard System. Noteltleatan/corn
ratios in both input and output a% and the the ratio of the total output to
the total input is%. This gives an expansion rate R of 0.5 or profit rate of
50%.

iron corn labour output R
iron 400 1000 100 750 0.5
corn 100 500 50 2250
totals 500 1500 150

the maximal rate of profit - the rate of profit that would obtaiere wages
to fall to zero.

To arrive at the maximal rate of profit he introduces the notd the
Standard System. The Standard System is made up of part otithet of
each the industries in the basic sector. In it, the industighe basic sector
are scaled in such a way as to ensure that the ratios in whiguisuare
produced is the same as the ratios in which the inputs are ts=termed
this the Standard Ratio. Sraffa wrote that every economyaoas such a
standard system, which can be discovered by:

(1) Discarding all non-basic industries.

(2) Scaling back those basic industries whose share of ttpgibmix is
excessive compared to their share of the input mix.

Table 12.2 shows the result of applying this rule to the eoonmtro-
duced in Table 12.1. We have first discarded the silk indiestrgon basic.
Then, observing that the ratio of iron to corn in the outpus &, = 1% but
the ratio of iron to corn in the input of the basic sector wg% = 17 < &,
we scale back the iron industry until the iron/corn ratios equal in both
the input and the output a}t giving the Standard System shown in Table
12.2.

In the Standard System we can express the maximum profiRate
terms of the physical expansion rate of the economy. Rewatlldommodi-
ties occur in the input vector in the same proportions as toeyr in the
output vector. Thus whatever the relative prices of difiér@mmodities
the ratio of the total money value of the collection of inpatanodities to
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the total value of the output will bel + R): the same as the physical expan-
sion rate if all the surplus were re-invested. Note that #lee’ofR = 0.5
obtained in Table 12.2 is not exactly the same maximal rajgafit as we
observed in Figure 12.1. This is because the profit rate inRigare was
expressed in terms of iron as the numeraire. Since thevelatices of com-
modities changes with the rate of profit (see the corn pridéguare 12.1)
no single commodity can act as a reliable numeraire for meagprices
or profit rates. Sraffa showed that the only reliable numenraould be to
use a bundle of basic commodities, mixed in the Standara Ragithe nu-
meraire. This weighting ratio will precisely compensatetfe fluctuations
in relative commodity values that occur as the rate of prdfénges. The
maximal rate of profit when measured in this weighted burslignén the
physical expansion rafe.

Sraffa’s analysis has a number of very interesting implces, but it
also suffers from some weaknesses. An initial conclusiahdther economists
drew, was that Sraffa had shown that the labour theory oevedépoused by
the classical economists was redundant Steedman (19&ifja 8ad been
able to derive all prices and the rate of profit in an econoragnfthe tech-
nology matrix and the wage rate. Although Sraffa discuskeddasibility
of deriving labour values from the technology matrix, higertheory did
not rely on these. Sraffa’s assumption of equal rates oftgrogvery in-
dustry amounted to assuming that labour inputs had no imdkspe: causal
effect on values. But this is just an assumption. One shoeddSraffian
price theory as being conditional on this assumption. It @m® to say-
ing, if we were to assume an equal rate of profit across theosoprwhat
conclusions could we draw?

12.1.1 Non equalization of profit rates

But the equalization of profit rates across industries isgusmplifying hy-
pothesis. It should not be assume that it is a realistic hg®is. Farjoun
and Machover Farjoun and Machover (1983) showed that if copstthis
assumption, prices will tend to follow the predictions of ttlassical labour
theory of value. Empirical studies have shown that whilstffais model
provides very good predictions of actual prices, it is nghdicantly bet-
ter than the classical labour theory of value in this res@aikh (1998).
The fact that profit rates are far from equal across indus@ieckshott and
Cottrell (1998) is probably the reason for the predictiveitgaof the two
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Figure 12.2: Graph of relation between profit rates and acgaomposition
using buildings and structures as the estimate of consagitiat, Cockshott
and Cottrell (2003).

theories. Using capital stock data from the Bureau of Ecaodfiairs for
the USA Cockshott and Cottrell Cockshott and Cottrell (2088&mined
how the profit rate of US industries depended on their orgaarmoposi-
tion. In computing the organic compositions by industry &sanecessary
to aggregate some of the industrial categories in the I/(@$ads the capital
stock figures were not so broken down into such fine categdBiesit was
found that the results indicate, that any tendency towaoditpiate equal-
ization is very weak, and that the effects of the raw laboabti of value
predominated. If one defined the constant capital stockhi®XS using fig-
ures for industry by industry stocks of buildings and stuues, then organic
composition was negatively correlated with profit ratestf@ US. This is
illustrated in Table 12.3.

The consequences of this are indicated in Figure 12.2, véhiotvs three
sets of points:

(1) the observed rate of profit, measuredas
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Table 12.3: Relation between profit rates and organic cormipo®sf United
States industries, using buildings and structures as tiraas of constant
capital.

S C S
Mean C0.310 V9.36 ’ 1.178191
Standard Deviation 0.249 9.57 0.162321
Coefficient of variation 0.802 1.02 0.14

s/candc/v s/candv/c -

(weighted byc) (weighted byc) -
Correlation coefficient -0.306 0.685 -

(2) the rate of profit that would be predicted on the basis stiasng a
constant wage share, where it would be given‘{ﬁywheres’ is the
mean rate of exploitation in the economy,

(3) the rate of profit that would be predicted by volume Ili@dpital or
any other variant of transformed values (ms4c).

It can be seen that the observed rates of profit fall closedodtes that
would be predicted by the “Volume 1” theory. The exceptiofoisa few
industries with unusually high organic compositionsl0. But what are
these industries?

At an organic compition of 23.15, one has the electricitydypitilities
with a rate of profit half way between that predicted by theeriabour
theory of value and that predicted by the price of produdir@ory. Then at
an organic composition of 16.4, one finds the crude petrolandnatural
gas industry, with a rate of profit substantially in excesshaft predicted
by the labour theory of value, and approximating much maosetly to that
predicted by an equalization of the rate of profit. But an stdulike this,
would, on the basis of the Ricardian theory of differentalty be expected
to sell its product above its mean value, and hence reposealeerage
profits. In a similar position we find the oil refining industmth an organic
composition of 9.4. Both oil production and oil refining haimilar rates
of profit, at 31% and 32%. Since the industry is verticallyegrated, this
would indicate that the oil monopolies chose to report teeper profits as
earned pro-rata to capital employed in primary and secgnuoladuction.
In both cases, however, the super profit can be explainedfieyetitial rent.



Input/Output constraints 297

Next one comes to the gas utilities with a rate of profit of 20%@a or-
ganic composition of 10.4. The labour theory of value wowddépredicted
7% and the production price theory 32%. But like the elettyriatilities,
these industries are regulated and the assumptions bwiltha regulatory
system include that the utilities should earn an averageafgbrofit.

The conclusion that one has to draw from this is that the agamof
equal rates of profit by the Sraffian model are a serious augpisication.

12.1.2 Technical change and the rate of profit

Sraffa’s conclusions regarding the determinants of theageelevel of profit
still stand. He shows that profit levels can be seen as dgrikem two types
of cause—overall technical productivity which sets the mmat profit rate
R, and the struggle between labour and capital over the wagevhich sets
the actual average rate of prafitin particular, he has shown that technology
advances can only raise profit rates if they occur within thsidsector.
Only those innovations whose product enters directly oirgady into the
production of every other commaodity, can raise the genext@ of profit.
In his first examples Sraffa treated the real wage consumewoplers as
part of the necessary inputs to the production processe smihe absence
of such consumption they would not survive. He then saysithptactice
wages are made up of a necessary component required to eusural,
and a surplus component over which capital and labour carifeme treats
the necessary component of the real wage as part of the gradlutputs to
all branches of production, then the definition of the basma& becomes
more general. It can now be defined as all those industriesevbotput is
directly or indirectly necessary to reproduce the workiogudation.

From this concept of the basic sector and Standard Systeneady to
see why a technical change which increases the rate of pr@isingle in-
dustry above the industry average will tend to raise thealveate of profit
in the economy as originally argued by Okishio (1961). Okishade the
assumption of a fixed real wage which is equivalent in Sraffa'ms to as-
suming a zero surplus component of the wage, and includmgdécessary
the real wage be included as part of production inputs. Utlgese as-
sumptions Okishio’s rate of profit is equivalent to Sraff@’sSuppose that
a change occurs in a single industry. If the change is to biggiote to the
individual firm it must involve either a reduction of at leaste input for
unchanged output, or must increase outputs with the samsingkither
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of these eventualities will reduce the ratio of inputs regdito produce the
output of the basic sector, and thus increBse

12.1.3 Computers and the productivity paradox

Technology advances in non-basic sectors like bankingntaeufacture
of executive jets, or warship construction will not affebetaverage rate
of profit. This may have relevance to the much discussed tprivdty
paradox’ of computer technolody.The paradox stems from the fact that
economists have had the greatest of difficulty in detectiygsagnificant in-
crease in economic productivity stemming from the use ofaters. The
discussion of the productivity paradox has taken place bypeaists work-
ing within the framework of neo-classical economic theoiis frame-
work, which Sraffa was criticizing in his work, assumes thiatiput is deter-
mined by an exponential production function of the geneyaht

Y =alP KP KS (12.5)

whereY is the money value of outpug,b,c,... are constant; is the
stock of computer capital goods; the stock of non-computer capital goods,
andL is the labour input. This model differs from Sraffa’s in tlias non-
linear and causality operates in the reverse directiontfeSsays that pro-
duction of 1 ton of iroruses u.4 ton of iron and 6 grtr wheat. The neo-
classical model says that if waut in quantitiesK1, Ko, L of inputs, then we
will produceY of output. Perhaps most significantly, the Sraffian model
measures all inputs and outputs in physical terms whereasab-classical
model measures them in money terms. From the Sraffian poinewfthe
measurement of capital in money is a serious flaw since theatiah of
commodities depends upon the distribution of income betwaleour and
capital (Foley (2003)). One can thus not hope to measurertiguptivity
of aggregations of capital goods since the valuation ofglaggregations is
itself a function of the class distribution of income.

From a classical standpoint the notion of productivity nueed in money
terms was ill-defined. The only context in which one couldrekeproductiv-
ity was as the inverse of labour values, an increase in ptaalyovas then
equivalent to a fall in the labour required to make goodstf&eaided to this
concept the idea of the productivity of the basic sector mmemkin terms

1See Brynjolfsson (1993) for a review of this.
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of its own inputs. One could in principle measuiréor different years and
see if it has gone up after the introduction of computer tetdgy. Since
there were many other technical changes at the same timeultdwe hard
to say whether such an increaseRmight have stemmed from computer
technology or from other innovations. Beyond this pointuglo, the con-
cept of the basic sector may provide another reason why ptwdy gains
due to computers are so hard to discover.

Since computers are largely used in non-basic sectordja®raifieory
predicts that they will leav® unchanged.

12.2 FROEMER AND EXPLOITATION

Classical Marxism conceives of exploitation as the extoacbf surplus

labour by an exploiting class from the exploited. By some ma@ism —

which varies from one mode of production to another — the@#ipg class

is able to compel the exploited class to perform more |labwoam ts required
for the maintenance of the latter. The fruits of this surpélmour are avail-
able to the exploiters, to support their consumption an/@ugment their
wealth. Under capitalism, the extraction of surplus labmarceeds via the
exchange of labour- power for wages: the worker receivesgewgual (on

average) to the cost of (re-)production of labour-powetrdmee he has pur-
chased the worker’s labour-power, the capitalist is ablaase the worker
perform more labour than is needed to reproduce the wage.

The underlying precondition for this mode of exploitatiantihe capi-
talist pattern of ownership of the means of production. Tom@pulsion of
the workers to submit to exploitation via the wage systemmst&om their
propertyless status: possessing no means of productiey atle unable to
secure their subsistence outside of the wage-contractheAbther pole, it
is their exclusive possession of society’s means of proedmavhich per-
mits the capitalists to set the terms on which the workergagegss to those
means.

The assumption of classical Marxism is that there existsiet sbrre-
lation between the capitalist/worker distinction and tkpleiter/exploited
distinction: capitalists are exploiters and wage- worla@esexploited. The
petty bourgeoisie — agents who both own means of productidmerk on
their own account — may be harder to classify in terms of sisrfdbour
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accounts, but the situation is clear with regard to the Basasses of capi-
talism.

Against this background, Roemer’s critique involves ukisig the re-
lationship between unequal ownership of the means of ptaywmn the
one hand, and the extraction of surplus labour on the othecowling to
Roemer, the proper object of ethical critique on the partoaiaists is in-
equality in the ownership of productive assets *rather treploitation in
the form of extraction of surplus labour.

This argument is set out clearly in Roemer (1986) — all patgreaces
below are to this piece. The target: A theory of exploitatddnch conceives
“goods as vessels of labour, and calculates labour accéomfseople by
comparing the ’live’ labour they expend in production witie tdead’ labour
they get back in the vessels” (p. 261). The conclusion: “€f¢his, in
general, no reason to be interested in exploitation théloay,is, in tallying
the surplus value accounts of labour performed versus fatmumanded
in goods purchased” (262).

Roemer identifies four possible uses or justifications foheoty of
exploitation as extraction of surplus labour, before afieny to cut the
ground from under each one. We shall concentrate on two skthses:
(a) exploitation of workers might provide an explanatiorpadfits; and (b)
exploitation may be seen as a measure and consequence ofdéying
inequality in the ownership of the means of production.

12.2.1 Does exploitation explain profits?

Granting Morishima’s formal 'Fundamental Marxian Theofgatcording
to which the exploitation of labour is a necessary conditoripositive prof-
its under capitalism, Roemer nonetheless claims that ir@eous to infer
from this theorem that the exploitation of labour servesxplainprofits.

For, as many writers have now observed, every commodityj(rsbt
labour-power) is exploited under capitalism. Oil, for exdey can
be chosen to be the value numeraire, and embodied oil vafuab o
commodities can be calculated. One can prove that profitpasie
tive if and only if oil is exploited, in the sense that the ambaf oil
embodied in producing one unit of ail is less than one unitibfo
so oil gives up into production more than it requires backuslthe
exploitation of labour is not the explanation for profits awdumula-
tion any more than is the exploitation of oil or corn. The mation
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for the privileged choice of labour as the exploitation nuaive must
lie elsewhere... (265-6)

First response: The 'exploitability’ of oil is a consequeraf technol-
ogy (i.e. itis a technological datum that a barrel of oil canextracted at
a total oil-cost of less than one barrel). This is not so ftwola: the 'ex-
ploitability’ of labour depends in part on the consumptiamdle, which
is socially determined. Here is a real economic differendsich gives a
special role to the exploitability of labour in explaininget existence of
profits. By raising the price of labour-power sufficientlyprkers could, in
principle, render themselves 'unexploitable’ — which alvsagon points us
towards the socio- economic factors tpagventhe workers from doing so:
these factors explain the possibility of profit.

Second, consider the whole list of commodities which céiptemight
choose to produce. Some of the items on this list may turrgowen current
technology, to be inherently 'unexploitable’ (e.g. cutthent takes a larger
energy input to produce a given energy ouput from a nucleswifureactor).
This is not a problem: capitalists simply don'’t try to produbtem (there
are no commercial fusion reactors for electricity genergti From this
perspective, the 'exploitability’ of all of the commodisi@ctually produced
in capitalist economies is not axplanationof profits. Rather, the need
for profitability explains why only 'exploitable commods’ get produced.
labour’s special role — in this context — consists in the faat its use is1ot
optional (short of a science-fiction world with robots of tiype described
by Asimov). Labour is not employed because it ‘happens tokpioéable’,
but rather it is the exploitability of (non-optional) labotinat explains the
possibility of profit.

As noted above, classical Marxism involves the assumptiatet| capi-
talists and no workers are exploiters, while all workers modapitalists are
exploited. Roemer calls this the 'Class-Exploitation @sgondence Prin-
ciple’ or CECP. Question: Can it be derived as a formal theadrem basic
and self-evident axioms?

Roemer’s procedure is to employ the methods of modern nesickd
economics to reconstruct Marxism. He starts out from théypate of ratio-
nal self-interested agents who attempt to maximize théitygiven certain
constraints (including their initial 'endowments’ of vaus kinds of assets).
On this view, social classes are not 'basic’ theoreticadoly; rather the task
is to show how rational agents with differing endowmentd ghibose to en-
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ter certain class positions (e.g. to sell their labour-ppwework on their
own account, to hire others). Marxist propositions that lsarsupported in
this way are regarded as definitive, while those that canesblderived are
rejected.

In some of his earlier writings Roemer provided formal psooffthe va-
lidity of the CECP — hence 'confirming’ the classical marxdgntification
of capitalists as exploiters and workers as exploited — uvaigous assump-
tions regarding production functions and preferencesirBiis 1986 article
he criticizes his own past work as reliant on an overly reste account of
agents’ preferences. He then sets up an example (p. 274Héjenhe pat-
tern of preferences leads to a wealth-elastic supply ofuafice. the poor
don’t like to work, but the rich do), and in this context shaat the flow of
surplus labour may end up going the 'wrong way’ (from rich tmp. The
poor man, who is averse to labour and prefers to make a liwngtding
out his meager capital, ends up ’exploiting’ the workaholoth man. Yet
we should still want to say it is the poor man, with the much lgnanitial
endowment of productive assets, who is subject to injustice

But if the exploitation of the rich by the poor is theoretlgghossible —
and hence the Class-Exploitation Correspondence Prenbiiglaks down —
this means that the concept of exploitation in terms of flolsloour time
should be abandoned.

The example which leads Roemer to this conclusion may beenst
ically correct, but it makes no contact with social realijuch more than
just an extended notion of preferences is required to mad&eanet the puta-
tive exploitation of the rich by the poor. Under current amtstances, for a
'poor’ person to make a (meager) living as a lender to theheivould need
to have a capital of perhaps $200,000. But having that muatesnaould
place our pauper in something like the richest 10 per ceriteopopulation!

Roemer himself seems to recognize that there may be a @ahctist
to following through on his theoretical admonition, when ddmits that
we still need some index of the unjust income flows which aftisen an
unjust distribution of stocks: ”"In cases where exploitatdoes render the
correct judgment on the injustice of flows, then perhaps #wgek or rate
of exploitation is useful in assessing the degree of injesin the flow”
(277). Furthermore, such cases are admitted to be prepmdéias an
empirical statement, surplus value accounts mirror inktyua ownership
of the means of production pretty well...”. (Roemer’s candoto be ap-
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plauded: not all writers who have constructed tricky 'caurgxamples’ to
the Labour Theory of Value are so forthcoming on the empistatus of
their constructions.)

It would appear, then, that this critique does not reallyehanich sting.
Moreover, when it comes to formulating socialist objecéiRoemer’s posi-
tion has a serious weakness. As Cottrell and Cockshott ji88ed, 'end-
ing exploitation’ is a clearly-defined goal. On the other ¢haachieving a
just or equal distribution of the means of production’ (Regspreferred
expression) is much less clear. This obviousiyinotmean, in the modern
context, giving every worker his or her per capita share eftttal stock
of means of production. The notion of a ’just distributiontbé means of
production’ is very problematic. Socialists aim for the dayment of the
stock of means of production for the benefit of all working jplecand their
dependents: it is not helpful to conceive of this as a 'disttion’ of stocks
across agents; rather it is a pattern of democraticallyrotiad, socially-
planned, allocation and use. The call for a 'fair’ distributof the means of
production may be applicable to the struggle of landlessq®a against a
landlord class — for the redistribution of land — but it is applicable to the
struggle of wage-workers against a capitalist class.

12.3 MACROECONMIC CONSTRAINTS

Sraffa approached profit from the standpoint of the capadithje economy
to produce a physical surplus. An alternative approactedas the sort of
analysis presented in Chapter 11.1 looks at the way the atiogudenti-
ties imposed by commodity sales, constrain the overall lefverofit. Such
a model for the determination of profits was given by Kaledid34). He
showed that in an abstract capitalist economy with only tleeses, no gov-
ernment and subsistence wages, profits are jointly detedrbg the levels
of capitalist consumption and investment. We give an algelstemonstra-
tion of this in the following section, but the basic argumisndf disarming
simplicity.

In the absence of workers’ savings and taxation the cagiiteliss will
exactly cover its wage bill by selling consumer goods to weosk Since the
only other sales are of investment goods and capitalistsswmer goods,
it follows that profits, as the only other form of revenue, s derived
from these sales. Any money that capitalists spend on contie®dther
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than labour power is a revenue for another capitalist. Svages have been
accounted for it follows that investment and capitalistsianption must in-
stantaneously determine gross profits. Taken collectuegbytalists’ expen-
ditures determine their own revenues. Whilst the existaioeedit allows
for wide fluctuations of investment and capitalist consuorpindependent
of past profits, current profits are absolutely determinedigstment and
capitalist consumption. As collective owners of the meangroduction,
capitalists finance their own appropriation of the surphesipct.

They have the ability to appropriate the entire surplus pebdout this
ability belongs to capitalists as a class. The units of enoo@alculation
are individual enterprises and capitalist households,thek is no reason
to suppose that the quantity of commodities appropriatethésn will co-
incide with the available surplus product. An investigatad the determi-
nants of profit will therefore require some conception of de¢erminants
of capitalists’ expenditure, particularly investment erditure. To do this
you have to make assumptions about the forms of propertyigtezce and
the types of economic calculation accompanying them. Itiqudar this
involves assumptions about the existence of financialtuigins and about
the possibility of substitution between real and fictiti@agpital assets, and
this in turn requires assumptions about the establishni@ate of interest.

Marx argued that a general theory of interest rates was isiipledViarx
(1971). It is only because the conditions of production iseit$ to the rate
of profit that it is possible to have a theory of the long rure ratt profit that
abstracts from specific property forms. Since there is noqudar relation-
ship between interest rates and conditions of production,agsumptions
that we make about the determinants of interest must beacketatthe spe-
cific institutions that determine the interest rates. Inanalysis we assume
that interest rates are determined by the economic cailcotadf bank cap-
ital.

12.3.1 Simple Kaleckian model: Direct Personification & Enterprise,
no Rentiers, no Banks

Our starting point is the simple Kalecki model of realizatiavherein
Profits = Investment + Capitalist Consumption

expressed symbolically:



Macroeconmic constraints 305

P=1+C (12.6)

Two points must be noted. It implicitly assumes only two s&ss work-
ers and capitalists. It is assumed that subsistence waggeresdult in there
being no saving by workers, capitalists are sole ownerseaf #nterprises
and there is no capital market. Secondly, the order of detetion is not
what might initially be thought. Common sense tells us thatitalists
receive a certain sum of profits, part of which they consunte arother
part of which they invest. The level of profits seems to deieenthe level
of capitalist consumption and investment. In fact the regas the case,
investments and capitalist consumption are the deterrnsrarprofits, as
is explained by Kalecki.’s article ‘The Determinants of #is0 in Kalecki
(1971). This means that profits are necessarily equal toeleappropri-
ation of value as elements of constant capital or articlesomisumption
by the owners of capital. Real appropriation determinestgraather than
vice-versa. Profit as a monetary expression of real commaaivements
is ultimately determined by them.

If we were to include the whole national income in our caltioles the
following would apply:

P+W=1+C+W (12.7)

whereW denotes wages aMk. denotes workers’ consumption.

If wages equal workers consumption, 12.7 reduces to 12.6obtain
the net value product we must subtract consumption of cohs#gital, i.e.,
depreciation.

nvp=P+W-A (12.8)

wherenvpis the net value product adldenotes depreciation.
If we assume that there are no unproductive workers theaharcapital
is identical to total wages and the rate of surplus valuevsrgby:
_P-A

§= (12.9)

wheres' is the rate of surplus value, and the net rate of profit will beg

by:
, P-A

P = KW

(12.10)
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where
P’ = net rate of profit
K = stock of constant capital
t = turnover time of variable capital
Since the turnover time of variable capital is very shous, affect is
negligible so that by substituting 12.6 into 12.10 we obthia net rate of
profit as a function of consumption and investment by capttal
p=tea (12.11)
K
Given the skeletal assumptions we have made about promersfin
this model we cannot go on to say anything credible aboutgterchinants
of investment. This requires a more elaborate model.

12.4 DEMOGRAPHIC CONSTRAINTS

The whole debate in Okishio and Roemer is cast within theesdraf a
choice over techniques, and whether any rational choiceabiniques by a
capitalist will result in techniques being chosen that VaWer the rate of
profit. There are other possible ways of approaching thetmgurethough.
Instead one could focus on what the rate of profit tells usellé s some-
thing about the potential rate of expansion of capital sfotksets an upper
limit on the rate of expansion that can be achieved out ofrmatefund-
ing - the rate of capital growth that will be achieved if albfit is rein-
vested. From Sraffa’s notion of the Standard System, tleeafgprofit tells
us something about the rate of material expansion of theyotoe base of
the economy.

The focus of the analysis should be on how this rate of expanaill
change over time if capital actually is reinvested. If wevessthis question
we can then go on to look at the circumstances under whicledapight be
reinvested and also look at the consequences of capitakimgy beinvested.

If we approach the time evolution of the rate of profit from sit@ndpoint
of capital accumulation, then the issue becomes simpléially we will
assume that all measurements are performed either in l&loows, or what
amounts to the same thing in a monetary unit of account wiadssil hour
equivalent does not change from year to year. Let us furtbgurae that
half of all profits are reinvested. Thus a 5% rate of profit vaiply a 2.5%
growth per annum of the capital stock. Let us also assumesatliiat the
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division of value added between wages and profit remainsangsd over
time.

This means that total profit per year will be a constant migtgf to-
tal wages per year. Under these circumstances it is cleatlbaate of
profit will fall over time if rate of growth of wage income isds than the
rate of profit, and the rate of profit will rise if the rate of grh of wage
income is higher than the rate of profit. We then focus on thierdenants
of the rate of growth of wage income - measured in labour hpers&nnum.
The dimensions give it away, since wage income in these teommesponds
to a number of people - the number of people whose direct atideirt
labour supports the employed population. The rate of grafitivage in-
come comes down to the rate of growth of the working poputatigiven
the assumption of a constant rate of surplus value ). Theopppate focus
for analysis of the falling rate of profit is not technolodichoice but his-
torical demography. This is made even clearer if we take ardMarx’s
approach which treats wages and profits in terms of time. tReafi be
measured as a flow of labour value, in which case its dimentsamits are
person hours/annum, which in dimensional terms is justguersince the
hours/annum just give us a scalar. Thus the annual flow oftpvb&n mea-
sured in labour terms corresponds to a certain number ofi@edpe num-
ber of people whose direct and indirect output is mateedlin the goods
purchased out of profits. These people are the surplus wpgdopulation,
the population over and above those who would be requiredatotain the
employed population at its current standard of life.

The capital stock of a nation is, in these terms, a quantipressed in
millions of person years. The rate of profit is then:

. Millions workers whose product is bought by profits
~ Millions of worker years represented by the capital stock

The evolution of is here seen to depend on how rapidly the capital stock
is built up compared to how rapidly the number of surplus woskgrows.
Once the argument is on this terrain one has to ask what detsrtne rate
of growth of the working population. Two factors are clearhportant, the
natural rate of population growth and the fraction of thaltpbpulation that
is employed as wage labourers under capitalist relatiopsaufuction.

Economies undergoing transition from peasant farming patakst in-
dustry typically have a rapid rate of growth of the workingoptation from
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V - make wage
C - make means goods o
of production O Q

O

o S — make luxuries ¢
O mvestmentdgoods

Y V.Y ﬁﬁ@i@
i@ﬁ@i@i@

Total working population

Figure 12.3: The working population can be divided into ¢hgeoups: V,
those whose product is workers’ consumer goods; C, thosseyhrmduct is
replacement means of production; and S, whose productstiaee leixuries
or net additional means of production.

both factors. The birthrate tends to be high and infant nhiortialls dur-
ing the transition from peasant agriculture to capitahsiustrial economy.
This gives a rapid rate of natural population increase. Atdhime time the
fraction of the population employed as wage labourers tisggve a high
compounded rate of growth of the employed population.

In a mature capitalist economy things are different. Altounfant
mortality continues to fall, this is offset by a falling birtate, which in many
advanced capitalist economies falls below replacemesml.lédt the same
time the share of capitalistically employed wage labourhi@ population
tends either to reach a plateau or even to fall. The resultredaively
stagnant or declining capitalistically employed popwlati

If we assume that the rate of growth of the employed populasidixed
then the effect is that the actual rate of profit tends towaoifse multiple
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Figure 12.4: Evolution of the profit rate under constant pajen growth.
The upper line is the profit rate, the lower line the rate ofidafon growth.
. Years are measured along the horizontal axis.

of the rate of growth of the employed population. In Figuredl®e start
out with an initial rate of profit of 33% and have the populatgrowing at
3% a year. Half of all profits are reinvested. The rate of prfitcapital
tends towards 6% as this is the only rate of profit at which éibe of growth
of the capital stock will equal the rate of growth of the paidn. It is the
latter that constrains the rate of growth of value produrctio

If we take a more realistic model as shown in Figure 12.5, e rate
of growth of the population declines with time, then the wftprofit chases
the rate of population growth downwards. If the share of audation out
of profit is a and the rate of population growth gsthen the rate of profit
will tend towardsg/a.

In our examples up to now we have been assuming that real veages
rising over time. This is because we have assumed a conatartfrsurplus
value of 50%. Because technology and productivity can benasd to be
going up, a wage share of 2/3 of the national income will spoad to
a rising real standard of living. Okishio’s paper in 1961umssd that real
wages were constant. This corresponds to a gradually isiageprofit share
in national income. Figure 12.6 models this process. We assame that
technical productivity in the wage goods sector grows at 3féaa, and that
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Figure 12.5: Evolution of the profit rate under conditiongletlining pop-
ulation growth. The rate of profit declines further than ie ttase of Fig-
ure 12.4

real wages remain constant. Under these circumstancesthe share will
fall at 3% a year. Observe that the rate of profit still falls.

Investment in new plant and equipment can be expected tamiwafaro-
duction techniques and reduce the prices of capital gooddetXthese cir-
cumstances the value of the stock of invested capital wpre@ate. This
will tend to slow the growth of the capital stock. At the samnes, it will re-
sult in losses on the capital account to firms whose assetsdepreciated.
If we take these into consideration when calculating prefgdind two op-
posite effects. The depreciation of capital stocks slowsrdie growth of
stocks which tends to mitigate any decline in profit ratesnv@esely, the
losses on the capital account tend to directly reduce profitese conse-
guences follow from equation 12.11 summarizing the Kakecknodel of
profit causality.

The simulation shown in Figure 12.7 shows what happens wiesalw
low productivity to improve both in the wage goods and cdgtads sec-
tors. During years 1-14 and 55-70 there are no improvememsoduc-
tivity, but over years 15 to 44 labour productivity througihehe economy
goes up 5% a year. Real wages are assumed to be held constant.
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Figure 12.6: Evolution of the profit rate under conditiongletlining pop-
ulation growth and constant real wages. The rate of profid&tclines. Top
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Figure 12.7: Evolution of the profit rate under conditiongletlining pop-
ulation growth and technical improvement. From years 155th&re is a
5% improvement in labour productivity. Other years see nprovement.
Top curve, the share of profit in national income. Middle eutle rate of
profit. Bottom curve, the rate of population growth.



312 Chapter 12. Understanding profit Cottrell, Cockshott

In year 15 the rate of profit drops sharply from 13% to 9% beeafithe
higher rate of depreciation brought about by technical gearBut for the
following 15 years the rate of profit rises again to a peak sf gver 16%.
This rise comes about as a result of capital stocks growinge ratmwly
because of depreciation which temporarily lowers the amgyammposition
of capital. The other factor bringing an initial rise in thete of profit is
the rise in the profit share brought about by falling real veagehe rate of
profit subsequently settles into a declining trend becafisieeoslowdown
in population growth.

What one finds in such simulation studies is that the longrtete of

profit ® tends to:
g+m

a
whereg is the rate of growth of the working population amds the rate of
mechanical improvement to labour productity, ands the share of profit
being reinvested. This rate is the only one at which the organic com-
position of capital is stable. If the rate of profit is hight#tren the organic
composition is driven up, if it is lower, then the organic quosition falls.
This has the interesting implication that were an econonhaie a declin-
ing population, which given trends in birth rates is quitaeydible for many
capitalist nations, then the long term profit rate might be z& negative.
To retain a positive profit rate with a declining workfordee trate of labour
productivity must improve faster than the size of the wor&é&ofalls.

R = (12.12)

12.4.1 Monetary illusions

The argument in Section 12.4 is formulated on the assumtianall ac-
counting of profit and loss is done in value terms. In pragtaefecourse,
profits are calculated in terms of money not labour valuese difgument
assumed that the value of monetary in labour terms did natgshaver
time. If the product of a days labour sold for £1 in 1900, il sbld for £1

in 1910, 1920, 1930..., etc, which is obviously false. Oumetthe value of
money has gone down in two senses:

(1) £1 bought less and less labour as the decades progressed.
(2) The price of many, but not all, commodities tended to.rBeead in
Britain is about 15 times as expensive as it was 40 years ago.
We can measure the purchasing power of money in goods thayst, lor
in labour it purchases. In both senses the value of moneyatias f Such
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inflation makes commercappearmore profitable. You have only to hold
assets a while then sell, and you make a profit. Millions ofssawners
know this. Inflation transfers resources from lenders tadwers and can
also hide a falling real rate of profit. Banks do notice that thoney they
are being paid back is worth less than when they lent it. Timapkthe dif-
ference between real and money profits and compensate hyirotpanore
interest.

The same applies to other businesses. Their accountatitgydish be-
tween nominal profits arising from inflation and real profiésit how should
they make the adjustment? Should they measure the valuer@ynmoterms
of commodities or in terms of labour?

Official inflation is measured using cost of living indicesheBe track
the price of a shopping basket of typical consumer purchashs index
tells you what wage increases are required to maintaindistandards. So
the cost of living index is more useful to trades union negjotis than to cap-
italists. What interests the latter are the prices of lalang raw materials.
Adam Smith said that money was the power to command the ladfamih-
ers. The entrepreneur seeks this command over labour. Hes veaigrow
the business’, and this growth comes down either to having mmployees,
or what amounts to the same thing, indirectly employing np@eple via
suppliers and subcontractors. Unless the business grathese terms, his
social position has not improved. From the capitalist spamt, the value
based accounting that we presented above is indeed the ppoepaiate. It
is only when he deflates the monetary profit rate to get theevatafit rate
that the capitalist can measure the growth of his social powkis accu-
mulation of social power is what capital accumulation isnodtely about.
You don'’t get to be a Bill Gates by growing your wealth onlyts tate that
industrial productivity rises.

If a capitalist wants to go up in the world, he should watchJailsie rate
of profit. If he does not want his absolute standard of livinglécline, he
should ensure that his money rate of profit is greater thare pmiflation.

The equation 12.12 showed how, for a representative cegpjtdle growth
of his power comes to be constrained by investmehtgopulation growth
(g9) and technical progressy.

We can transform the attractor of the value rate of prgfiinto an at-
tractor for the monetary rate of profg,, = ® +Iy by adding the rate of
inflation in value terms,. Now, suppose that the cost of living index, mea-
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sured against a representative bundle of commoditiestos what does this
imply for the evolution of the monetary rate of profit?

Iy measures the annual price inflation of a commodity bundléatoing
100 hours of labour. As labour productivity rises, this 1@uhcommod-
ity bundle will get physically bigger at the rate: the rate of mechanical
improvement to labour productity. If we assume zero raterimiepchange
then obviouslyt, = m. In the general casely = m+ p’ wherep' is the con-
ventional rate of price inflation as measured by, for instaacost of living
index. This enables us to deduce that the attractor for theetaoy rate of

profit will be:
g

R :m(1+a)+p’ (12.13)
Let us look at six possible scenarios to get a feel for thesckfiit determi-
nations of the long term value and long term money rates ditprédhe
scenarious are labeled by historical periods that haveaine general fea-
tures. Remember that in what follovss, ®,,, are not the actual rates of
profit, but the limits towards which the rates of profit evolve
R R m g a p
2.75% 10.26% 2.25% 0.5% 100% 8% UK 1970
2.75% 2.26% 2.25% 0.5% 100% 0% UK 1970 allowing for inflation
15% 1.10% 2% 1% 20% -1% UK 1870

6.67% 2.90% 3% -1% 30% 0% Europe 2020

2.86% 2.96% 3% -1% 70% 0% Europe 2020 high acc
15% 10.50% 10% 5% 100% 0% China 2000

The first is period of high inflation and high accumulation atav pop-
ulation growth - for example the UK at the end of the 1960s antyd.970s.
The long run money rate of profg,,, is high, but when this is corrected for
inflation in the next row, we see that the long run money ratprofit is
very close tanthe improvement in mechanical productivity., the attrac-
tor of the value rate of profit is somewhat higher because efytlowth of
the working population.

If we go back a century, we have a faster population growthalmmuch
lower rate of accumulation out of profits, and because of #feationary
effect of the gold standard, slightly declining money psic&he long term
money rate of profit would be mainly determined by the rate effation
and the rate of technical change - it is approximately the céttechnical
change less the rate of price decline. The long term valweafprofit is
considerably higher than the money rate because

DU, WN PR
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e The value rate is not affected by price deflation.

e Under these circumstances of low accumulation the eqiufiior-
ganic composition of capital is also low which keeps up thefipr
rate.

For a comparison with history look at Figure 14.2.

Scenarios 4 and 5 look at a future European economy with andteg!
population. If we assume that the Euro is managed to maiataero rate
of price inflation, and assume a 3% long run growth in laboodpctivity,
then the attractor of the monetary profit rate will also beselto 3 The
attractor of the value rate of profit on the other hand willmawersely with
the rate of investment.

Scenario 6 looks at a rapidly emergent capitalist econokeydhina at
the end of the 20th century. Here the population is still gngast and the
rate of investment is high. The importation of advancednetdgy allows
a much more rapid growth of labour productivity than can deia¢d in
a mature capitalist economy. The limit of the value rate a@ffipis again
higher than that of the money rate because of the growth inlptpn.

What do we learn from these examples?

(1) The long term attractor of the money rate of profit will bainty
determined by the rate of technical progress and the ratdlafion.

(2) The long run attractor of the value rate of profit is morenptex; be-
ing determined by technical progress, population growti, iavest-
ment rates. For a positive long run rate of profit, the rateechnical
progress must exceed any decline in the population.

Whilst the money rate of profit is the easier for a firm to cadee|] it's
value rate of profit gives a better social measure of how theirdoing.

12.5 KALECKIAN CONSTRAINTS ON PROFITS

The demographic arguments in section 12.4 implicitly asstuti employ-
ment which is, of course, unrealistic. We will now consideteav model
in which we take into account how employment may fluctuate expain
accumulation taking into account the rate of interest. \\Wdlsh

(1) consider enterprises as abstract juridical persoesiliither than in-
dividual capitalists;
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(2) assume that the entire capitalist class have becomiengninaking
capitalist consumption rentiers’ consumption;

(3) assume the existence of credit money with banks progitlie main
financial intermediary, between rentiers and enterpriagsallowing
for a marginal market in direct loans from rentiers to entegs.

Such a set of property forms has never existed in pure formgdoue-
sponds to the hypothetical presuppositions for the coramletninance of
finance capital in the specific form of bank capital, but wittiine merger of
bank with industrial capital Steindl (1952). Using this nebdie can explain
some of the weaknesses of the Okishio approach.

In the previous model the sole forms of revenue were wagegpiaiits.
Interest now appears as an additional category, so that @adivided into
interest and profit of enterprise Marx (1971).

For profit of enterprise we thus obtain:

E=P-R-A (12.14)

where

E = profit of enterprise

R = total interest

Now the level of total interest payments is a function of taterof in-
terest ) and the outstanding debts of enterpriBg $ince we assume enter-
prises to be the only net debtors in the system. It follows tha

R=D.r (12.15)

Similarly we may divide the total capital of the enterpriset two
parts, one of which belongs to the enterprise, and the otla¢chimg the
enterprise’s outstanding debts to the banks.

K=D+H (12.16)

where

H = enterprise capital

On the basis of the original model we can now give the deteantsof
profit of enterprise.

E=14+C—-Dr—A (12.17)
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If rentiers consumption is given I8y, any income that they get in excess
of this must be their savings, or accumulation of money eap@n the other
hand, since enterprises are pure juridical personalhtieghave no personal
consumption. Any excess of profit over interest paymentstitones their
internal accumulation. This may either take the form of tbguasition of
new elements of constant capital (again assuming variapeat to be in-
significant in stock terms) or as money capital. Given ouuaggion that
there is no market in loan capital other than through the ioan&ystem,
this means that individual enterprises must divide itsrimdeaccumulation
between purchases of elements of constant capital and ¢chenatation of
bank deposits. Purchases of elements of constant camtéi@active fac-
tor, accumulation of deposits the residual. If investmedeeds profits,
then the enterprise has a negative accumulation of monetatagither it
runs down its deposits or it borrows from the bank. Convgragbositive
accumulation of money capital may involve either an absotige in its
deposits with the banks or a fall in its outstanding debt.

The two portions of total accumulation are defined as foltows

Ac=E (12.18)
A =D —-C (12.19)
ActAr =1—A (12.20)

whereAe denotes the accumulation of enterprise capital andenotes
the accumulation of rentier capital.

We will assume that the consumption of rentiers is deterchbmath by
their income and their money stocks. They are buffered fitognrhmediate
effects of fluctuations in their income by their holdings asmey capital. In
this they are different from workers whose consumption isally related
to their current wages. We can treat rentiers’ consumpisdresng made of
two components:

C=xD+yDr (12.21)

wherex andy are constants of value less than 1.
Substituting into 12.17 and 12.18 we can see that
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Ac=E=1—-A+D[x+r(y—1)] (12.22)

This shows that accumulation of enterprise capital is aedestng func-
tion of the rate of interest and an increasing function ofdbefficients of
rentiers’ consumption. The higher is rentiers’ accumaolathe lower is en-
terprise’s own accumulation. Here we see an instance ofdhtadiction
between industrial and rentier interests. It is also cleat if the rate of in-
terest falls sufficiently low (belovyf—y in our example), then it will not cover
rentiers’ expenditure on consumption, and will lead to aatieg level of
accumulation by rentiers. Low interest rates accelera@tcumulation of
enterprise capital whilst undermining the position of taetrers. Okishio’s
argument was that capitalists will not carry out investrsentew produc-
tion technologies if the result of these would reduce theayeprofit rate in
the whole economy. On the other hand we have argued in sei2idrthat
net accumulation greater than the rate of growth of the vimgrkiopulation
will tend to reduce profit rates in the long run.

One conclusion from this might be that our scenarios showRign
ures 12.5 or 12.6 will never occur. There will never be anyuanalation
faster than the rate of population growth. It is possible the micro-
economics sets limits to the maximal rate of accumulatianrtiacro-economy
can exhibit. Another possibility is that some of Okishio’®m-assumptions
are invalid and should be dropped. In the end, as with alhsifiehypothe-
ses, the criterion has to be their ability to predict whatially happens.

12.6 HSTORICAL TREND DATA

There is evidence that over periods of decades in individoahomies the
rate of accumulation has exceeded the rate of populatiomtgrand that as
a consequence the organic composition of capital has riseimedison et al.
(1995), Edvinsson (2003, 2005). As Table 12.4 shows, duhagost-war
boom a sustained period of rapid accumulation drove thenccgammposi-
tion up and the rate of profit down. The fall in the rate of prafis greater
than what could be accounted for just by the change in thenargamposi-
tion. Other factors, such as rising real wages and a risesiptbportion of
unproductive workers in the workforce over were also fexctalding down
profits.
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Table 12.4: Development of organic composittn, rate of profits/(c+v)
and share of profit being accumulatedn the UK 1948 to 1972. Sources
described in Michaelson et al. (1995).

Year c/v s/(c+V) a

1948 4.57 3.75 0.34
1950 4.58 3.61 0.68
1952 4.98 5.61 0.36
1954 4.96 495 047
1956 5.15 4.02 0.72
1958 5.68 3.72 0.83
1960 5.59 4.73 0.72
1962 5.98 3.53 0.94
1964 6.37 4.16 0.89
1966 6.57 250 141
1968 7.39 279 1.29
1970 7.85 1.25 2.62
1972 8.35 1.09 1.97

Table 12.5: Rising organic composition of Capital, Swediaka. Figures
for Manufacturing and Mining. Source Edvinson 2003, tabte 7

1871-1900 average 1971-2000 average %change

< 184% 305% 66
S 54% 33% -40
< 34% 21% -38

= 19% 7% -61

Edvinsson shows data for Sweden indicating that over a pgad pe-
riod there had been a significant rise in the organic comipostf capital
and a fall in the rate of profit. Duménil (2002) show that theras a pro-
longed decline in profit rates in the USA in the postwar peaodlogous to
that observed in the UK (see Figure 12.8).
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Broad profit rate: Six sectors (priall)
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Figure 12.8: Evolution of the profit rate in the USA after Demil’and Lévy.

Since this should not occur on the basis of the microecon@rga-
ments put forward by Okishio, this predisposes us to beliegtthere must
be some premises in his argument that are not an accurateticaflef the
way capitalist economies actually work. A possible weakmneshe Okishio
theory comes from the assumption of an equalized rate ot pfdfis rate of
profit is used as a benchmark against which possible impremésnn pro-
ductivity are measured. We have argued that this assumigtiomrealistic.
Actual profit rates show a wide dispersidmjider than the dispersion in the
rate of surplus value for instance. The general rate of peofibt a given or
datum for an individual firm. A firm knows what its rate of prdést year
was, and it knows what the interest rate is but the genemlbfgbrofit is of
interest only to economic statisticians. The process bylwbkguilibration
of profit rates is supposed to come about was originally iedoly classi-
cal economists in the context of comparing things like wiregumation and
forestry which had multiple year turnover times, with conowing which
had an annual turnover period. The argument was that camwtat only be

2See Table 12.3.
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invested in low turnover activities if it yielded the saméura as in normal
agriculture. Whilst this argument may have some plausybihen applied
to activities agriculture and the production of vintage &vinhere the rate
of technical change is low, and decades or centuries caridveeal for the
establishment of relative prices it is less clear that it lsannvoked where
there is rapid technical change. In this case the time takestablish equi-
librium could be much longer than the lifespan of the tecbggl This is
especially true in some industries with a very high capgahtur ratio, ones
which are particularly relevant to the question at hand. Stter the Victo-
rian railways. Here was an entirely new technology reqgihnge capital
investment. The lifetime of the capital in the form of bridgambankments
and stations would be a century or more. The railway boomdteskin
over capacity, which, by the early 20th century resulted pmacess of line
closures. But before the capital invested in railways calddreciate to a
level at which the return of railway capital reached equilin levels, the
whole technology was superseded by road transport. Theokeduilib-
rium that is required for the Okishio theorem can be so longpming that
the industry has died before it is relevant.

One can distinguish three possible rates that might act\estiment
benchmarks:

(1) the statistical average rate of profit;
(2) the average rate of return on equities; or
(3) the rate of interest available from the banks.

We have ruled out item 1, what about the rate of return on it

The rate of return on equities is much more accessible as siaize
there are well developed stock markets that make this daitable. This
makes it a more plausible investment benchmark.

Suppose we have a static working population, and a rate ofrr@n
equities equal to the general rate of profit. By the Okishemntlem, any net
investment in fixed capital which would raise the organic position of
capital would give the investing firm a lower return on calditan allowed
by the equity market. Firms will thus tend to select only ta@aving tech-
nical innovations. This implies that firms, taken as a whaleneed no net
infusion of capital, so that there should be zero net issuewfequities. If
the rentier class as a whole decides to make no net savingthaeituation
is stable. But this is unlikely. If the rentiers attempt tc@aulate capital
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by investing in shares, the net effect will be to bid up the@of equities,
given that no new equities are being issued.

The effect of this is to depress the rate of return on equifidss will
affect the discount rate used in assessing investmentgisoj@reviously
unprofitable ones will seem profitable. New equities will sgued and the
proceeds invested. Given that the population is statis, @hil raise the
organic composition of capital and depress the real rateafitp

The weakness in Okishio’s argument stems from a fundaménlialg
of the entire price of production school of Marxian econdsiishey iden-
tify the formation of a general rate of return on equitieshvilie formation
of a uniform rate of profit on real invested capitallhe tendency towards
the formation of a uniform rate of profit on equities will be ahustronger
than the tendency towards a uniform rate of profit on capitalks. Stocks
of capital goods held by companies originated as manufdtcommodi-
ties with a price and a corresponding account book-valuas Bdok value
may be written down due to depreciation, or written up duenftaiion,
but at heart their valuation remains grounded in commoditges. In con-
trast the stock market valuation of a company represengsdigcounted
present value of its anticipated future earnings. If the gany owns read-
ily saleable capital assets, these can set a lower bound ahatre price.
Below this price takeovers by asset strippers become lilghgn allowing
for this constraint, share prices have great flexibility eegpond rapidly to
changes in reported profits. These fast changes in the nbwailiation of
companies can create an illusion that the rate of profit iieidht industries
is narrowly clustered around an average profit rate.

It is more realistic to assume that it is the interest ratéfihas use as a
criterion of the viability of investment.

We suggest that average rate of interest for industrialovears is a
function of the reserve ratio of the banks, such that

m
Q

wherem denotes the cash reserves of banks Qmiknotes total bank de-
posits.

r=f(=) f(=)<0 (12.23)

3This failing is not restricted to explicit Marxians. Sratiad his followers share this
assumption as do critics of Marx such as SamuelsonSamug@lSa@B).
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[
m =reserves Q =deposits

Withdrawals= w

Figure 12.9: The functiom(w) shows the probability of withdrawals ex-
ceedingw. This reproduces Figure 11.5 in stylized form.

As discussed in Chapter 11.1, the possibility of profitakd@king is
based upon the fact that banks face a probability functiomég with-
drawals in any small time period of the forw) as shown in Figures 11.5
and 12.9. These show that the probability of a large net wailel in any
given time period is smaller than the probability of a small withdrawal.
This enables banks to keep reserves that make up only aofaatitotal
deposits, since the probability of withdrawals exceediegerves, though
finite, is small. In the event of withdrawals temporarily egding reserves,
the bank will be forced to borrow from other banks to meet bBgations
to them (the most significant portion of a bank’s liabilitisglways to other
banks where credit money predominates). If forced to botmmeet obli-
gations it has to pay interest on the sum borrowed. This esald to calcu-
late the probable cost to a bank of such a ldan,

m
li+r | g(w)wdw (12.24)
M
We know thatqg is a decreasing function @, so it follows that the cost
of making a loan will be a decreasing function of cash resemebut an
increasing function of, the rate payable to other banks for short term loans.
Since the bank has to make a profit on its loan, the rate ofastércharges
must be sufficient to cover the cost of the loan. So tehds to zero we get
the following inequality:
r' >i+rq(m) (12.25)
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wherer’ denotes rate of interest charged to industrial borrowessate of
interest paid on deposits, ands rate of interest paid on short term loans
from other banks.

If we assume that is fixed by inter-bank competition and that there
is a going rate of interest charged on inter-bank loans, thitiows that
the rate of interest charged to borrowers will be a decrgaiinction of
bank reserves for each individual bank. This still leavesglobal values
of i andr undefined. Where a central bank exists it can be assumed that i
will fix the rater thereby exercising a control ovet Otherwise we could
treatr as a linear function of’, with the premiunt’ —r determined by the
relative probabilities of banks and commercial borrowefadlting (where
' is the market rate for commercial borrowers). We can asshaté will
be related ta’ in some lagged fashion, since if the difference between the
two rates became too high, rentiers could by-pass banksoyng directly
to industrial borrowers.

It follows from the above that a fall in reserve ratios wilatefirst to a
rise in the profits of banks as a wider gap develops betwees cdiarged
to industrial borrowers and paid to depositors, followedityeneral rise in
interest rates as rates paid to depositors are adjusteddgpwa

There is some empirical evidence for this sort of relatigm&etween
bank reserve ratios and the rate of interest. The evidempeetisularly com-
pelling for the earlier periods in the USA before active m@ntion by the
Federal Reserve became a major factor determining theCaigasn (1969).

12.7 DOMINANCE OF THE FINANCIAL SECTOR

Why does the financial sector come to be so dominant in maap#atist
economies like Britain?

What causes it to replace manufacturing as the bedrock efdibveomy?

The supposed role of the financial sector is to fund investm&av-
ings are meant to be channelled through the banks, investnusts and
the stock market into firms that want to carry out investmantew capi-
tal stock. This process obviously does occur, but it is by mans obvious
why, in the face of continuing improvements in informationgessing tech-
nology, the sector which carries out this channeling of &isddould, over
time, absorb a larger and larger portion of national resesjrand appear to
contribute an increasing share of national income.
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Figure 12.10: Flows into and out of the financial sector.

Channelling funds is manipulation of information. The ‘tleare records
kept by the banking system and their channelling is a seguehitansfers
between records. The records have long ago moved from papentputer
databases. The power of computers has improved by leapoand$ One
would have thought that the labour required to manage thatesy would
have declined. The mechanisation of agriculture elimuhdte peasantry,
but computers have not laid waste to the City of London. Why?

The key to this paradox is to realise that despite the modegon of a
financial services ‘industry’ that offers financial ‘prodsid¢o customers, the
financial sector is not a productive industry in the normaisge It's struc-
tural position in capitalistic information flows ensures @ontinued com-
mand over resources despite changes in technology thatdvamdimate
any other industry.

Consider Figure 12.10, it shows in summary form the flows néiuinto
and out of the financial sector. Savings by individual cdisits, by firms,
and also from the pension schemes of employees enter trarsysSunding
flows out to firms carrying out capital investment, and algodslly to the
state to fund the public debt. However money also flows outassc the
income of the financial sector itself. This comprises wadés employees,
the bonuses it pays, the distributed dividends of financiadganies, and the
costs of buildings and equipment that the sector uses. Lég¢miste savings
by o, bonuses and costs [fyand funding of investment by.

The residual, which we will denote byis made up by the change in
the money balances of the finacial sector itsélf= 0 — 3 — ¢@. We need
to explain whyf3, the costs/income of the financial sector rise as a share of
national income over time.

We have argued (section 12.6) that the real rate of returmapitad tends
to decline over the course of capitalist development. Ifrtte of interest
foes not fall at a corresponding rate then the level of valgntundraising
by firms will decline, since a diminishing portion of firms Wie making
enough profits to cover the rate of interest. However thel lef/eavings
will not necessarilly decline at a corresponding rate.
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The level of employees pension scheme savings changasesiatowly
- though recently British firms have been trying to reducs¢hé&Ve showed
in Chapter 9 that the distribution of income in capitalististies will be
highly uneven. A large proportion of income goes to a smait pathe
population. People with very high incomes tend to save mbit & de-
cline in the rate of profit on capital will not alter this. Itgumeans that the
book value of the assets of those on very high incomes risessaéings
going into the financial system will not decline. The slack b® taken up
in three ways:

(1) A build up in the reserves of the financial sectim our equation.
(2) Anincrease in borrowing by the state.
(3) Arise in the income/costs of the financial sector itself.

We can view these as short, medium and long term consequeides
immediate consequence of a fall@relativeo, will be that the reserves of
financial institutions rise. If a single bank gets more dépdbkan it makes
loans, then its cash reserves rise. But all financial irtgtits will have a
target for the proportion of their assests that they wishetepkas cash. This
target will vary over time and in response to conditions andtock market.
But their immediate response to a rise is to attempt to shghanto other
assets.

A fall in investment by non-financial companies, does oftead| to a
rise in state borrowing. During recessions, the state gelsss tax whilst
expenditure on social security climbs. More state bondsinecavailable
as assets, this allows financial sector to limit the growtitsafash balances.
But in the longer term there are political pressures to lgoiernment bud-
get deficits. The position of the dollar as an internatioeakrve currency
has allowed the US goverment great leeway in the accumalafipublic
debt, but the EU Stability Pact imposes much more stringestston Euro-
pean states.

Although over the longer term, the growth of public debt hasrbcon-
strained, financial institutions can still balance theirtfmios by bidding
up the prices of assets. Share prices and land prices véllumsil the fi-
nancial sector reaches its desired cash reserve ratioougthreal capital
investment may be sluggish, this is hidden from savers. Beeythe book
price of their holdings in investment trusts etc, rise.

But there remains a conceptual problem here. A rise in thecgagde
book price of shareholdings is a stock phenomenon measur@dbiilion,
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but the variablegp and o denotes flows : £ per year. One can not redress
an imbalance between the flows of savings and investment byarge in
stock prices. There has to be a corresponding outflow of fuBttssure is
provided by the charging practices of the investment trugtese typically
charge a management fee rated a fixed proportion of the desgtsnanage

- for example 0.5% per year. As average asset prices rise gwdnanage-
ment fees. The income/costs of the financial sector thea tosensure that
Br=o—q.

There is an inbuilt tendancy for the costs of administratmmabsorb
uninvested surplus value.

In a young capitalist economy, like contemporary China, fthencial
sector exists to transfer funds into real capital investméallows hundreds
of millions of workers to be employed in the construction apital assets
whilst recording the claims on those assets held by indalidapitalists.
In an old capitalist country like Britain, the financial secabandons its old
role of ‘intermediation’ and increasingly becomes a consuaf the surplus
product.

The vast bureacracy of financial sector administers eveerdtant
claims on real assets. As the share of the population catistguthese
assets fell, the costs of administration rose. Betweenrgéaas, millions
of people shifted from making real capital goods to admamisg claims.
Whilst the steelworks of Motherwell and Redcar yielded te Wrecker’s
crane, the glass towers of the City and Canary Warf rose. i$ e secret
behind our famous shift from a productive to a service econom

Burgeoning bonuses made City financial analysts the secmiebdt
paid group of employees (after CEOs). Thereragesalaries in 2005 were
£80,000 a year. Such largesse generated in its wake newnsetaases
- nannies, cleaners, restaurant workers. Openings greweviery trade
that caters to luxury: lifestyle consultants, designecsné decorators etc.
House prices escalate. Television became obssesed witie moakeover
shows and guides to property speculation.

This vast cost was unproductive. Although it grew at the vaoynt
when its original social function atrophied, this was notiobs. Its bonuses
were a form of self affirmation. They seemed a testament tdymtivity.
In reality they were an inadvertent side effect of econonoieditions way
beyond the control of their recipients.
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CHAPTER13

HAYEK ON INFORMATION AND KNOWLEDGE
Cottrell, Cockshott

The fact that the present authors have, on balance, a posigw of the
economic work of Karl Marx, will not have escaped the readdthough
this book, with its grounding in the physical and informatisciences is
not a work of orthodox Marxism, its presentation of econoissues is cer-
tainly influenced by Marx and the school of economics thabe$ him.
Examination of the economics of information is, howeveryenassociated
with a very different school of economics: that of Hayek.edrich August
von Hayek (1899-1992) was an Austrian economist and pallipbiloso-
pher, noted for his defense of liberal democracy and freek@t@apitalism
against socialist and collectivist thought in the mid-26émtury. Hayek’s
ideas acquired a practical relevance from their politicion, first by
the Thatcher government in Britain in the 1980s and later dst{Soviet
governments in Russia and Eastern Europe. We considerdimaate fun-
damental errors in his analysis of economic informatiorgrsrwhich when
they became the basis for practical policy, had catastoogifiects on eco-
nomic co-ordination and performance.

Prices, according to Hayek, provide the telecoms systerheg&ton-
omy, a means by which knowledge is diffused and disseminated

Whereas the present authors strongly believe in the ajlityeof the
methods of natural science to the study of social phenonttagek (1955)
was concerned to distinguish radically between the two diesnaf inves-
tigation. In the natural sciences, advances involve reeagmnthat things
are not what they seem. Science dissolves the immediatgocage of sub-
jective experience and replaces them with underlyingnafiedden, causes.

329
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The study of society on the other hand has to take as its rawriaithe
ideas and beliefs of people in society. The facts studiedbiakscience

differ from the facts of the physical sciences in being bisl@ opin-

ions held by particular people, beliefs which as such aredata,

irrespective of whether they are true or false, and whichremeer,

we cannot directly observe in the minds of people but whictcare
recognize from what they say or do merely because we haveloess
a mind similar to theirs. (Hayek, 1955, p. 28)

He argues that there is an irreducible subjective elemetiitesubject
mater of the social sciences which was absent in the physieatces.

[M]ost of the objects of social or human action are not “obyec
facts” in the special narrow sense in which the term is uselddrsci-
ences and contrasted to “opinions”, and they cannot at alefieed
in physical terms. So far as human actions are concernetjsthie
what the acting people think they are. (Hayek, 1955, pp. 2y-2

His paradigm for the social or moral sciences is that soaetgt be
understood in terms of men’s conscious reflected actiohgjig assumed
that people are constantly consciously choosing betwd@sreht possible
courses of action. Any collective phenomena must thus beeseed of as
the unintended outcome of the decisions of individual canscactors.

This imposes a fundamental dichotomy between the studytafeaand
of society, since in dealing with natural phenomena it maydasonable to
suppose that the individual scientist can know all the @ai¢wnformation,
while in the social context this condition cannot possildynbet.

We believe that Hayek’s objection is fundamentally mispthc Even
Laplace, who is famously cited as an advocate of determiaigued that
although the universe was in principle predictable to thalkst detail, this
was in practice impossible because of limited knowledgethatthus sci-
ence had to have recourse to probability theory. CertainlgesBoltzmann
it has been understood how collective phenomena arise ageémaded’ or
emergent outcomes of a mass of uncoordinated processeswa@dkiin
Chapter 6 shows how the law of value arises in a similar way. vieudid
not have to model consciousness on the part of the econonticsdo get
this result.
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In Hayek’s view, there were two knowledge forms: scientifiowledge
(understood as knowledge of general laws) versus “unargdnknowl-
edge” or “knowledge of the particular circumstances of tiamel place”.
The former, he says, may be susceptible of centralizatiaravibody of
suitably chosen experts” (Hayek (1945), p. 521) but thetast a different
matter.

[P]ractically every individual has some advantage oveexglin that
he possesses unique information of which beneficial use tntigh
made, but of which use can be made only if the decisions déepgnd
on it are left to him or are made with his active cooperatidtayek
(1945), pp. 521-22)

Hayek is thinking here of “knowledge of people, of local ciiwhs,
and special circumstances” (Hayek (1945), p. 522), e.gtheffact that
a certain machine is not fully employed, or of a skill that icbhe better
utilized. He also cites the sort of specific, localized krnedge relied upon
by shippers and arbitrageurs. He claims that this sort ohkeage is often
seriously undervalued by those who consider general sieknowledge
as paradigmatic. But this leaves out of account whole lajé&nowledge
that is crucial for economic activity, namely knowledge pgsific tech-
nologies, knowledge captured in designs, knowledge cegtiarsoftwaré.
Such knowledge is not reducible to general scientific lavis(@enerally a
non-trivial problem to move from a relevant scientific thetw a workable
industrial innovation), but neither is it so time- or plaggecific that it is
non-communicable. The licensing and transfer of technetom a capi-
talist context shows this quite clearly. It also misses bt tendency of
capitalist society to capture ever human knowledge in divjeéorm:

once a worker’s knowledge is captured as structural capital can
then do away with the worker. In industrial capitalism therkev's

surplus labor was expropriated, but you had to retain thekevoas
long as you wanted to make use of his labor. The worker stitiexiv
his labor power, and sold it for his wages. But in the new eoono
knowledge is both labor and the means of production, bothhahv
are expropriated and turned into structural capital foetk@usive use

LIt would be anachronistic to accuse Hayek of not seeing kedgé in software, but
in his day knowledge already existed in the control progrionautomatic machines, for
instance piano-la rolls.
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of the corporation. Thus, intellectual capital can be tptalienated
from the worker. Not only is the value of the labor stolen, the
labor itself. Harris (1996)

Hayek’s notion of knowledge existing solely ‘in the mindas obstacle
to understanding. It is by now all but universal practice fions to keep
records of their inputs and outputs in the form of some sortarhputer
spreadsheet. These computer files form an image of the finmg-+output
characteristics, an image which is readily transferdble.

Further, even the sort of ‘particular’ knowledge which Hiaykought
too localized to be susceptible to centralization is nowiraly centralized.
Take his example of the information possessed by shippershel 1970s
American Airlines achieved the position of the world’s lesg airline, to a
great extent on the strength of their development of the SABStem of
computerized booking of flights Gibbs (1994). Since then waeehcome
to take it for granted that either we will be able to tap inte thternet to
determine where and when there are flights available frotrajusut any A
to any B across the world. Hayek’s appeal to localized kndggein this
sort of context may have been appropriate at the time of nvgitbut it is
now clearly outdated.

13.1 INADEQUACY OF THE PRICE FORM

Prices, according to Hayek, provide the telecoms systerheoetonomy.
But how adequate is this telecoms system and how much int@mmean it
really transmit?

While insisting that very specific, localized knowledge ssential to
economic decision making, Hayek clearly recognizes thatthan on the
spot” needs to know more than just his immediate circumssbefore he
can act effectively. Hence there arises the problem of “camoating to
him such further information as he needs to fit his decisiatsthe whole
pattern of changes of the larger economic system” (Haye#51p. 525)
How much does he need to know? Fortuitously, only that wrsdonveyed
by prices. Hayek constructs an example to illustrate histpoi

2Admittedly, such an image does not of itself provide any iinfation on how, for
instance, a particularly favorable set of input—outpuatiehs can bachievedonly that it
is possible
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Assume that somewhere in the world a new opportunity for ge u
of some raw material, say tin, has arisen, or that one of theces of
supply of tin has been eliminated. It does not matter for awppse
and it is very significant that it does not matter which of théso
causes has made tin more scarce. All that the users of tinto&adw

is that some of the tin they used to consume is how more prbfitab
employed elsewhere, and that in consequence they mustracno
tin. There is no need for the great majority of them even tonkno
where the more urgent need has arisen, or in favor of what ates
they ought to husband the supply. (Hayek, 1945, p. 526)

Despite the absence of any such overview, the effects ofisierdance
in the tin market will ramify throughout the economy just geme.

The whole acts as one market, not because any of its membeey su
the whole field, but because their limited individual fieldsvision
sufficiently overlap so that through many intermediaries ridevant
information is communicated to allibfd.)

Therefore the significant thing about the price system is ‘@honomy
of knowledge with which it operates” (Hayek, 1945, pp. 526+ drives
his point home thus:

It is more than a metaphor to describe the price system asdadkin
machinery for registering change, or a system of teleconications
which enables individual producers to watch merely the moaet of
a few pointers, as an engineer might watch the hands of a fa\w, di
in order to adjust their activities to changes of which thegymever
know more than is reflected in the price movements. (Haye#5.19
p. 527)

He admits that the adjustments produced via the price syatenmot
perfect in the sense of general equilibrium theory, but greynonetheless
a “marvel” of economical coordinationibfd.)

Hayek’s example of the tin market bears careful examinafl@vo pre-
liminary points should be made.

First, the market system does manage to achieve a reasareiee
of coordination of economic activities. The “anarchy of tharket” is far
from total chaos. In the end, through the fluctuation of witee law of
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value acts. Fluctuations of prices about values do fundboregulate the
allocation of labour between branches of production.

Second, even in a planned economy there will always be sarypbd
disappointment of expectations, for projects that lookexhpsing ex ante
to turn out to be failures and so on. Failures of coordinagi@not confined
to market systems.

That said, it is nonetheless clear that Hayek grossly catashis case.
In order to make rational decisions relating to changingsousage of tin,
one has to know whether a rise in price is likely to be permboetmansient,
and that requires knowinghythe price has risen. The current price signal
is never enough in itself. Has tin become more expensiveaeaniy, due,
say, to a strike by the tin miners? Or are we approaching thauestion of
readily available reserves? Actions that are rational éndhe case will be
quite inappropriate in the other.

Pricesin themselveprovide adequate knowledge for rational calcula-
tion only if they are at their long-run equilibrium levelgtiof course for
Hayek they never are. On this point it is useful to refer baddayek’s own
theory of the trade cycfein which the ‘misinformation’ conveyed by dise-
quilibrium prices can cause very substantial macro-ecandmtortions. In
Hayek’s cycle theory, the disequilibrium price that can dohsdamage is
the rate of interest, but clearly the same sort of argumepliegat the mi-
cro level too. Decentralized profit-maximizing responsesirisustainable
prices for tin or RAM chips are equally capable of generatmginvestment
and subsequent chaos.

At minimum, prices may be said to carry information regagdthe
terms on which various commodities may currently be exchdngia the
mediation of money (so long as markets markets clear, wikicloi always
the case). It does not follow, however, that a knowledge es¢hexchange
ratios enable agents to calculate the profitability, lehalthe social use-
fulness, of producing various commodities. A commodity barproduced
at profit if its price exceeds the sum of the prices of the iapatuired to
produce it, using the production method which yields thetlsach sum,
but the use of current prices in this calculation is legitienanly in a static
context: either prices are unchanging or production arglts#te zero time.
Hayek, of course, stresses constant change as the rule,istaelly in a
position to entertain this sort of assumption. Whether potion of com-

3Hayek (1935); see also Lawlor and Horn (1992) and Cottr&94)
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modity X will in fact prove profitable or not depends on future priceswell
as current prices. And whether productiorxafurrently appears profitable
depends on current expectations of future prices.

If we start from the assumption that prices will almost caltanot re-
main unchanged in future, how are agents supposed to formetkgecta-
tions?

One possibility is that they are able to gather sufficiergvaht infor-
mation to make a definite forecast of the changes that arly likeoccur.
This clearly requires that they know much more than justemnirprices.
They must know the process whereby prices are formed, andffrecasts
of the evolution of the various factors (at any rate, the momgortant of
them) that bear upon price determination. Hayek’s inforomatl minimal-
ism is then substantially breached. A second possibilityhéd described
by Keynes (1936), (esp. chapter 12): agents are so much ohatixeon the
future that, although they are sure that some (unspecifieah)ge will oc-
cur, they fall back upon the convention of assuming that twaves prices
will equal today’s. This enables them to form a conventicasgessment
of the profitability of producing various commodities, ugiourrent price
information alone; but the cost of this approach (from tremdpoint of a
defender of the efficiency of the market) is the recognitibat those ex
ante assessments will be regularly and perhaps subskamirahg.

Prices do convey objective information about the sociato$ pro-
duction, through the noise of their fluctuations the sigrfatalue shines
through. Because of this they may well function as a regulat@roduc-
tion. Divergences of prices above or below values couldes¢épvattract
or repel labour resources into and from branches of prooloctit is one
thing to recognize that this is possible, another to assgessiportance in
regulating the economy. Posted prices are not the onlydeissystem the
economy has. Actual orders for commodities are anothemd=get prices
and then get orders which are specified in quantities. If &nbss manager
paid attention only to the prices she sold things at and gphdihe quan-
tities being ordered, the firm would not survive long. Aprione can not
say whether the price system or the quantity system is mgrefisiant in
regulating the economy.

One has to know how flexible firms actually are in adjustingrtheces
in response to sales and then to compare this with how ofiey dldjust
their actions in response to changes in orders. Considgrarsarket, how
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many price adjustments does it make in a day compared to timderuof
new quantitative orders it places with its warehouse?

Or consider a TV factory: how often does the factory respanartiers
with a change in price as compared to how often it respondgfusting
the current level of production?

Consider a design engineer deciding what components tous&éew
Set Top Box for digital TV. Should the engineer base theirichcolely
on component price, or should they take into account infélonasuch as
availability, what stocks held by suppliers, the existeoicgecond sources?

The relative importance of the price channel and the quacitiannel in
inter-firm communication is an open question. One could an#veither by
empirical studies of business practice or by multi-aganugations similar
to those described earlier in the book, but which had beeameed to incor-
porate input/output tables coding the flows between indesstGiven such
a model one could vary the rules used by firms to respond to®bdtween
variants in which the firms responded primarily to quantignals and ones
in which the firms responded primarily to price signals. iaditnvestiga-
tions by one of the authors seem to indicate that are moitelpon price
signaling can be subject to catastrophic instabilitiesicteations in deliv-
eries can lead to key industries collapsing and the whola@og shutting
down.

13.1.1 Information loss

Hayek is certainly right to say that prices involve an ecoparhinforma-
tion, since the process by which a price is formed is entregucing. If we
consider an input/output table like Table 7.2, we see thatatsquare ma-
trix. A full input output table of an economy withproducts would contain

n? numbers. But the prices of these products can be encodedeictarof
only n distinct numbers. Let us assume that the entropy of interection

of an economyH, is encoded in the input/output table, then the entropy of
the price vectoHp grows according to the law

Hp ~ vH|

We will see later that this treatment somewhat overestigthentropy
of interconnection, but it is clear that there is a very sabsal information
reduction going on here.
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How then can such a reduced information structure funcbaegulate
the economy?

How can it work if it allows “individual producers to watch medy the
movement of a few pointers™?

We will leave aside for now the relative importance of thecerand
guantity channels in economic information flows, and cotreé@ on how
a single vector of prices might act as a regulator for a cormpiatrix of
inter-sector flows. There seem to be two basic reasons wioyitiavork:

(1) The universality of human labour means that it is posdibassociate
with each commodity a single scalar number - price - whiclreudly
represents the amount of labour that was used to make itabeavs
of relative prices from relative values can then allow labimumove
from where it is less socially necessary to where it is mocessary.
But this is only possible because all economic activity cemewn
in the end to human activity. Were that not the case, a simglea-
tor would not be sufficient to regulate the consumption otiisghat
were fundamentally of different dimensions. It is only besa the
dimension of all inputs is ultimately labour - direct or inett that
prices can regulate activity.

(2) Another answer lies in the computational tractabilifysgstems of
linear equations.

Consider the method that we gave in Chapter 7.3.1 for comguiti
the labour values of commodities from an input output tablge
made an initial estimate of the value of each commodity armah th
used the I/O table to make successively more precise esmathat
we have here is an iterative functional system where we tega
apply a function to the value vector to arrive at a new valuetore
Because the mapping is what is termed a contractive affinefoam
the functional system has an attractor to which it converges a
discussion of such systems see Barnsley (1988), in patiGiapter
3.. This attractor is the system of labour values. The systerst
constitute a contractive transform because any viable@ogmust
have a net surplus product in its basic sector. Hence amlieitror
in the estimate of the value of an input commodity is spreasr av
larger quantity of the commodity on output and thus aftert@ration
the percentage error must decline.



338Chapter 13. Hayek on Information and Knowledgettrell, Cockshott

The process that we described algorithmically in Chap&dis what
happens in a distributed manner in a real economy as priedseang
formed. Firms add up wage costs and costs of other commadity i
puts, add a mark-up and set their prices accordingly. Tisisiduted
algorithm, which is nowadays carried out by a combinatiopexdple
and company computers, is structurally similar to that wecdbed.
It too, constitutes a contractive affine transform whichvayges on a
price vector. Empirical evidence indicates that the prieetor that it
converges on lies somewhere in-between the vector of |amdues
and the vector of Sraffian prices. The exact attractor iseletant at
this point, what is relevant is that the iterative functibgsystem has a
stable attractor.

It has this because the process of economic production cavelbe
approximated by a piecewise contractive linear transfonmprice or
value space. Were it the case that production processeswengly
non linear such that the output of say corn were a polynontiad |

Cout = aGn +bC% +-dC3 +-dL+el? + fL3 4-gl +hI?

with C representing corr, labour and iron, then the iterative func-
tional system would be highly unstable, and the evolutiohefentire
price system would be completely chaotic and unpredictaPtees
would then be useless as a guide to economic activity. Fonsta-
bility of such systems see Becker and Dorfler (1989) or Baker a
Gollub (1990).

Neither of the two factors above are specific to a market eognbabour
is the key universal resource in any society prior to fullotkation. By the
full version of the Church-Turing thesis if a problem couddmdved by a
distributed collection human computers, then it can beesbby a Universal
Computer. If it is tractable for a distributed collectiontaimans it is also
algorithmically tractable when calculated by the computeir a socialist
planning agency. The very factors which make the price ays&datively
stable and useful are the factors which make socialist enongc calcula-
tion tractable. Computing the labour value of each prodsittactable, as
argued in Digression 7.2, hence labour values could be useadasis for
pricing in a planned economy - transmitting basically thmsanformation
as is transmitted in prices.
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Having argued that the centralized processing of much enanimfor-
mation is tractable, we now consider its desirability. Wieanomic calcu-
lation is viewed as a computational process, the advantigealculation
on a distributed or decentralized basis are far from evidira question
hinges on how a multiplicity of facts about production pbggies in dif-
ferent branches of the economy interrelate. The interoglatf facts is,
partially, an image in the field of information of the realanelation of
the branches of the economy. The outputs of one activity fwt@uts for
another: this is theeal interdependence. In addition, there @@ential
interactions where different branches of production fiomcas alternative
users of inputs.

It is important to distinguish the two types of interactidine first repre-
sents real flows of material and is a static property of a dnatps the econ-
omy. The second, the variation in potential uses for go@isot a property
of the real economy but of the phase space of possible ecesoitie latter
is part of the economic problem insofar as this is considevdue a search
for optimal points within this phase space. According to-okssical eco-
nomic theory, the evolution of a real market economy—théintardepen-
dencies between branches—provides the search proceduvhitly these
optima are sought. The economy describes a trajectory ghrds phase
space. This trajectory is the product of the trajectoriesliodf the individ-
ual economic agents, with these individual agents decidpan their next
position on the basis of the information they get from the@system.

Following up on Hayek’s metaphor of the price system as tetersys-
tem or machinery for registering changes, the market ecgrasra whole
acts as a single proces8oA single processor, because at any one point in
time it can be characterized by a single state vector thatefts position
in the phase space of the economic problem. Moreover, thisegsor op-
erates with a very slow cycle time, since the transmissianfofmation is
bounded by the rate of change of prices. To produce an adienatprices,
there must be a change in the real movement of goods (we arachsy

4If we take neo-classical theory in its own terms the processaild have to be an ana-
logue processor, since the maths of neo-classical theaasisin terms of real variables.
According to Velupillai (2003) this fundamentally undemas many of its conclusions.
However, as we have argued previously, analogue compntafih real numbers is, for
physical reasons a fantasy. Moreover all economic traiwgecare done in integer quanti-
ties of money.
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here from the small number of highly specialized futureskeis). Thus the
speed of information transmission is tied to the speed witltkvreal goods
can be moved or new production facilities brought on linesum, a market
economy performs a single-threaded search through its spaice, with a
relatively slow set of adjustments to its position, the spetadjustments
being determined by how fast the real economy can move.

Contrast this now with what can potentially be done if theavaht
facts can be concentrated, not in one place—that would bessiple—but
within a small volume of space. If the information is gatlteneto one or
more computing machines, these can search the possildeptate without
any change in the real economy.

Here the question of whether to concentrate the informagioary rele-
vant. Itis a basic property of the universe that no portioit c&n affect an-
other in less time than it takes for light to propagate betwteem. Suppose
one had all the relevant information spread around a netebckmputers
across the country. Assume any one of these could send agedssany
other. Suppose that this network was now instructed to sitapbssible
states of the economy in order to search for optima. The @wolérom one
simulated state to another could proceed as fast as the ¢ceramould ex-
change information regarding their own current state. it electronic
signals between them travel at the speed of light this willdvdaster than
a real economy can evolve.

But the speed of evolution will be much faster still if we lgiall of the
computers into close proximity to one another. Massivehaldal comput-
ers attempt to place all the processors within a small vo)uhezeby allow-
ing signals moving at the speed of light to propagate arobedrachine
in a few nanoseconds, compared to the hundredths of a seequiad for
telecoms networks. Hence, in general, if one wishes to sopreblem fast,
the information required should be placed in the smallesside volume.

It may be objected that the sheer scale of the economic proislsuch
that although conceivable in principle, such computatmwosid be unre-
alisable in practice (Hayek (1955)ee also Nove (1983)). Given modern
computer technology this is far from the case as we show itioset3.3.

5The specific reference here is to p. 43, and more particulampote 37 on pp. 212—
213, of The Counter-Revolution of Scienda the note, Hayek appeals to the judgment of
Pareto and Cournot, that the solution of a system of equatigpresenting the conditions
of general equilibrium would be practically infeasible.ig s perhaps worth emphasizing
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However neo-classical economists and the Austrian sclte@ b very dif-
ferent concept of equilibrium from us. Our concept is ofistatal equi-
librium as discussed in section 6.1.2. Statistical equilin is not a point
in phase space, but a region defined by certain macroscopéabies, such
that there is a large set of microscopic conditions that arepatible with
it. The concept of equilibrium with which Hayek was familiaas that of a
mechanical equilibrium, a unique position in phase spaegath all forces
acting on the economy come into balance. Arrow and Debreb4(18up-
posedly established the existence of this sort of equalifor competitive
economies, but as Velupillai (2003) showed, their proofag@®n theorems
that are only valid in non-constructive mathematics.

Why does it matter whether Arrow used constructive or nomstaictive
mathematics?

Because only constructive mathematics has an algorithmptementa-
tion and is guaranteed to be effectively computable. Buh&ve

(1) a mechanical economic equilibrium can be proven to gxist
(2) it can be shown that there is an effective procedure byghvtiiis can
be determined : i.e., the equilibrium is in principle conghle,
there is still the question of its computation tractabiliy/hat complexity
order governs the computation process that arrives at thém@o?

Suppose that an equilibrium exists, but that all algoritihonsearch for
it are NP-hard, that is, the algorithms may have a running tihat is ex-
ponential in the size of the problem. This is just what hashb&ewn by
Deng and Huang (2006). Their result might at first seem tosupayek’s
contention that the problem of rational economic planngigamputation-
ally intractable. In Hayek’s day, the notion of NP-hardnbasl not been
invented, but he would seem to have been retrospectivetiicated. Prob-
lems with a computational cost that grows@' soon become astronomi-
cally difficult to solve.

We mean astronomical in a literal sense. One can readilyifgpat
NP-hard problem that involves searching more possitslitien there are
atoms in the universe before arriving at a definite answech $woblems,
although in principle finite, are beyond any practical Solut

But this knife cuts with two edges. On the one hand it shows riba
planning computer could solve the neo-classical probleetohomic equi-

in view of the tendency of Hayek’s modern supporters to plawm the computational
issue.
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librium. On the other it shows that no collection of millioakindividuals
interacting via the market could solve it either. In necsslaal economics,
the number of constraints on the equilibrium will be proporal, among
other things, to the number of economic actorsThe computational re-
source constituted by the actors will be proportionah tmut the cost of the
computation will grow a€". Computational resources grow linearly, com-
putational costs grow exponentially. This means that a gtagkonomy
could never have sufficient computational resources to fsolwn mechan-
ical equilibrium.

It follows that the problem of finding the neo-classical ditpuium is
a mirage. No planning system could discover it, but nor cdb&l mar-
ket. The neo-classical problem of equilibrium misrepréserhat capitalist
economies actually do and also sets an impossible goal twalst plan-
ning.

If you dispense with the notion of mechanical equilibriundaaplace
it with statistical equilibrium one arrives at a problemttiimmuch more
tractable. The simulations described in Chapter 6 showeamaarket econ-
omy can rapidly converge on this sort of equilibrium. But as ave ar-
gued above, this is because regulation by the law of valuerngpatation-
ally tractable. This same tractability can be exploited goaialist planning
system. Economic planning does not have to solve the imiplegsioblem
of neo-classical equilibrium, it merely has to apply the lkafawalue more
efficiently.

13.1.2 Prices, efficiency and ‘know how’

It is one of the progressive features of capitalism that tloegss of com-
petition forces some degree of convergence upon leastregisiods of pro-
duction (even if the cost in question is monetary cost of pobidn, which
reflects social cost in a partial and distorted manner). Kageinds us,
and rightly so, that this convergence may in fact be far frampglete.
Firms producing the same commodity (and perhaps even usengame
basic technology) may co-exist for extended periods des@mving quite
divergent costs of production. If the law of one price appteethe products
in question, the less efficient producers will make lowerfipg@and/or pay
lower wages.

The question arises whether convergence on best practite loe en-
forced more effectively in a planned system. This may be #sec If all
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workers are paid at a uniform rate for work done, it will be wspible for in-
efficient producers to mask their inefficiency by paying loages. Indeed,
with the sort of labour-time accounting system advocatsdvethere (Cot-
trell and Cockshott (1989), (1993)), differentials in puctve efficiency
will be immediately apparent. Not only that, but there skidu a broader
range of mechanisms for eliminating differentials onceytaee spotted. A
private firm may realize that a competitor is producing atdowost, but
short of industrial espionage may have no way of finding owt kiws is
achieved. Convergence of efficiency, if it is attained gtrally have to wait
until the less efficient producer is driven out of businessigsimarket share
usurped by more efficient rivals. In the context of a planngesdesn, on the
other hand, some of the managers or technical experts frermtre effi-
cient enterprises might, for instance, be seconded as ltantuto the less
efficient enterprises. One can also imagine—in the absenoenomercial
secrecy—economy-wide wikipedia on which the people carexwith op-
erating particular technologies, or producing particpladucts, share their
tips and tricks for maximizing efficiency.

13.2 INFORMATION FLOWS UNDER MARKET AND PLAN

One of Hayek’s most fundamental arguments is that the afti¢iection-
ing of an economy involves making use of a great deal of thsted in-
formation, and that the task of centralizing this inforroatis practically
impossible.

In what follows we attempt to put this argument to a quantiggest. We
compare the information transmission costs implicit in akatsystem and
a planned system, and examine how the respective costs graiuaction
of the scale of the economy. Communications cost is a meaduwerk
done to centralize or disseminate economic information:wikuse the
conceptual apparatus of algorithmic information theoridi@in (1999)) to
measure this cost.

Our strategy is first to consider the dynamic problem of host,fand
with what communications overhead, an economy can stabil¥e will
demonstrate that this can be done faster and at less comationg cost by
the planned system. We consider initially the dynamics ofveocgence on
a fixed target, since the control system with the faster isgtsponse will
also be faster at tracking a moving target.
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Consider an economig = [A,c,r,w| with n producers each producing
distinct products using technology matix with a well defined vector of
final consumption expenditur@that is independent of the prices of the
products, an exogenously given wage ratend a compatible rate of profit
r. Then there exists a possible Sraffian soluoa [U, p] whereU is the
commodity flow matrix angb a price vector. We will assume, as is the case
in commercial arithmetic, that all quantities are exprdsgesome finite
precision rather than being real numbers. How much infaiomas required
to specify this solution?

The argument that follows is relatively insensitive to tlxaa way we
have specified the starting condition from which a solut®toi be sought.
This is because we consider convergence in informationesdaecall that
we have in Section 12.1.1 expressed scepticism about tiséepge of a
given rate of profir as assumed in Sraffian theory. We are not concerned
with showing that a capitalist economy does converge tosvardolution,
that can be left to the neo-classical and neo-ricardiana@uodsts. Whether
or not such a convergence tendency actually exists, let neecke that it
does for the sake of the current argument.

Assuming that we have some efficient binary encoding methddlzat
| (s) is a measure in bits of the information content of the datacsires
using this method, then the solution can be specifietl(by, or, since the
solution is in a sense given in the starting conditions, iit lsa specified by
I (E) + I (ps) Whereps is a program to solve an arbitrary system of Sraffian
equations. In general we havge) < I (E)+1(ps). In the following we will
assume that(e) is specified byt (E) +1(ps).

Let 1(x]y) be the conditional or relative information (Chaitin (198}

x giveny. The conditional information associated with any arbitreonfig-
uration of the econom¥k = [Uy, px], may then be expressed relative to the
solution,g, asl (k|e). If kis in the neighbourhood &we should expect that

I (kle) < I(K). For instance, suppose that we can deliydfrom A and an
intensity vectomy which specifies the rate at which each industry operates
then

I (kle) < I(uk)+1(pk) +1(pu)

wherepy is a program to computdy from someA and somely. SinceUy is
a matrix anduy a vector, each of scate we can assume thbtUy) > | (uy).
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As the converges on a solution the conditional informatiequired to
specify it will shrink, sinceuy starts to approximate 10e.° Intuitively we
only have to supply the difference vector between the twal, thrs will
require less and less information to encode, the smallefigti@nce between
Uk andue. A similar argument applies to the two price vectpgsandpe. If
we assume that the system follows a dynamic law that causesonverge
towards a solution then we should have the relatign,1|e) < | (k|e).

Now construct a model of the amount of information that hdsettrans-
mitted between the producers of a market economy in orderoterit to-
wards a solution. Make the simplifying assumptions thatpatiduction
process take one time step to operate, and that the wholegg@volves
synchronously. Assume the process starts just after ptiodutas finished,
with the economy in some random non-equilibrium state. lfarrassume
that each firm starts out with a given selling price for itsqarat. Each firm
i carries out the following procedure.

(1) Itwrites to all its suppliers asking them their currentes.

(2) Itreplies to all price requests that it gets, quotingciisrent pricep;.
(3) It opens and reads all price quotes from its suppliers.

(4) It estimates its current per-unit cost of production.

(5) It calculates the anticipated profitability of prodacti

(6) If this is abover it increases its target production rateby some fraction. If
profitability is belowr a proportionate reduction is made.

(7) It now calculates how much of each inpuis required to sustain that pro-
duction.

(8) Itsends off to each of its suppliefsan order for amouritlj; of their product.
(9) It opens all orders that it has received and

(a) totals them up.

6Note that this information measure of the distance fromléayitim, based on a sum
of logarithms, differs from a simple Euclidean measureghbasn a sum of squares. The
information measure is more sensitive to a multiplicity ofal errors than to one large
error. Because of the equivalence between information atrogy it also measures the
conditional entropy of the system.



346Chapter 13. Hayek on Information and Knowledgettrell, Cockshott

(b) If the total is greater than the available product it ssadlown each
order proportionately to ensure that what it can supply idyfalis-
tributed among its customers.

(c) It dispatches the (partially) filled orders to its custrm

(d) If it has no remaining stocks it increases its selling@iy some in-
creasing function of the level of excess orders, while iti$ stocks left
over it reduces its price by some increasing function of #meaining
stock.

(10) Itreceives all deliveries of inputs and determineslzwgcale it can actually
proceed with production.

(11) It commences production for the next period.

Experience with computer models of this type of system iaigis that if
the readiness of producers to change prices is too greaystem could be
grossly unstable. We will assume that the price changesdfieiently
small to ensure that only damped oscillations occur. Theditiom for
movement towards solution is then that over a sufficientigdaensemble
of pointsk in phase space, the mean effect of an iteration of the abave pr
cedure is to decrease the mean error for each economic kabglsome
factor 0< g < 1. Under such circumstances, while the convergence time
in vector space will clearly follow a logarithmic law—to cagrge by a fac-
tor of D in in vector space will take time of order le@D)—in information

g
space the convergence time will lieear because of the logarithmic nature
of information measures. Thus if at timh¢he distance from equilibrium is
| (k;|€), convergence to within a distaneevill take a take a time of order

| (k|e) —€

Slog(3)

whered is a constant related to the number of economic variablésattex
by a mean factor af each step. The convergence time in information space,
for smallg, will thus approximate to a linear function bfk|e) which we can
write asAl (k|e).

We are now in a position to express the communications césésiac-
ing the conditional entropy of the economy to some lev€ommunication
takes place at steps 1, 2, 8 and 9c of the procedure. How masyages



Information flows under market and plan 347

does each supplier have to send, and how much informationthmyscon-
tain?

Letters through the mail contain much redundant pro-fomfamation:
we will assume that this is eliminated and the messages eedocheir bare
essentials. The whole of the pro forma will be treated as@eisymbol in
a limited alphabet of message types. A request for a quotétious be the
pair [R H] whereR is a symbol indicating that the message is a quotation
request, andd the home address of the requester. A quote would be the
pair [Q, P] with Q indicating the message is a quote abeing the price.
An order would similarly be represented [, Ujj |, and with each delivery
would go a dispatch notfN,U;;| indicating the actual amount delivered,
whereU;; < Ujj.

If we assume that each affirms has on averaga suppliers, the num-
ber of messages of each type per iteration of the procedutdoainm
Since we have an alphabet of message type®,O,N) with cardinality
4, these symbols can be encoded in 2 bits each. We will fuahsume
that (H,P,Ujj,Ujj) can each be encoded in binary number$ diits. We
thus obtain an expression for the communications cost otexation of
4nm(b+ 2). Taking into account the number of iterations, the cost of ap
proaching the equilibrium will berim(b + 2)Al (k|e).

Let us now contrast this with what would be required in a pé&hecon-
omy. Here the procedure involves two distinct procedutes, followed by
the (state-owned) firm and that followed by the planning &ur&he model
of socialist economy we are describing is roughly that gindrange (1938)
or Cottrell and Cockshott (1992). The firms do the following:

() In the first time period:
(a) They send to the planners a message listing their addnesstechni-

cal input coefficients and their current output stocks.

(b) They receive instructions from the planners about howhaf each
of their output is to be sent to each of their users.

(c) They send the goods with appropriate dispatch notesioubkers.

(d) They receive goods inward, read the dispatch notes dadlate their
new production level.

(e) They commence production.

(2) They then repeatedly perform the same sequence reglaigp 1a with:
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(a) They send to the planners a message giving their curogpdiostocks.
The planning bureau performs the complementary procedure:

(1) In the first period:

(a) They read the details of stocks and technical coeffisiéoim all of
their producers.

(b) They compute the equilibrium poitfrom technical coeffients and
the final demand.

(c) They compute a turnpike path (Dorfman et al. (1958)) fthencurrent
output structure to the equilibrium output structure.

(d) They send out for firms to make deliveries consistent wwiibving
along that path.

(2) Inthe second and subsequent periods:

(a) They read messages giving the extent to which outpuetsrgave
been met.

(b) They compute a turnpike path from the current outputcstine to the
equilibrium output structure.

(c) They send out for firms to make deliveries consistent withving
along that path.

We assume that with computer technology the steps b and cecander-
taken in a time that is small relative to the production périsee below
section 13.3).

Comparing the respective information flows, it is clear ttet num-
ber of orders and dispatch notes sent per iteration is immtlbetween the
two modes of organization of production. The only differens that in
the planned case the orders come from the center whereas mdtket
they come from the customers. These messages will againmictar a
communications load ofrin(b+ 2). The difference is that in the planned
system there is no exchange of price information. Insteadhe first it-
eration there is a transmission of information about staukd technical
coefficients. Since any coefficient takes two numbers toi§péice com-
munications load per firm will be(1+ 2m)b. Forn firms this approximates
to thenm(b+ 2) that was required to communicate the price data.
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The difference comes on subsequent iterations, wherayasgumo tech-
nical change, there is no need to update the planners’ re¢dihe technol-
ogy matrix. Oni — 1 subsequent iterations, the planning system has there-
fore to exchange only about half as much information as thekebays-
tem. Furthermore, since the planned economy moves on akerpath to
equilibrium, its convergence time will be less than thathef tnarket econ-
omy. The consequent communications costisib+2)(2+ (i —1)) where
i <Al(kle).

The consequence is that, contrary to Hayek’s claims, theuataf in-
formation that would have to be transmitted in a plannedesyst sub-
stantially lower than for a market system. The centralizathgring of in-
formation is less onerous than the commercial correspaedesquired by
the market. Hayek’s error comes from focusing on the pricanael to
the exclusion of the quantity channel. In addition, the evgence time
of the market system is slower. The implication of fastervesgence for
adaptation to changing rather than stable conditions afymtion and con-
sumption are obvious.

In addition, it should be noted that in our model for the mérkee
have ignored any information that has to be sent around ttersyin order
to make payments. In practice, with the sending of invoiceggues, re-
ceipts, clearing of cheques etc., the information flow inrtieket system
is likely to be several times as high as our estimates. Thieenigommu-
nications overheads of market economies are reflected inuh#ers of
office workers they employ, which in turn leaves its mark oa #nchitec-
ture of cities—as witnessed by the skylines of Moscow and Mexk in the
1980s.

13.3 THE ARGUMENT FROM DYNAMICS

Does Hayek’s concentration on the dynamic aspect of priggse as a
means of dynamically transmitting information, make anyss®

In one way it does. In section 8.1 we showed that the inforonatontent
of a price in the UK was less than 14 bits. If we consider togayse of a
cup of coffee as an example, then yesterday’s price was plpbze same.
If the price changes only once a year, then for 364 days thewidrmation
that it conveys is that the price has not changed. The infoomaontent of
this, —log, 3—2‘5‘, is about 00039 of a bit. Then when the price does change
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its information content i&logzg%sﬂL b whereb is the number of bits to
encode the price increase. For a reasonable value of theaser say 10
pence, the whole amounts to some 12 bits. So on the day theegiranges,
it conveys some 3000 times as much information as it did egdrgr day
of the year.

So it is almost certainly true that most of the informationairprice
series is encoded in the price changes. From the standpoganoeone
observing and reacting to prices, the changes are all impbrBut this is a
viewpoint internal to the dynamics of the market system. Gaeto ask if
the information thus conveyed has a more general importpfibe changes
experienced by a firm in a market economy can arise from méfgreint
causes, but we have to consider which of these representafion that is
independent of the social form of production.

We can divide the changes into those that are direct restiksemts
external to the price system, and those which are intern#teécsystem.
The discovery of new oil reserves or an increase in the baté would
directly impinge upon the price of oil or of baby clothes. $aeepresent
changes in the needs or production capabilities of socely,any system
of economic regulation should have means of respondingeimtfOn the
other side, we must count a fall in the price of acrylic feextks and a fall
in the price of acrylic sweaters, among the second- and-tirialér internally
generated changes consequent upon a fall in oil priceselsaime category
would go the rise in house prices that follows an expansiocredit, any
fluctuation in share prices, or the general fall in priced$ tharks the onset
of a recession. These are all changes generated by theahtigrmamics of
a market system, and as such irrelevant to the considerattioon-market
economies.

Hayek is of course right that the planning problem is gresittyplified if
there are no changes, but it does not follow from this thahalthanges of a
market economy are potential problems for a planned onee Hsgume that
the economy retains some form of market for consumer googsog®sed
by Lange to provide information on final requirements themphocess of
deriving a balanced plan is tractable.

Let us take a very simple example, an economy with 4 types oflgo
which we will call bread, corn, coal and iron. In order to miceal, both
iron and coal are used as inputs. To make bread we need catreffiour
and coal to bake it. To grow the corn, iron tools and seed camegjuired.
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Table 13.1: Convergence of gross production on that regdoethe final
net product

iron coal corn bread labour
0 20000 0 1000 0 Net output
2000 24500 1500 1000 61000 1st estimate gross usage
2580 29400 1650 1000 129500
3102 31540 1665 1000 157300
3342 33012 1666 1000 174310
. . . . hidden steps
3708 34895 1667 1000 196510
3708 34895 1667 1000 196515
3708 34896 1667 1000 196517 20th estimate gross usage

The making of iron itself demands coal and more iron impletsieiVe can
describe this as a set of four processes:
ltoniron « 0.05toniron + 2 ton coal + 20 days labour
ltoncoal <« 0.2toncoal+ 0.1toniron+ 3 days labour
ltoncorn « 0.1ton corn+ 0.02 ton iron + 10 days labour
1 ton bread <« 1.5ton corn * 0.5 ton coal + 1 days labour

Assume, following Lange (1938), that the planning authesihave a
current estimate of consumer demand for final outputs. Taen@rs start
with the required net output. This is shown on the first lindalble 13.1.
We assume that 20000 tons of coal and 1000 tons of bread acerteemer
goods required.

They estimate how much iron, corn, coal, and labour woulditeetdy
consumed in producing the final output: 2000 tons of iron,0L&ths of
corn and 4500 additional tons of coal.

They add the intermediate inputs to the net output to get teefstimate
of the gross usage of goods. Since this estimate involveduging more
iron, coal and corn than they had at first allowed for, theyesatphe calcu-
lation to get a second estimate of the gross usage of goods.

Each time they repeat the process they get different totplirement
of iron, coal corn and labour, as shown in Table 13.1. Does dbnfirm
the claims of Hayek that the equations necessary for sst@hnning are
unsolveable?
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No, it does not. The answers differ each time round, but tfierdnces
between sucessive answers get smaller and smaller. Eltgnaifier 20 at-
tempts in this example, the planners get a consistent réfsinié population
is to consume 20000 tons of coal and 1000 tons of bread, tleayrdiss out-
put of iron must be 3708 tons, coal must be 34896 tons andhihbobt corn
1667 tons.

Is it feasible to scale this up to the number of goods producedreal
economy?

Whilst the calculations would be impossibly tedious to ddiaynd, they
are readily automated. Table 13.1 was produced by runnimgadmputer
algorithm given in Appendix D. If detailed planning is to leastible, we
need to know:

(1) How many types of goods an economy produces.
(2) How many types of inputs are used to produce each output.

(3) How fast a computer program running the algorithm wowdddr the
scale of data provided in (1) and (2).

Table 13.2 illustrates the effect of running the plannirggpakthm on a cheap
personal computer of 2004 vintage. We determined the aloultime for
economies whose number of industries ranged from one thdusaone
million. Two different assumptions were tested for the waywhich the
mean number of inputs used to make a good depends on the catyple
the economy.

It is clear that the number of direct inputs used to manufacaach
product is only a tiny fraction of the range of goods produecezh economy.
It is also plausible that as industrial complexity develdpe mean number
of inputs used to produce each output will also grow, but nstoevly. In
the first part of Table 13.2 it is assumed that the mean nunfbepots (M)
grows as the square root of the number of final outphN)s (n the second
part of the table the growth &fl is assumed to follow a logarithmic law.

It can be seen that calculation times are modest even forhigrgco-
nomic models. The apparently daunting million equation feelds grace-
fully to the modest home computer. The limiting factor in theeriments
is computer memory. The largest model tested required lgalfyies of
memory. Since the usable data space of a P4 processor is B2 rGoga-
bytes larger models would have required a more advancedt @d+hputer.

The experiment went up to 1 million products. The number dstrial
products in the Soviet economy was estimated by Nove (1983 tiround



The argument from dynamics 353

Table 13.2: Timings for applying the planning algorithm ipgendix D to
model economies of different sizes. Timings were performed 3 Ghz
Intel Zeon running Linux, with 2 GB of memory.
Industries Mean Inputs CPU Time Memory Requirement

N M seconds bytes
LawM = /N

1,000 30 0.1 150KB
10,000 100 3.8 5MB
40,000 200 33.8 64MB
160,000 400 77.1 512MB
320,000 600 166.0 1.5G

Law M ~ logN
1,000 30 0.1 150KB
10,000 40 1.6 2.4MB
100,000 50 5.8 40MB
1,000,000 60 68.2 480MB

of 10 million. Nove believed this number was so huge as to ouieany
possibility of constructing a balanced disagregated pl&his may well
have been true with the computer technology available i1 8¥®s, but the
situation is now quite different. A single PC could computiisaggregated
plan for a smallish ecoomy like Sweden in a couple of minutes.

Suppose we want to plan a continental scale economy. It nhigid
10 million products. Let us assume that the average numbpats re-
quired to produce each outputis, a very large, 2000. On this hable 13.2
this would require a computer with 80 Gigabytes of memorytoEa000 at
2006 prices. processor. Using a single 2006 vintage 64rbitgssor the
computation would take of the order of an hour.

The algorithm we have presented is for a single processbthbyrob-
lem lends itself well to parallelisation. A Beowulf clustef PCs, cost-
ing perhaps Euro 40,000 could probably cut the compute toneter 10
minutes. More sophisticated algorithms capable of allogdixed capital
stocks have comparable complexities and running times.

The compute time required is sufficiently short for a plagnauthor-
ity, should it so wish, to be able to perform the operation atagy basis.

"Cockshott (1990), Cottrell and Cockshott (1992)
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In performing this calculation the planners arrive at theous scales of
production that the market economy would operate at werelét @ attain
equilibrium. Faced with an exogenous change, the plana@rs@mpute the
new equilibrium position and issue directives to productiaits to move di-
rectly to it. This direct move will involve the physical mawent of goods,
laying of foundations, fitting out of buildings etc, and wilierefore take
some considerable time.

We now have two times, the time oélculationand the time ophysical
adjustment If we assume that the calculation is performed with an itera
tive algorithm, we find that in practice it will converge aptably within a
dozen iterations. Since each of these iterations would @alev minutes
on a supercomputer the overall time would probably be unddraar. In
a market economy, even making the most favourable assunsgdioout its
ability to adjust stably to equilibrium, the individual isgions will take a
time proportional to the physical adjustment time. The allegelaxation
period would be around a dozen times as long as that in the@tbsystem
(assuming a dozen convergence steps).

13.4 THE ECONOMICS OFINFORMATION
NOTE: this may not be in the right place yet.

This book is about the role—or rather, the multiple rolesayped by in-
formation in the economy. Starting from some seminal asigdublished in
the 1970s, a field of economics called the “Economics of infation” has
come to increasing prominence. This field was brought toipatention
in 2001, when George Akerlof, Michael Spence and Joseplit3tigere
awarded won the Nobel Prize in Economics “for their analydfanarkets
with asymmetric information® The question arises: What is the relation-
ship between our work and the Economics of Information?

The short answer is that the concerns of our book and the vinak t
was recognized by the 2001 Nobel are largely quite distaittipugh there
is a degree of overlap on certain points. We'll explain thysréference
to a survey article on the Economics of Information by onehef Nobel
laureates (Stiglitz, 2000). We select three main themas 8oglitz's article
for comment:

8http://nobelprize.org/economics/laureates/2001/publ ic.html
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e The critique of standard neoclassical economics from thedgtoint
of information.

e The concept of information as a “special commodity”.
e The principal-agent problem.

On the first point, neoclassical economics has long assumedett
information” in constructing its analyses of the workingaomarket econ-
omy, up to and including what is generally regarding as thetrsophis-
ticated variant of this analysis, namely the general eoguiim theory of
Kenneth Arrow and Gerard Debreu (Debreu, 1959). Pracgt®of neo-
classical economics have, of course, known that the parfemimation as-
sumption was unrealistic, literally false. But it was pbésito believe that
this assumption—which greatly simplifies the analysis—teied a good ap-
proximation to the results of a more realistic treatmenth# competitive
market system could be shown to achieve Pareto-optimdtsasuder per-
fect information (see Digression 13.1), it was reasonabluppose that it
would get “close” to such optimal results when informatiaii§ a bit short
of perfection.

One contribution of Stiglitz and others working in the samaaition
has been to show that the hunch that “slight” imperfectiomé&drmation
will make only a small difference to market outcomes is wroggen small
departures from perfect information can make a substadiffaérence. In
some instances, one can show that, as a theoretical mh&s¥isno com-
petitive equilibrium under imperfect information. In otheases, a compet-
itive equilibrium may exist, but be far from Pareto optintali

This is an important finding, but it does not relate very clpse argu-
ment made in this book.

The second theme mentioned above was the idea of informagiaspe-
cial commodity, “fundamentally different” from other conaities (Stiglitz,
2000, p. 1448). The statements Stiglitz makes on this ptikeaus as valid
up to a point, but not rigorously thought out (and not foundadhe scien-
tific concept of information as outlined in previous chaptef this book).

For example, Stiglitz says that the “consumption” of infation is “non-
rivalrous”, and that information “possesses many of theertes of a pub-
lic good” (p. 1448). These terms of art mean that my makingadisepiece
of information does not in any way diminish your ability to kesuse of the
same piece of information. (Compare the way in which my eadipiece of
cake makes it unavailable to you—consumption of cake islirous”.) At
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Digression 13.1Pareto optimality

Pareto optimality (named after the Italian economist andipal scientist
Vilfredo Pareto (1848-1923)) is a concept much employecdeinciassical
economics. It gives a precise (but limited) content to treaidf an “opti-
mal” allocation of resources. Suppose the resources ofteplar economy
are allocated in some definite way: so much labour and so maukatare
allocated to each firm, and hence each industry; the econsnayvehole
is producing definite quantities of each commodity; and gseaison is re-
ceiving some definite income. Now we ask: Is is possible taeate re-
sources (e.g. take some labour away from this or that ingasid give it to
another) in such as way that at least one person is betteiteffthe change
and nobody is any worse d@ff If the answer is No, the original allocation
was Pareto-optimal; if the answer is Yes, we were not at ai@apimum.
There is a intuitive sense in which, if an economy is not atrat®aptimum,
it has some “slack”; and conversely if it's at a Pareto optimall the slack
is taken up. Arguments of the sort made by Arrow and Debrewghat,
under certain assumptions (including perfect informatidime equilibrium
state of a competitive market system will be a Pareto optimum

The Pareto concept is limited in the following sense. We rigdmt to ar-
gue that a state of the economy in which resources are adldcatatively
equally across people is, other things equal, “better” thatate in which
resources are allocated very unequally. This judgmert taltside of the
scope of Pareto optimality: if moving from the unequal stat¢he more
equal one makeanyoneworse off—if it even slightly dents the privileges
of the super-rich—it is not a “Pareto improvement”. Or in@thvords, a
particular state of the economy may be Pareto optimal, yk¢ gundesire-
able on grounds of economic justice or equality.

one level this is obviously true, and quite problematic for efficiency of
the capitalist economic mechanism. You have a piece of soéwn your
computer. | can make a copy of that software at negligiblé, @sl use the
copy without hurting you. So why shouldn’t | make the free ¢@But if
it's proprietary software, and if | want to stay on the rigltesof the law, |
may have to pay hundreds of pounds for the privilege of ggtiicopy that
costs virtually nothing.

If we delve a little deeper, however, we see that this aspkectfor-
mation in the modern economy is not actually an inherentufeaof in-
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formation as such. Rather, it is an outcome of a particulagestofin-
formation technology Think of medieval monks laboriously copying the
gospels or the writings of Aristotle. The prized informatiwas embodied
in manuscripts whose use was indeed “rivalrous” (a manpisiéld in one
monastery was not available to others) and which could bé&adued only
at considerable cost in labour time. With printing, matteesome a lot
easier but the marginal cost of a printed book is still nogligéle (paper,
ink, binding and so on). The present situation, where we hawee to think
of information as something that can be shared at close to a®st, is a
specific outcome of a complex of technologies supportingdigéization
of information (so that copies are perfect), the cheap g informa-
tion on magnetic media such as computer hard disks, and gapdhansfer
of information via fibre optic cable across computer netwask via laser
(burning CDs).

In the same context—the uniqueness of information as a calityre
Stiglitz writes

A piece of information cannot be purchased like a chair. Afimviclual

can look at a chair and ascertain its properties before psmy it.

But if the seller of information tells the information that vishes to
sell to the buyer (before he has bought it), there is no retsairthe
individual will pay for it.

There are two points to be made here. First, Stiglitz's cisaat one end
of the spectrum, in terms of what the prospective purchaserascertain
before buying. One can not only look at a chair, but sit inng arrive at an
informed estimate of all its relevant properties. A littlether on, Stiglitz
says it’s “not only that the market for information is markedifferent from
the market for apples or oranges or chairs...”. Not so fashot apples
and oranges, then melons, avocados and packaged mealtharalitierent
from the chair in this regard. One can smell the melon, gesglyeeze the
avocado, and read the list of ingredients of the packaged| mégafter buy-
ing these things one may still find the melon tasteless, tbeamlo brown
and stringy inside, and the packaged meal unpalatable.

Second, the difficulty with regard to buying information igeostated.
How much information are we talking about? Stiglitz’s pduats full force
only if a single bit of information is at issue. Is the King da Will a
general election be called this month? To give a previewisfitfiormation
is to give the information away. But the consumer doesa#éda preview
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in the one-bit case: if I'm looking for a yes/no answer to agjiom, then
presumably I'm well aware of the significance of the answel arll able
to judge how much it's worth to me. On the other hand, consamenerally
buy information in bulk, not by the bit, and in that case itasg—in fact,
routine—to give them some sort of preview or sample of therimfation on
offer. a demo version of a piece of software; time-limitedess to a subset
of census data; a snippet of a movie or song.

FIXME need to write a segue to the P—A problem

A “principal” is a person or organization wanting to get sotask ac-
complished: a homeowner who wants to get a house sold, abisipitho
wants a business run at a profit, a local authority seekingte la school
run efficiently. An “agent” is a person or organization hired otherwise
contracted, to accomplish the given task on the princifaisalf: a real es-
tate agent to sell the house, a manager to run the businégss the nature
of this set-up that the agent will have more information tham principal
about the possible means of accomplishing the task in hatidhentrade-
offs involved. In itself this is not a problem: the princigalgages an agent
precisely because she doesn’t want to, or doesn’t have tinoehcern her-
self with the all the details of the job. But a problem aridebé agent has
distinct interests, not fully congruent with those of thepipal. For exam-
ple, the real estate agent, whose commission is a relatvefyl percentage
of the selling price, may favour a quick sale where the honmsswould
prefer to hold out for a better price. The manager may preferdrease the
sales (and hence the size) of the business rather than nzangnits profits.
In general, we may have a situation where the agent makesrcdgcisions
on the basis of the information at his disposal, while if the@pal had that
same information, she would find different decisions monesomant with
her interests. The structure of the situation is such treaatgent may have
an interest in withholding information from the principat,even falsifying
information passed to the principal, so as to leave open ppertunity of
pursuing his own interests.

The principal is faced with the problem of designing the cacitwith
the agent in such a way as to minimize the divergence of isttece in
other words, to make it worthwhile for the agent to act moréees as the
principal herself would act if she took on the task herselar & simple
example, consider the real estate agent again. Supposgeheveere paid
a flat fee on the sale of the house. Then he’d clearly have amiive to
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sell the house as quickly as possible, which would in genegaagainst
the homeowner’s interest. Paying a percentage commissitisi case is a
means of bringing the agent’s calculations more in line \thtn principal’s
interest (but not perfectly so). Besides the payment scHamsthence the
incentives faced by the agent),n@onitoring mechanism may play a role
here.
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CHAPTER14

THE BIG PICTURE, ECONOMIC TRAJECTORIES IN
BRITAIN AND CHINA

Using the model developed in secti@fR and the analysis of demographic
constraints in section 12.4 we can now look at the likely fettrajectory
of the world economy. We will look at this in terms of the irdetion of

Britain and China.
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1820 1200 1920 1540 1220

Figure 14.1: The evolution of accumulation as a share oftpogér a cen-
tury in the UK: Michaelson et al. (1995).
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Figure 14.2: The evolution of organic composition of capitae value rate
of profit and accumulation as share of profit in the UK 1855 Michael-
son et al. (1995).

14.1 BRITAIN

Although history does not repeat exactly in different co@stone can see
in British history the effects that followed from the demaphic transi-
tion. The migration from country to town was effectively cplete 100
years ago. As the proletarian population became more stadlbereditary,
trades union organisation spread, strikes disputes begmrecommon. It
became harder for employers to expand their workforce aolithéevel of
wages. This process was already underway in the 'Belle Egquhkt be-
fore the first world war, a period that saw the rapid spreaceokgal trades
unions. Earlier unions had be craft based, organisingeskifibour. It now
proved possible to organise unions among the the bulk of trking class,
not just an aristocracy of skilled artisans.

We have shown how the dynamic interaction of industrial tzh@nd
the banks polarises capital and precipitates out a classntiers. By the
late Victorian era this process was well underway. A caisitalass whose
grandfathers had been the pioneering cotton masters omeasters of the
industrial revolution had been transformed into a rentiass Where fru-
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Digression 14.1Capital Exports

What does it mean to say that a country is a capital exporter?

In part the notion of capital export is simply a conceptuaifasion. It is

play on words associating the notion of export of goods watihething else
- the acquisition of capital assets in an other country. Irtag® circum-

stances capital 'exports’ and exports of goods coincidens@ier Japan in
the 1980s or '90s. It ran a large trade surplus exporting @adselectronic
goods to the USA. The dollar surpluses built up by Japaness fitlowed
them to invest in factories in the USA and buy up US compani8sny

buying into Hollywood for example.

The trade surplus Japan runs with the USA is part of the ssin@lue pro-
duced by Japanese workers - value they produce but do natroeess part
of their real wage. The productive assets aquired by Japdirass in the
USA are the capitalisation of this export surplus.

Late Victorian Britain is often refered to as another cdptgorter. But
unlike Japan a century later, it ran an almost continuowsetdeficit, in-

dicating that it was a net consumer of surplus value. DegspiseBritish

rentiers continued to build up their overseas portfoliostalhs trade deficit
was financed by the repatriation of profits on these portolio order for
their portfolios to grow, it was enough merely to refrainrfroepatriating
the entirety of the profit. The flow imperial of profit in and aftthe City

of London made the reflux look like 'capital export’ even tigbut was just
a reinvestment of surplus produced abroad.

gality and accumulation had once been their watchwordg,ribes increas-
ingly aped the lifestyles of their former political enemidse landed aris-
tocracy. Fortunes were spent constructing stately homt#seioountry and
on employing retinues of domestic servants. With so muchgyon lux-
ury consumption less was left for investment. The late Viato rate of
investment was low. Typically, less than 15% of profit wasivested in
new plant and equipment within the UK ( see Figure 14.1). Aapfactor
offsetting domestic accumulation was overseas investmehe empire or
semi-colonial countries like Argentine. British rentievere indifferent as
to where their investments occured so 15% underestimateddial capital
accumulation.

Empire provided Britain’s rentiers with a way to sidestep ttemo-
graphic transition in the home country. New populationseAgought into
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the cash economy as described in Digression 10.1. The Quéémtan

subjects could be exploited even more ruthlessly than tab$®me. By
investing overseas rather than at home, the organic cotiposif capital

in Britain (see Figure 14.2) was kept down. This preventediain mech-
anism that Marx had forseen as bring down the rate of profitpiEaralso

allowed a more intensive exploitation of the domestic wogkclass even
while living standards rose.

Canada, Australia, New Zealand and Argentine provided lgyeain,
meat, butter, and wool. West Africa provided edible oils;azaand kola.
The replacement of less productive British agriculture nyplite suppliers
cut the number of hours of labour needed to produce the wegklyeries
of the average working class family. As a result a wage sefiicio main-
tain the same, or even an enhanced living standard repegstwer hours
labour. In 1875, the wage that the average worker got for a0l thay was
able to purchase the product of 4 hours 40 minutes of labopd B0, the
wage for 10 hours would purchase the product of only 4 houdsSamin-
utes labour. The difference of 35 mins labour per day had beasfered
to property income.

As a consequence of Empire, late Victorian and Edwardiafitabdlity
remained high through the British demographic transitidmese economic
gains came at a huge social and political cost. From the 18&0s was
increasing rivalry between the main industrial powers ofdpe : Britain,
France and Germany. This was not a simple trade rivalry, butay over
the control of African colonies. The ensuing arms race coatad in the
catastrophe of the Great War.

Britania emerged victorious from the war. Her two main histal rivals
Russia and Germany were abased, their military and econpawer in
ruins. George V was still on his throne as King Emperor whilstfellows
William and Nicholas lost their thrones or lives. But the gperity of the
pre-war period had vanished. As Keynes (1920) describeckxtent to
which the war had disrupted the network of trade on which pinasperity
had rested, and predicted the dire consequences of exeesparations on
the defeated powers.

The post war period saw an intense struggle between finasethin-
dustrial interests in Britain. The rentier interest hadrbeeakened by the
loss of overseas assets to fund the war. They were keen toadiseir inter-
national position revaluing the pound. During the war tharmbhad been
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Figure 14.3: Index of real wages in the UK 1874..1974. YedOl@age
rate taken as 100 : Michaelson et al. (1995).

devalued and convertibility to gold suspended. The remtterest, person-
ified in Montague Norman, head of the Bank of England wererdeted

that the gold standard be restored. We have argued eadiemibney was
an irreducibly political institution, an outgrowth of théage’s commuting
labour taxes to symbolic taxes in coin. The metallist sclud@conomists
stressed instead the need for money to be backed by golder. sihis the-
oretical doctrine disguised a real economic constituertbyat of creditors
in general and banks in particular. We have argued that teeofanterest
depends on the ratio of bank liabilities to monetary reserliereserves of
state money are constrained to grow slowly relative to toéalk deposits,
then interest rates will be high, a larger share of total gofill be appro-

priated by banks and rentiers. If the state issues money rapiely, bank
reserves increase and interest rates fall.

By the 1844 Bank Act, the Bank of England had been prohibitechf
issuing notes faster than the growth of its gold reserves ddmmercial
banks held Bank of England notes and deposits as their owrvess Thus
the Bank Act indirectly limited the total reserves of the biaig system.
This tended to hold interest rates higher than they woul@rettse have
been. During the war, the Bank Act had been suspended, arith&teased
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to be convertible to gold at the Bank. The economics andipsldf the
inter-war period were dominated by the struggle over thel godndard.
The attempt by Churchill to restore the link to gold, led it@bly * both
to recession and to hightened class conflict. The GenerikleSif 1926
followed as a direct consequence.

If the value of the pound was raised, prices had to be redutewus-
trial capital was to remain profitable in the face of high rett rates and
falling prices, then wages had to be cut. The miners struckdst these
wage cuts. The TUC called a General Strike in solidarity. Witiee timid
TUC backed down in the face of Churchill’'s opposition, and thiners
eventually lost, there was a big shift in the share of natior@me going
as profit. Between 1924 and 1930 the rate of surplus valuefrasel13%
to 145%. Deflation and high interest rates combined to crashraulation
(see Figure 14.1).

The British rentier interest met a nemesis in the GermanoNatiSo-
cialism to whose birth its punative reparations had coatgd. An even
longer and costlier war ushered in the end of Empire. 1945kawlection
of a socialist government commited to Indian independencksastrongly
progressive system of taxation. A large share of privatesaas holdings
had been requisitioned by the state during the war to finamperts from
the USA. In consequence it was no longer possible for thetcptmcover a
trade deficit by the repatriated profits on overseas holditge economic
policy was directed at restoring industrial production\aball else, the in-
terests of the City of London came much lower down the listradngies
than in the past. The deliberate devaluation of the Pounishsighe Dollar,
a more rapid growth of the state monetary base, and a ddkbpodicy of
stimulating industrial investment transformed the depaient of the econ-
omy. As Figure 14.1 shows, the rate of accumulation acdeleér@ previ-
ously unseen levels. For some 30 years from 1945 the state theliberate
policy of maintaining full employment, attempting to stifate demand and
investment whenever unemployment threatened to rise. Weiew labour,
industrial capital, and the rentier interests as threeorsgiulling in differ-
ent directions, as shown in Figure 14.4. During the 1950s186&0s the
combined effects of labour and industrial capital predated. Even a con-
servative leader like Macmillan was, due to his backgrounttié industrial
North, and his memories of the depression, more sympatteetice indus-

1As Keynes (1925) showed.
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1920s and 1980s 1960s

labour labour

result

result

rentier: rentiers
industrial industrial
capital capital

Figure 14.4: The political and economic forces acting irtddn at different
points in time.

trial/labour axis than that of finance. Conservative anddLailgovernments
continued to impose exchange controls limiting the outflbwapital.

Given that there were no significant reserves of agriculjpoaulation
left - aside from marginal migration from Ireland, the rajiccumulation
of capital combined with a much slower growth of the workirapplation
created social conditions that favoured the working claBsades unions
became much stronger and were able to gain consistent sagea real
wages. Figure 14.3 shows how the rapid increase in wagesglthese
30 years was unlike anything that had gone before. If we coenpigures
14.3 and 14.1 we see that the rise in real wages almost exalttiyed the
rise in accumulation rates. Rapid accumulation increasedlemand for
labour and also raised labour productivity a combinatiayhlyi favourable
to militant trades unionism. It also raised the capital labm@tio which, by
the Marxian law of declining profits, caused the profit ratpltommet ( see
Figure 14.2).

In Britain, the effects of demographic transition were giethby half a
century during which Empire and imperial wars held back dstmeapital
accumulation. When these brakes were removed, the law déliirey rate
of profit re-asserted itself.
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Figure 14.5: The trajectory of the rate of surplus valueulgitoand after the
social crisis of the 1970s : Michaelson et al. (1995).

The falling rate of profit had, by the late 1970s, caused arg¢eeo-
nomic and social crisis. The bankruptcy of large sectionaddistry meant
that major companies ( Rolls Royce, British Leyland, theslstand ship-
building industries) had to be nationalised to keep pradacgoing. By
1973, capital accumulation stood at more than 400% of cuprerits. Prof-
its were so low that accumulation relied heavily on statel&dinvestment
and on borrowing at what were, due to inflation, effectivedgative inter-
est rates. The capitalist system of production had read¢keaternal limits
and Britain was sleepwalking towards a socialist econonie dld model
of capital accumulation funded by rentiers via the stockkehad ceased
to operate. A politically directed process of accumulationded out of
taxation was replacing it.

This was a real historical example of the process we exanthemtet-
ically in Figure 12.5. It is the end point of capitalist demgment once the
growth in the working population stagnates.

Of course we know that Britain today is quite different. Thec&on of
a conservative government in 1979 ushered in a determinechjat by the
propertied interest to reverse this process. Monetargieslithat had been
discredited since the 1930s were reintroduced. Interéss r@se steeply
and large sections of industry went bankrupt. Unemploymeastnow wel-
comed to weaken the power of labour. Anti Trades Union lawghéx
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reduced the bargaining position of workers. The combinéeceivas to
increase the rate of surplus value, reduce the organic csitiggoof capi-
tal and increase the rate of profit (Figure 14.5). The quesspwhy did
these policies suceed in shifting the balance of social atidgal forces in
British society?

There are several key reasons:

(1) The global labour supply.
(2) The discovery of oil in the North Sea.
(3) Liberalisation of international capital movements.

Global Labour Supply Whilst labour supply had reached its limits in
Britain, and similar demographic transitions were takitegp in the other
major economies of Western Europe, the same was not trueiaf Asist
Asia had huge reserves of labour. But these reserves wereffeotively
employable by European firms. Up until about 1980, China wasptetely
off limits to Western investment. South East Asia was unative for in-
vestment because of the wars that had lasted from the Japisvasion to
the end of the 1970s. Communist insurgencies in Malaystadagown to
the end of the 1950s, conflict between Britain and Indonesigetl down to
the late 1960s. South Korea and Japan although capitakse hostile to
European investment. Only the remaining Imperial ColonjHohg Kong
was open.

The 1980s saw huge changes. The Chinese government became pr
capitalist. The wars in South East Asia ended. It at lastinegaossible to
shift manufacturing from Britain, and later from other Epean countries
to the East.

North Sea Oil Inthe period from 1945 to the 1980s, Britain had a constant
struggle to maintain a positive balance of payments in matgonal trade.
Governments had to pay keen attention to fostering indaigiroduction,
as export industries were essential. The discovery of doongspplies of
oil transformed the balance of payments. The governmeritdoak with
relative equanimity on the decline of key industries. Theiports were no
longer needed.

Oil fueled trade surpluses allowed the City of London to oagain
build up its overseas investments. It began to have much mfluence in
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shaping economic policy. The City also had indirect contr@@r part of
the oil surpluses of Gulf producers, who, lacking a sopteséd financial
infrastructure of their own, deposited funds in London.

Capital Movements City lobbying led to the scrapping of UK exchange
controls. From the '80s British governments launched asrivgtional diplo-
matic campaign to get other countries to follow suit. Cdfnecame free to
move to the new labour reserves.

Under these circumstances, industry and the industriakiwgrclass
became effectively surplus to requirements. The City fir@nastitutions
on the other hand became even more important and influeh#alin the
heyday of Empire.

14.2 CHINA

The big story about the current world system is the entry oh@€hand India
as fully fledged capitalist economies. In these countrieseeghe same sort
of rapid exponential growth that astonished continentakobers of Britain
in the early 19th century. These are economies undergograge growth
spurt. They are economies currently free from the demoggeagamstraint.

Suppose we have a 'typical’ firm in China. Let us suppose thafitm
makes a 10% profit on turnover. Suppose half of the profit isgored by
the owner and the other half retained for internal investm@&hen ideally
the firm should be able to grow at 5% a year. The capitalisosexdtthe
economy can show sustained growth rates of this order fowaléxades.
As the typical firm grows, it takes on more staff, buys addisibstocks of
raw materials and purchases larger premises. Let us sufi@igbe number
of workers it employs grows in line with its turnover at 5%. Wd some-
thing grows at 5% a year, it doubles in size roughly every latyeSuppose
that in 1990 there were 200 million people employed in sucim€e firms.
By 2004 it would have grown to 400 million.

Clearly even in the most populous country in the world thisdkof
growth rate could not continue much longer. Such rapid gnowtem-
ployment depends upon the existence of a surplus populdtawmn in from
agriculture. Historically peasant populations have hadréiatively high
birthrate necessary for survival in the face of severe infaortality. The
first phases of modernisation in China, under the Commuigemment
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Table 14.1: Growth in Chinese life expectancy over 50 years

Year 1955 1960 1970 1980 1990 2000 2005
Life expectancy at birth  40.8 44.6 59.6 653 67.1 69.7 71.0

Table 14.2: China’s population by age groups, 1950 - 2050

1950 1995 2010 2025 2050
Total 556.7 1,226.7 1,380.5 1,488.1 1,484.4
0-4 76.2  103.7 92.7 86.3 78.1
5-19 165.0 3196 2904 2781 2456
20-49 2284 594.7 665.0 5979 529.7
50 + 87.1 208.8 3324 5258 631.0
Future years derived from United Nations Population Ptaja¢c1998
Revision, Medium Variant (million)

of Mao were accompanied by public health measures : the gooviof
'barefoot doctors’, innoculation campaigns, measuresstrict inset pests,
provision of clean water supplies. These produced massipeovements
in infant survival rates and increased life expectancies {@ble 14.1).

This created an enormous surplus population that coulchpatly be
drawn into industrial employment (see Table 14.2). UnderNtao gov-
ernment the policy had been to use this surplus labour in cattyuowned
rural agro/industrial complexes: the so called 'Peoplesy\@oines’. These
were run on socialist rather than capitalist lines, with rhers being paid
in ‘'work points’ for labour performed, rather than money.

Under subsequent governments the communes were dissoldd¢dere
was large scale migration to the cities and absorbtion osthiplus popu-
lation into an expanding capitalist sectors. As people moie cites and
become wage workers instead of peasants there are chantesfamily
structure. The family is no longer a unit of production thatdwhom chil-
dren are additional labour. Industrial society demands ¢hédren go to
school and be financially supported by their parents. Aftgeaeration
or so working-class families end up being smaller, the pafh growth
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Figure 14.6: Growth of the non rural percentage of the
Chinese working population. Figures after 2001 are pro-
jections using a logistic curve. Original data from:
http://www.eco.rug.nl/"maddison/chittok/chap3_tables/table3.17.pdf.
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Figure 14.7: Growth labour force and capital stock in Chinadog scale.
Note that the growth slope of the capital stock is higher tthaat of the
labour force. Derived from Li (2003).
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slows down and migration to the cities becomes less signifidable 14.2
and Figure 14.6 shows how this process is developing in CHihea demo-
graphic transition there has been accelerated by the attefamily pol-
icy, but earlier capitalist countries went through an agales demographic
transition. Notice how in China the most economically az8ection of the
population will peak within the next decade. Migration te ttowns will
continue well into the middle of the century, but it shouldrimged that the
degree of urbanisation of a country is just a proxy for itsrdegf proletar-
ianisation. A portion of the rural population in China is doyed in village
enterprises as described for instance by Pan and Park (1998)02 of the
489 million people economically active in rural areas 13Riam worked in
village enterprises. These enterprises are successdrs todustrial parts
of the communes and are still collectively owned. This morif the rural
population is not available to the capitalist economy, spuFe 14.6 under-
states the degree to which the labour reserve has been used 2002
some 324 million Chinese were still farmers some 50% of thekfeoce by
2004 this had dropped to 47%. If the shift from agriculturedustry con-
tinues at this rate, and the economically peaks by 2025,l#tent reserves
of labour in China will be substantially exhausted in thetrigxyears.

The long term rate of profit in an economy is determined by ¢hetive
rates of growth of the labour supply and the capital stocgufés for capital
stock are not given in the China Statistical Yearbook, bey ttan be infered
from published data on investment. Li (2003) has estimated series for
the relative growth of capital stock and the labour force ivin@ up to 1998.
Figure 14.7 plots his data on a log scale to show the comparsdties of
growth of the two variables. It can be seen that the trendabgrowth of
capital stock was higher than that for the labour sufply

Year Capital Per Worker

in 1978 Yuan
1958 1350
1978 3537
1998 12537

2Li’s data gives what Marx called the 'mass of capital’ emmdyper worker since it
measures capital in constant 1978 prices. This rise in trssmBcapital need not imply
a rise in the organic composition of capital, since the anhofinapital invested as wages
may have gone up comparably.
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Since 1998 the rate of capital formation has acceleratetOd8 37% of
GDP was going as capital investment, by 2004 that had fised% 4n the
first four months of 2006, investment was 1800 Billion Yuaaiagt a total
value of industrial output of 2461 Billion Yuan for the sameripd. Thus
investment comprised an extraordinary 73% of industrigbou The rate of
growth of industrial out put was 17%. This is a remarkable cdtgrowth of
output by any measure, but a declining return on capitalicest. In 2004
capital formation was had grown by a factor of 10.1 over 15yegaational
income had grown by a factor of 8.2. Higher rates of investmesre not
brining proportionate growth in the value of output. By 20€6 maintain
that annual growth rate of 17% in output, capital investnvesd having to
grow at an annual rate of 30%. China’s rate of capital foramatan not
go much higher. China’s rapid growth incidentally verifiealé&cki’'s thesis
that investment is self financing. As the rate of investmast fisen so too
have the profits necessary to fund it. The role of foreignteapnd of state
appropriations as sources of funds has shrunk.

As the Chinese economy exhausts its supplies of peasanir|athe
widespread but relatively isolated labour militancy ofaga@an be expected
to coalese into a powerful trades union movement. Real whges been
rising fast already, and this will continue. The very rapigtshare of
profits being accumulated will depress the proportiona i@t return on
capital. The profitability margin attracting capital fronufGpe to China
will then become less marked. Faced with declining rategtofrn at home
Chinese firms will look abroad for investment opportunitiehe comming
decade. The Chinese purchase of IBMs PC division, and ofatimains of
the UK car industry are early harbingers. China’s tradelssgs mean that
it is already in a position to be a substantial capital exgrorThe process
that occured with Britain in the 1880s or Japan from the 198@gards as
these countries labour reserves were used up, shows usodraiect.

The critical difference between successive capital expsris in their
sizes. Japan was bigger than Britain, China is an order ohinalg larger
than Japan. When it tries to become a major capital expdréeerdmain-
ing underdeveloped parts of the world able to absorb thatatapill be
relatively small. China will of course export capital to Afa - probably
comming to dominate it as much as Europe once did. South Amévp,
will be a destination. As was the case with European imgsnah century
ago, these exports will initially concentrated on the pidn of the raw
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materials needed to feed Chinese industry. Textiles, gatsrand toys will
follow.

Since the 1980s the threat of jobs being exported to Chinaéas held
over European and American unions. In the 2020’s Chinesmifalnions
would be less intimidated by the threat of jobs moving to édriCompared
to Asia, Africa’s labour reserves are modest. The inteomati weakness
of the labour movement since the '80s has stemmed from a §labour
power on the world market. China’s stupendous capital actaton is
rapidly reversing the balance. Capital not labour will sdx@nabundant.
The processes that led to the European social crisis of theslwill, half a
century later start to be replicated across Asia. Wagedevilll to rise as a
share of national income. The rate of return of capital vaill. f

We explained in sectiofd? that a fall in profits relative to interest rates
provokes a polarisation of capital into debtor and creditans. A propor-
tion of firms is pushed towards formal insolvency. If enoughgt insol-
vent, there is a big recession.

China is governed by a Communist Party. It is a CommunistyRh&t
allows large scale capitalist development, and one whaskrlg members
are closely linked to capitalist business. But it is also an@wnist Party
that has delivered sustained increases in wages and emgibyihere has
never been arecession in the years since they abandonesriviaod turned
to the market. A big recession like the 1930’s in America wddug political
dynamite. To prevent it the Chinese central bank will be wipuessure to
hold down interest rates.

Japanese experience shows the ultimate limits of such ase&o&irms
whose debts would otherwise have led them to collapse, retnadling.
Bad or irrecoverable debts have come to dominate the balsimeets of
Japanese banks. The same will happen in China. The stataswiappened
in Britain, will have to nationalise, or in the Chinese casenationalise,
leading industries.

With wage rates are no longer held down by competition frorspat
migrants, one could see the sort of wage inflation that waswomin the
West during the 1970s. Back in the 19th century British wagee regu-
lated by cyclical recessions. Each recession drove dowmsyaghich then
rose again during the boom period. But this was in a very dfagded
society, one where the working class did not have the voteth Wiuni-
versal franchise, severe recessions give opportunitéssetwho promise
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remedial action. Think of Roosevelt and Hitler. The alt¢iueato recession
is political regulation of wages. Many European economigeemented
with prices and incomes policies during the 1960-70s Thie Stat a maxi-
mum rate of wage increase and some cases regulated thegfrlescon-

sumer goods. The aim was to increase the share of natiorahagoing

in profits.

Such incomes policies are highly political. They are onlpased be-
cause of the real economic power of labour. They can only sifipd by
appeals to fairness and social solidarity. Profit incoméschvin the case
of unregulated capitalism appear the natural return toarsknterprise, are
shown up as being inversely related to wages. The distabuélations that
underpin capitalist society are exposed on the surfaceliigso This raises
political demands for the taxation or regulation of profitames. The only
social justification for profit is its role in funding invesemt. Where, as in
China today, profits are associated with rapid economic tirand gener-
ally rising incomes, their legitimacy will be at least grunigly accepted by
the majority. If firms stop investing, and at the same time egagre reg-
ulated by the state, capitalism’s political credit begiogun out. As the
current cycle of global economic development, the cycle sterted with
the opening up of China, draws to a close, the capitalisiasacder will
face economic and political crisis on a global scale. Theass alternative
ways of regulating the economy, alternatives forgottenesiine end of the
USSR will have to be faced.
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PROOFS

Proof of lemma 1.Substituting (6.5) into (6.8) and considering a single sec-
tor gives:
L Iby

aj = bi—a; Yy — A.l
j = WyM(b; szlckak) (A.1)
which is coupled with:
b — —an(E — 1 (A.2)
JEY

Settinga = b = 0 yields the unique equilibrium point of the system. (A.2)
impliesa; = li/cj and (A.1) impliesa; = bj asyk_; by = 1. This solution
is valid and unique for economies with reproduction coedfith) = 1, such
that the equalitieS |, ax = Sk_1bx = Sk_1Ik/c = 1 = n hold. O

Proof of lemma 2.The non-linear sum in (A.1) can be eliminated as fol-
lows. Summing over all sectors:

L o L o | L |, by
J_Zlal = J_Zl[UJVM( i~ 8 kglc—ka)]
but given that
élaj:]. — ayt+ax+...+a. =0
then
L Ik b L L Ikb
3 [om(b;—a; 5 5a)l=0=W 3 [¥bi—2, kzlc_tak] =0
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As yM # 0 then
iwb'— ia- - i
=& ) ——
=1 =
Recalling thaty >_; aj = 1 andy"_; b; = 1 then

L | b
J5 1

i=1Ci g

Substitution into (A.1) yields a linear form of the laboumeadjon:
aj = YyM(bj —a;) (A.3)

A change of variabless; = aj — (':—‘J andy;j = bj — (':—’] translates the equilib-
rium point to the origin. Given that = a andy = b the transformed linear
system is:

X=YPyM(y —X)
y = —wNXI

whereX is theL by L diagonal matrix with(i,i) entry equal tax, and the
(i,]) (i # ]) entry zero.

Thex; andy; represent production and income errors respectively. Con-
sider the function

ViR SR

( Losey L y?

V (X1, o X, Y1, VL) = X5+ Iy
2ypyM jle 20N jzl :

that associates a scalar error measure with each possitdeo$the simple
commodity system. In facY/ defines an error potential.

Global stability is now deduced by Lyapunov’s direct metlted). see
Brauer and Nohel (1989)Y is positive definite a¥ (0) = 0 andV (x) > 0
for x # 0. Hencey is a Lyapunov functionV is now shown to be strictly
decreasing on all state trajectories:

ov . oV o, oV ov ov

V = —— —Xo+ ...+ — — Vi +—Vo ...+ =—V
6X1X1+ 6X2X2+ + aXLXL+ 6y1y1+ 6y2y2+ + ayLYL
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Substituting forx; andy; gives

L L
Xj(Yi—=Xj) = > Xjyj
jZl JWi =2 Zl 1]
L

L
=2 XWi- Z X PR
=1 =

V*

with V* = 0 only whenx* = 0. In other words, as time progresses the
simple commodity system always follows an error-reducnagettory that
approaches the origin. By Lyapunov’'s Theorem the equiibrpoint is
asymptotically stable. Stability properties for lineaistgms are global.
Therefore the equilibrium point is globally asymptotigadtable. O

Derivation of equatior{6.13) The exchange value is given by

._@ yM b; bi_
(&) = A )\Na,IJ ajlJ

Rearrange to givb; = aj(gj)/l; and substitute into equation (A.3):
aj = PyM(bj —a;)
(€j)
lj
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APPENDIXB

EXPERIMENTAL DETAILS

L 3 4 5 6 7 8 9 10
corr. | 1.0 | 0.99|0.98| 0.96| 0.98| 0.88| 0.96| 0.96
0.99| 1.0 | 0.99|0.97|0.98| 0.97| 0.96| 0.99
0.98|0.94| 0.99| 0.99| 0.97| 0.94| 0.96| 0.96
0.98| 0.99|0.93| 0.99| 0.95] 0.97| 0.97| 0.91
0.99]/0.99|0.99|0.99| 094 0.91| 0.86| 0.92
0.96| 0.84| 0.99| 0.93| 0.98| 0.99| 0.95| 0.95
1.0 1 0.95/0.99| 0.99| 0.96| 0.93| 0.95| 0.98
0.99/0.97| 1.0 | 0.98]| 0.96| 0.94| 0.94| 0.95
1.0 | 0.96| 0.96| 0.95| 0.95]| 0.94| 0.93| 0.99
10| 1.0 |0.95/0.97|0.95| 0.95| 0.99| 0.93
mean| 0.99| 0.96| 0.98| 0.97| 0.96| 0.94| 0.95| 0.95

Table B.1: Labour value/market price correlations fromd@m samples of
the SCE, with parameter settingd:200,L:n (n=3,...,10), M:500, R:20,
C:2. Each parameter setting is sampled 10 times. Resultoarsled to
2 decimal places. The current implementation runs out of argrwvhen
the number of commodities exceeds 10 (and is also prohetytisiow). If
L — N (i.e. the number of commodities approaches the number ofsgct
then the economy is unlikely to sustain production rates @rdelations
will decrease.

The SCE is defined to have reached a state of statistical equilibrium
when the rate of change (sampled every 1000 time steps) aabwar
value/market price vector correlation is lower than a sta#shold. When
this convergence condition is met the simulation contiriaes further 5000
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time steps in order to sample the stationary distributioids alternative
convergence condition is to check when the rate of changetdgy of
every commodity price distribution is lower than a smalkstrold, but this
was not tried). An upper-limit of 200000 time steps is setase conver-
gence is not achieved within a reasonable time period. llosievery cases
convergence is reached before the upper-limit. Marketicigaule M ; cy-
cles until there are either no buyers or no sellers for everyroodity. With
a large number of actors the clearing loop takes a prohdbtilong time,
therefore, in practice, an upper limit of the maximum numbietransac-
tion attempts per actor is set. Once the number of maximunsacions is
reached the actor is neither a buyer nor seller for any contgndichis can
be interpreted as a ‘time limit’ on the market period.
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CoOMMODITY AMPLITUDE SPACE

We will now develop the concept of an underlying space, coditg@m-
plitude space, which can model commodity exchanges andotineation
of debt. Unlike commodity space itself, this space, is a treetor space
whose evolution can be modeled by the application of lingarators. The
relationship between commodity amplitude space and obddreldings of
commodities by agents is analogous to that between ameétitadd observ-
ables in quantum theory.

Let us consider a system nfagents anan commodities, and represent
the state of this system at an instance in time by a ma&tixvhere a;
represents the amplitude of agerih commodity j. The actual value of
the holding of commaodity by agent , we denote byyj an element of the
holding matrixH. This is related t@; by the equatiom;; = \/hij.

C.1 COMMODITY SALES

Suppose we start off with Table 10.1 as our holding matrix td.3Anh gen-
erate the matriA as shown in Table C.1.

Table C.1: Table of money and commodity amplitudes of agktitsving

Table 10.1
Agent | Coin Casava Kola

State |v2 O 0
Alande| 0 V6 V6
Tunde | O V2 NG
Femi |[v7 O 0
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This gives us a matrix pair of the form

V2 0 0 2 00

| 0 Vb V6 |06 6

A=, 3 JE H=17 5 ¢ (C.1)
V7 0 0 700

Commodity sales have to respect two conservation laws:

(1) The total quantity of a commodity in existence is uncleahgy the
act of sale.

(2) The value of each agents holdings of money plus comnesdédre
unchanged by an act of sale.

After a sale has taken place commodities may appreciate @risimed so
that neither of these constraints holds outside the sa.its

The transfer of 6 kola nuts from Alande to Femi changes thenonl3
of the A matrix as follows shown below:

0 0
V6 0
N ARG
0 V6

This implies that the sum of the squares of the amplitudeseéncblumn
remain unchanged at 11 before and after, so a transfer caygbheded as a
unitary rotation of one of the amplitude columns.

At the same time we have payment of 3 coins from Femi to Alande
which can be expressed in coin amplitude space as:

V2 V2
0 . V3
0 0
V7 2

Since the sum of the squares in coin amplitude space remaal &19, we
also have a unitary rotation in this space.

The transfer and payment operation affects two rows, thefesing to
the asset holdings of Femi and Alande ( rows 2 and 4). Can wesept
this as a unitary rotation as well?
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Since only Alande and Femi’s rows are affected and only the &od
money columns are involved, we will simplify the argumentlbgking at
the 2 by 2 sub matrix of these rows and columns. We have thsftnan

0 V6 V3 0
AR

It is clear that the tranformation is not a unitary rotationtbe rows of the
matrix. The length of the first row ig/6 before the sale and3 afterwords.
But this is because our matrix is in terms of disparate urkisla nuts and
coins. To we need to change the original holdings matrix abitistead of
being denominated in material units it is denominated in @yamits. If the
price of a kola nut iéz a coin, we must multiply the kola holding column by
a half prior to obtain a value matri.

Let us illustrate this with a new and simpler example. We hiave
columns, column 1 for money, column 2 for kola nuts.

10 10 10
a=lo2lv=lo &) n-[o 5
Where agent one has 1d of coin and no kola, and agent two hasmo ¢

and 8 kolas worth 4d. We can model the purchase of 2 kolas viaktby
agent one from agent two by the evolutionfoto:

o[ 5]

which corresponds to final holdings of:

01 0 2
vz_{l 3},.42_{1 6}

Note that the operation on amplitude space is a length piegero-
tation on both the rows and the columns. The lengths of thezene and
column zero inPA2 are 1 the lengths of row and column one is 2 just as it was
for A. This operation can be effected by the application of an gppate
rotation matrix so tha2 = M.A. A matrix which produces this particular
set of rotations is:

= O

'\’|5'\’““
—_ 1
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This form of amplitude preserving operation is characterisf a con-
servation law. It enforces a particular form of symetry -ttblrotation in
the appropriately defined space.

C.2 RRICE CHANGES

Price movements are equivalent to the application of sgadiperations
which can be modeled by the application of diagonal matritésis a 50%
fall in the price of kola in our model would be representedtmsyapplication

.1 0 _ _ . :
of the matrix o L o the current commodity amplitude matrix. Scaling

2
operations are not length preserving.

MONEY LOANS

Let us look at the original loan from Femi to Tunde as a wholestering
both the Holding and the Debt matrices as merged into a siigheh matrix
W = [H|D], so that:

2000 2 2 2 2 000 22 2
|06 6/-2 000 wy |06 6/-200 0
W= 025 -2000]| W= 2 25 -200 -2
7 00 -2 000 5 00 -202 O

Looking only at the last two rows we have the original wortlsitions
of Femi and Tunde as :

Agent Worth Vector Net Worth
Femi =1[7,0,0,—-2,0,0,0] | 5
Tunde =10,2,5,-2,0,0,0] | 5
Tunde-Femi =[-7,2,5,0,0,0,0] | O

there is no difference between the net worth of the two agéiter the
loan the we have

lFemi =[5,0,0,-2,0,2,0] 5
Tunde =1[2,2,5,-2,0,0,-2] |5
Difference =[-3,2,5,0,0,—2,-2] | 0

Again there is no difference between the net worth of the tsgen
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Figure C.1: Symetries and exchange relations. An artworthersubject of
this chapter, featuring the monetary system introducecdb)British colo-
nialists to Nigeria, the Kola nut, and its most famous dérreacommodity.
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But if we look at the worth vectors in amplitude space we gatfarént
picture. We introduce a pair of new columns. One shows theliardp
vectors and the other shows the norms or lengths of thesersect

Agent Worth Vector Net Worth || Amplitude Norm
Femi —=[7,0,0,—2,0,0,0] | 5 [v7,0,0,iv/2,0,0,0] |9
Tunde —[0,2,5,-2,0,0,0] | 5 [0,v/2,1/5,iv/2,0,0,0] | V9
Tunde-Femi =[-7,2,5,0,0,0,0] | 0 | ivV7,4/2,4/5,0,0,0,0] | V14

Note that the two agents have amplitude vectors of the samyéleThis
expresses the fact that they have the same net worth and@esaquence
an equal distance from the origin, the position where an tagas nothing
of every posssible type of asset. On the other hand, alththegtifference
in their net worth is zero, the norm of the amplitude of théetdnce vector
is non-zero. This is because, although they have the sameantt, their
asset positions are not identical. They are separated ilitadgspace. The
norm of the amplitude of their differences in asset holdimgmsures how
far away from each other they are.
Now look at the effect of the loan:
lFemi =[5,0,0,-2,0,2,0] 51 [v/5,0,0,iv/2,0,v/2,0] V9
Tunde =[2,2,5,—2,0,0,—2] |5| [v2,v2,v5,iv2,0,0,iv2] | V13
Difference =[-3,2,5,0,0,-2,-2] | 0 || [iv/3,v2,V/5,0,0,iv2,iv2] | V14
Note that when we look at the norms of the agents’ vectors ipliam
tude space we find that the lengths of the vectors have notdmeerved.
This means that although loans conserve the net assetgmssdf agents,
they are not unitary rotations in amplitude space in the wiay commodity
exchanges are. However the lengths (norms) of the ampéitatithe dif-
ferences in the Worth vectors of Femi and Tunde are presédryéue loan.
But this is because Femi lent money to someone poorer than him
Suppose the situation at the start had been:

1The norm of a complex vector is the length of the vector comgbly the formula

norm(v) = /Zvi* X Vi (C.2)

wherex* denotes the complex conjugatexpthat is, the value resulting from multiplying
the imaginary part ok by -1. The effect of this is to cancel out any imaginary termg a
yield a real valued result.

Because of the relationship between amplitude vectors amtary vectors
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Agent Worth Vector Net Worth || Amplitude Norm

Femi —=[7,0,0,—-2,0,0,0] |5 [v/7,0,0,iv/2,0,0,0] V9

Tunde —[10,2,5,-2,0,0,0] | 15 [v10,v/2,+/5,i1/2,0,0,0] | v/19

Tunde-Femi — [3,2,5,0,0,0,0] | 10 ['1V3,v2,1/5,0,0,0,0] | V10
A loan of 2 from Femi to Tunde now results in the situation of:

2Femi =[5,0,0,-2,0,2,0] 5 | [v/5,0,0,iv/2,0,v/2,0] V9

2Tunde  =112,2,5,-2,0,0,—2] | 15 ‘ [V12,v/2,1/5,iv/2,0,0,iv/2] | v/23

Difference =[7,2,5,0,0,-2,-2] | 10| [v7,v/2,/5,0,0,iv2,iv2] | V18
In this case the norm of Tunde’s vector grows and consequtldis-
tance vector between Femi and Tunde grows frgf© to/18. This rep-
resents the creation of net credit that we described in t@fimsanhattan
distances in section 10.3.2.

Note that Manhattan distance in commodity debt space igeckl
norms in amplitude space by the formula

S |c| = (norm(v))? (C.3)

wherec is a vector in commodity debt space ands the corresponding
vector in amplitude space.

Purchase on credit

Consider the example of credit purchase in section 10.3attirsg from
holdings

Agent money kola debts total Manhattan length

0 1d Od|{0 O 1d 1d
1 od 4d |0 O 4d 4d
totals 1d 4d \ \ 5d

agent zero buys 2d of kola from agent one. Since agent zeydhas!1d in
money to pay for it, the transaction leaves the followingdnags:

Agent money kola debts total Manhattan length
0 0 2d | 0 -1d| 1d 3d
1 1d 2d |1d 0 | 4d 4d
totals  1d 4d | | 5d
We see that

¢ the totals for both money and kola are conserved,
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¢ the total assets of each person do not change.
¢ the Manhattan lengths of the asset vectors were not cortserve

Thus by equation C.3 this implies that credit purchase israuratary op-
erator.

C.3 DeBT REPAYMENT - AN ANNIHILATION PROCESS

Suppose we have an initial situation in worth space with tgyerdis with
mutual debts which are then repaid we can show this as:

3[0 -2 wy [1]0 0
2|2 o}ﬁ W_{4‘oo}

We have a corresponding evolution of vector lengths in maahapace

2] - 5]

It is clear that the Manhattan lengths of the vectors are anserved,
and that by equation C.3 this implies that debt repaymentisraunitary
operator.

Note that a sale in cash terms can be temporally decompoted sale
on credit and a repayment of debt. The unitary sale operhte torre-
sponds to paired, individually non-unitary, debt creataord annihilation
operators. When the operators corresponding to sale actigae are tem-
porally separated, then their non-unitary character eseat¢al economic
effects.

v |




APPENDIXD

A SIMPLE PLANNING PROGRAM

This algorithm performs the planning calculations thataesented in Chap-
ter 13.3.

program plan ;
type

good =( iron ,coal ,corn ,bread ,labour );
consv =array [good ] of real ;

const

usage: array [good ,1..3] of real =( ( 0.05,2.0,20.0),
( 0.2,0.1,3.0),

( 0.1,0.02,10.0),

( 1.5,0.5,1.0),

(0,0,0));

inputs: array [good ,1..3] of good =( ( iron ,coal ,labour ),
( coal ,iron ,labour ),

( corn ,iron ,labour ),

( corn ,coal ,labour ),

( corn ,coal ,labour));

demand :consv =( 0,2e4,0,1e3,0);

Let used, previous € consy;

procedure calcstep ; (see Section D.1)

Let| € integer;

begin
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used+«— demand;
previous«— O;
writeln(iron, coal, corn, bread, labour);
write(round(used));
for «~— 1 to 20 do
calcstep;
end .

D.1 CALCSTEP

procedure calcstep ;

This performs one step of the plan balancing by adding uprtgeedients
used to make the previous step of the iteration

var
Leti, k € good,
Letj € integer;
Let temp € consy;
begin
temp<« O;
for i« iron to labour do
for j«— 1 to 3 do
begin
k<« inputs; ;
tempy<«— tempy + (used; - previous;) X usage;;
end ;
previous«— used;
used<«— used + temp;
write(round(used));
end ;
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PROFITS IN THESA MODEL

The SA model provides the opportunity to deduce an analykizen
for the industrial rate-of-profit distribution given addital assumptions on
capital investment. As a step toward this goal an approxanab the firm-
weighted rate-of-profit distribution in the SA model is noerigded.

Consider a single firm that trades for a single year and havenage
size ofsemployees during this period. The firm samples the markeven a
age 13times during a year. This is a simplification, as during a yfans
are created and destroyed, and therefore do not necesaggiiyct with the
marketplace over the whole year. The value of each markeplsaiv;,
is a function of the instantaneous money distribution, Wwhgmixture of
exponential and Pareto forms. Assume elths independent and iden-
tically distributed (iid) with mearuy, and variances?, During a month
the same employee may be repeatedly selected, or not skldateto the
causal slack introduced by ruléM. Therefore the value generated per em-
ployee per monthy;, is some functiorf of M; independent of the firm size
s. Simplifying further to avoid detailed consideration oétdistribution of
market samples per employee, assume flgt = x+ v, wherev is a con-
stant. Hence ead¥ is idd with meanu; = ym+Vvand variancerf — 02, By
the Central Limit Theorem the sum of the firm’s market samples year,
which constitutes the total revenuR, can be approximated by a normal
distributionR = 5 Vi =~ N(l, 0?), wherep, = 12sp; ando? = 12s02.

The firm’s total wage bill for the yeaYy, is the sum of 1&— 1) indi-
vidual wage paymentsy. Note that the capitalist owner does not receive
wages. Eachy is iid according to a uniform distributiomy ~ U (a, (),
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with meaniy = (ws + wy)/2 and variances3 = (w, — wa)?/12. By the
Central Limit Theorem the wage billV, can be approximated by a nor-
mal distributionW = 5wy ~ N(py, 02), wherepy = 12(s— 1) ando?, =
12(s—1)03.

Define the ratio of revenue to the wage bilDas- R/W and assume that
R andW are independentX is the ratio of two normal variates and its pdf
is derived by the transformation method to give:

2 2
oul-35 )

fX(X‘S) = 4T[k§/2
(2070wy/ka + ex ") V2(L+ B(V/AK))) (a0? + X1k )
where
ki = 0%+x°02
Ax) = (MwOF + X1k )2
2020%,(0? + %203,
O(x) = i/xex !
- \/ﬁ 0 p b

(8) is the pdf of the rate-of-profit conditional on the firmeg The
unconditional rate-of-profit distribution can be obtairtiydconsidering that
firm sizes are distributed according to a Pareto (power-thst)ibution:

fs(S) = %

wherea is the shape anfd the location parameter. Firm sizes in the model
range between 1 (a degenerate case of an unemployed warkemaxi-
mum possible siz&l. Therefore the truncated Pareto distribution

fisg s (H%q
FIN)—_F(1) 1-N-—¢

gs(s) = fs(s| 1< S<N) =

where
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is formed to ensure that all the probability mass is betweandN. By the
Theorem of Total Probability the unconditional distrilmrtifx (x) is given
by:

00 = [ (x| 9osls)s E2)

where the range of integration is between 2 &hds firms of size 1 are a
degenerate case that do not report profits. Expression {@edehegs(s)
parameter-mix offx (x| S=s). The rate-of-profit variate is therefore com-
posed of a parameter-mix of a ratio of independent normaates each
conditional on a firm sizes that is distributed according to a power-law.
Writing (9) in full yields:

a2
N exp[—G(% + & 12)”2)]

X = /2 2re972(x)
2
<k2\/@(x) +V6rW(x) exp {i;@g;ﬂ <1+ @(%)) )
s (+o) g
7 S (E3)

where

ke = 4/s0%,/(s—1)03

O(x) = so3+(s—1)x%03
W(X) = (5—1)S(H07 + X}k 03)

(10) is the pdf ofX = R/W but the rate-of-profit in the simulation is mea-
sured as? = 100(X —1). The pdf of P is therefore a linear transform of
X:
1 X
100 1+ 1oo>
(11) defines a distribution with 6 parameters: (i) the meapleyee market
samplgy, (i) the variance of the employee market sampﬁe(iii) the mean
wagelb, (iv) the wage variance,, (v) the Pareto exponent, of the firm
size distribution, and (vi) the number of economic actérs
(11) is solved numerically to compare the distribution o theoreti-
cally derived variatd® with the profit data generated by the SA model. The

(E.4)
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values of the parameters are measured from the simulatiothid partic-
ular casely = pm+V =~ 50+ Vv, 07 = 02, ~ 55000, 1 ~ 50, 05 ~ 5333,

o ~ 1.04 andN = 1000. The best fit is achieved with= 25 coins. Figure
12 plots the pdffp(x) with the rate-of-profit frequency histogram of Fig. 11
and shows a reasonable fit between the derived distributidnhe data.

=
o
o

@

o
a1
o

D

o
N
o

frequency
NooA
o o
frequency
=
N 6 =]

/)

0 100 200 300 400 500 600 1 10 100 1000 10000
profit rate profit rate

o
i

Figure E.1: Theoretical fit to the firm-weighted rate-of{grdistribution.
The solid lines plot the theoretical pdif(x) scaled by a constant in the fre-
guency axis. The RHS graph plots the function and data inndggcale and
extends the range of the plot to the super-profit range. Mifsrin excess
of 10000 are truncated, which accounts for the outlier attbgimum profit
rate.

With some further work the 6-parameter distributitptx) could be fit-
ted to empirical rate-of-profit measures and compared agather candi-
date functional forms. Although (11) ignores effects duedpital invest-
ment the interpretation of the parametp{so?, L andc% can be extended
to refer to the means and variances of revenue and cost pémyepVright
(2004). A testable consequence of the SA model is the cangthat the
empirical rate-of-profit distribution will be consistentttva parameter-mix
of a ratio of normal variates with means and variances thaeigleé on a firm
size parameter that is distributed according to a power law.
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