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Unmanned vehicles ~future of IOT 

Not static 

Deployable 

Carry flexible Payloads 

Can be re-
programmable 

Can measure anything 

Environmental 
Monitoring 

 Disaster 
Management 

 Agricultural 
Application 

 Traffic 
Monitoring 

 Weather 
Monitoring 

Search & 
Rescue 

ΙοΤ 



ONE EXAMPLE (1/2) 

Use of unmanned ground device (UGV) 
equipped with video camera  

Sensors of Temperature Humidity  

GPS 

Network Interface 

Where? Unknown Area 

Goal: the successful execution of a 
mission.  



ONE EXAMPLE (2/2) 
 

Mission  
is trajectory with specific way-points  

UxV is ordered to approach and gather 
various 

Sensors or images 

 

Ground Control Station (GCS)  
terrestrial system, 

coordinator/master node at distance 



Problem Definition (1/2) 

Requirements of real time monitoring and 
control 
Messages delivered with high accuracy and 

Minimal delay 

GCS can continuously sends commands without any 
stop.  

 

Restrictions 
The communication between the UxV and the GCS 

is established via wireless communications. 

No assurance  

 

 

 

 

 



Problem Definition(2/2) 

Requirements of real time monitoring and 
control 
Messages delivered with high accuracy and 

Minimal delay 

GCS can continuously sends commands without any 
stop.  

 

Restrictions 
The communication between the UxV and the GCS 

is established via wireless communications. 

No assurance  

 

 

 

 

 

 

In uncertain wireless links – how secure that 
messages will be delivered from to GCS and the 

mission will be completed? 



Contribution 

We propose a model of on-line control unit adaptive to changes in 
network quality statistics by dynamically pause control telemetry 
and control messages based on an Optimal Stopping rule in order to 
ensure the optimal delivery of critical information: 

• an on-line network quality change detection mechanism,  

• an OST rule for time-optimized change detection,  

• comprehensive performance evaluation of our mechanism 



Change Point Detection Theory 

Identify a change in the data sequence or in distribution  

◦ generally change in distribution 

 Change-point detection has its origins almost sixty years ago in the work of Page, Shiryayev, and 
Lorden 

Xt 

t1 t2 

 

Data series = runtime network 

statistics. 

 

Applied in Controller/UxV strategy  

 



Quality Network Indicator -QNI (1/3)  
•Quality Network Indicator - normalization 

• the SNR  

• Quality Indicator 

 

 

 



Quality Network Indicator–QNI (2/3)  

Change Point Detection Theory 



Quality Network Indicator–QNI (3/3)  

Probability Distributions of QNI in poor and good network 

conditions 



Change Point Detection Theory -
Prerequisites 

Let us assume that network readings  Χ1, Χ2,…, Χn are independent 
and identically distributed (i.i.d.) random variables and are 
observed sequentially in real time.  

Known probability density functions f0 and f1, where f0        f1  

 

We are interested in finding stopping time that detects a change 
from one distribution to another with the minimum delay based 
only on the realization of the random values x0, x1,… xn  

 



Change Point Detection Theory Solution 
The optimal solution to  was proved by  that it is given by the 
Cumulative Sum (CUMSUM) test proposed by Page . Hence the 
optimal stopping time is given by: 



The behavior of the cumulative log-likelihood 
ratio corresponding to a change. 



Simulation Setup 
 UGV is using ROS Platform  

 A GCS is a fixed server communicating with a 
moving UGV.  

  GCS initializes a mission of an UGV following 
a specific trajectory.  

 UGV during the mission sends back to GCS 
telemetry messages from its on board 
sensors, like health status, battery, 
temperature and video streaming. 

 UGV is in outdoor facility faces saturated 
network conditions.  



Analysis of simulation parameters 
•Different values of α values were 
evaluated by the number of the false 
alarms detected in N-100 executions 
of the mission. 

•A values were generated randomly  

•lower the α values the performance 
of FAR reaches better scores.  



Performance evaluation  
•A non policy model 

• GCS and Ux\GV continuously send and 
receive messages having indifference to 
network conditions    

•A heuristic threshold-based mode 
• the transmission of messages is paused 

when QNI falls under the interval of 
[0.2,0.3] and messages are stored in a 
queue.  

•OST model with α values in [0,0.02] 

• OST model with α values in [0,0.01] 



Total Produced and Consumed Packets 

1. No policy & Heuristic  ~24%  lost messages 

2. OST α=0.01 ~ 4% 

3. OST α=0.002~2% 



Produced and Consumed data 



Latency Detected 

  
This latency imported by the stopping time of 
the producers is balanced in the next time steps 
and finally close to all messages are delivered 
successfully.  
 
This is not the case for the original model in 
which the producers continually and burdens the 
network and consumers with messages that re 
not delivered. 



Conclusions and Future Work 

1. Framework that monitors network conditions and changes the UxV transmission of control 
message and telemetry trying  

◦ not to overload the network in which the devices operate and move. 

◦ Model of dynamic decision making, adaptive to changes in network conditions, by dynamically 
adjusting the transmission of control messages and telemetry based on an optimal stopping rule 

◦ . The performance evaluation showed the successful delivery of messages in poor network conditions 
and the moderate production of messages so as not to burden an already saturated network.  

 

2. Our future agenda includes a time-constraint approach with an additional OST problem of 
finite horizon in order to include a trade-off for the 'pausing' strategy. 



Questions 
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Change Point Detection Theory - 
Prerequisites 

 Stopping Rule is defined by two objects 

 A sequence of random variables, X1, X2, .., whose joint distribution is assumed known 

 A sequence of real-valued reward functions, 
◦ y0, y1(x1), y2(x1,x2), …, y∞(x1,x2,…) 

 Given these objects, the problem is as follows: 

 You are observing the sequence of random variables, and at each step n, you can choose to 
either stop observing or continue 

 If you stop observing, you will receive the reward yn 

 You want to choose a stopping rule Φ to maximize your expected reward (or minimize the 
expected loss) 

 



Change Point Detection Theory - 
Prerequisites 

 Stopping rule Φ consists of sequence 
◦ Φ = (Φ0, Φ1(x1), Φ2(x1,x2), …) 

 Φn(x1,…,xn) : probability you stop after step n 

 0 <= Φn(x1,…,xn) <= 1 

 If N is random variable over n (time to stop), the probability mass function ψ is defined as 

 



Change Point Detection Theory - 
Prerequisites 

 so, the problem is to choose stopping rule Φ   to maximize the expected return, V(Φ ),  
defined as  

  

  

  

  

 j = ∞ if we never stop (infinite horizon) 

 j = T if we stop at T (finite horizon) 

  
 



Change Point Detection Theory 
  A sequential change point detection rule is derived by stopping time τ  of the 
observation stream.  

 The stopping time τ  is the output of two different characteristics: 

•  the detection delay and Dn 

•  the frequency false alarm FAR 

 

  

 Under the Lorden criterion, the objective is to find the stopping rule that minimizes the 
worst-case delay subject to an upper bound on the false alarm rate. 



Robot Operating System (ROS) 
Meta Operating System 

Open source 

Code Reuse 

Widespread use 



Robot Operating System (ROS): 
Publish Subscribe 

 Publishers 

 Subscribers 

 Topics 



Robot Operating System (ROS): 
Sensors 
 1D range finders 

 2D range finders 

 3D Sensors (range finders and RGB-D 
cameras) 

 Audio / Speech recognition  

 Cameras 

 Environmental (like measuring wind speed 
and direction) 

 Force / Torque / Touch Sensors 

 Motion Capture 

 Pose estimation (GPS / IMU) 

 Power Supply  

 RFID (Radio-frequency identification 


