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1 Introduction

Promela-Lite [3] is a specification language which captures the essential features of Promela [4]. Unlike Promela a full grammar and type system of the language, and Kripke structure semantics of Promela-Lite specification have been defined and used to prove the correctness of automatic symmetry detection techniques used in Promela.

Mechanical verification is widely used as a tool to verify the properties of a language. It allows one to identify potential flaws in the language and gives confidence in the language definition. Theorem provers are heavily used as a tool to mechanically verify language properties. The language is to be embedded into the theorem prover for this purpose. Here we outline work in progress to embed Promela-Lite syntax and semantics into the general purpose theorem prover PVS [5] and use these embeddings to interactively prove both consistency with the syntax/semantics definitions and language properties.

2 Promela-Lite

Promela-Lite includes the core features of Promela including parameterised processes, channels (first class) and global variables, but omits some features such as rendez-vous channels, enumerated and record types, and arrays. The syntax of Promela-Lite is specified by using the standard BNF form [1] summarised in Figure 1(a). The language has primitive datatypes and channel types of the form chan{T}, where T is comma separated list of types (details in [3]). A Promela-Lite specification consists of a series of channel and global variable declarations, one or more procotypes and an init process.

Part of Promela-Lite syntax is shown as a production rule in Figure 1(b), where only the syntax of expr is presented.

\[
\begin{align*}
\langle\text{type}\rangle & :\ = \int \mid \text{pid} \\
& \mid \langle\text{chantype}\rangle \\
\langle\text{chantype}\rangle & :\ = \langle\text{recursive}\rangle? \text{chan}\{\langle\text{type}\rangle \to \langle\text{type}\rangle, ',', '\}\} \\
\langle\text{recursive}\rangle & :\ = \text{rec} \langle\text{typevar}\rangle \\
\langle\text{typevar}\rangle & :\ = \langle\text{name}\rangle
\end{align*}
\]

(a) Promela-Lite type syntax

\[
\begin{align*}
\langle\text{expr}\rangle & :\ = \langle\text{name}\rangle \mid \langle\text{number}\rangle \mid \_\text{pid} \\
& \mid \text{null} \\
& \mid (\langle\text{expr}\rangle) \\
& \mid \langle\text{expr}\rangle \circ \langle\text{expr}\rangle (\text{where } \circ \in \{+, -, \ast\})
\end{align*}
\]

(b) Syntax for expr

Figure 1: Promela-Lite syntax

A Promela-Lite specification is considered to be well-typed if its statements and declarations are well-typed according to the typing rules. The typing rules of Promela-Lite are defined by following the notation used in [2]. For example, the typing rule for \(\langle\text{expr}\rangle \circ \langle\text{expr}\rangle\) in Figure 1(b) is defined as follows:

\[
\frac{
\Gamma \vdash e_1 : \text{int} \quad \Gamma \vdash e_2 : \text{int} \quad o \in \{+, -, \ast\}
}{
\Gamma \vdash e_1 \circ e_2 : \text{int}
}
\]

The semantics of a Promela-Lite specification \(P\) is denoted as a Kripke structure \(M\). If \(P\) is well-typed according to the typing rules then the Kripke structure \(M\) is well-defined. A function eval_{p,i} is defined that evaluates an expression \(e\) for a process \(i\) at state \(s\), where proc_type(i) = p. For the syntax of expr mentioned earlier, eval_{p,i} is used to evaluate the expressions at a given state as follows (details in [3]):

\[
\text{eval}_{p,i}(s,e_1 \circ e_2) = \text{eval}_{p,i}(s,e_1) \circ \text{eval}_{p,i}(s,e_2) \quad \text{where } \circ \in \{+, -, \ast\}
\]
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3 PVS Embedding

An embedding is a semantic encoding of one specification language into another. There are two main variants for the embeddings: shallow and deep embeddings [6]. In a shallow embedding, a program or a specification is translated into a semantically equivalent representation of the host logic. In a deep embedding, the language and the semantics are fully formalised in the logic of the specification language. This allows reasoning about the language itself, not just concrete programs.

Our mechanisation is based on deep embedding. Figure 2 briefly outlines the steps that we follow to mechanise Promela-Lite in PVS. The syntax of the language is defined using the abstract datatype mechanism of PVS which allows recursive definitions over the terms of the language. The definition is similar to the traditional use of BNF to define the syntax. The datatype definition enumerates constructors, lists their parameters, and provides recogniser predicates. Part of the datatype definition to define the syntax of $\mathit{expr} ((\mathit{expr}) \circ (\mathit{expr}))$ is shown here:

```plaintext
eexpr_syntax : DATATYPE
BEGIN
  plus (e1:expr_syntax, e2:expr_syntax) : plus?
  minus (e1:expr_syntax, e2:expr_syntax) : minus?
  star (e1:expr_syntax, e2:expr_syntax) : star?
  ...
END expr_syntax
```

The semantics are defined recursively by following the original definitions. Care has to be taken to ensure that these definitions follow the typing rules. Following the definitions of how expressions are evaluated, a recursive definition is given to the semantics, part of which is shown as follows:

```plaintext
sem(e : eexpr_syntax, env: environment, s : STATE): RECURSIVE VALUE =
  CASES e OF
  plus(e1,e2) : integer_value(intvalue(sem(e1,env,s)) + intvalue(sem(e2,env,s))
  ...
ENDCASES MEASURE BY <<
```

After embedding the semantics, the properties to be proved will be defined in the form of theorems and supporting lemmas, and proved using the interactive theorem prover.
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