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Abstract

The automatic verification of concurrent systems by model-checking is limited due to the inability to generalise results to systems consisting of any number of processes. We use abstraction to prove general results, by model-checking, about feature interaction analysis of a telecommunications service involving any number of processes. The key idea is to model-check a system of constant number (m) of concurrent processes, in parallel with an "abstract" process which represents the product of any number of other processes. The system, for any specified set of selected features, is generated automatically using Perl scripts.

1 Introduction

The automatic verification of concurrent systems by model-checking has traditionally been limited due to the inability to generalise results to systems consisting of any number of processes. For example, we may be able to show that a property holds for 4 processes, i.e. for $p_0 \parallel p_1 \parallel p_2 \parallel p_3$, but how can we deduce that (if at all) the property holds for $p_0 \parallel p_1 \parallel p_2 \parallel p_3 \parallel \cdots \parallel p_{m-1}$, for an arbitrary $n$? It is not possible to demonstrate this with straight-forward model-checking [1].

Our application domain is feature interaction analysis [2]. Analysis involves examining a system of basic service processes, running concurrently, some with additional features, to determine whether or not certain properties hold. An interaction may be indicated when a property holds in the presence of one feature alone (i.e. all but one process offers only the basic service) but is violated in the presence of more than one feature. It is important to know when analysis results do (and do not) scale up.

For example, for a system of four concurrent service processes, with different combinations of pairs of features, the goal of the analysis is to prove (or disprove) that $M (p_0 \parallel p_1 \parallel p_2 \parallel p_3) \models \phi[0, 1, \ldots, t]$ where $M (p_0 \parallel p_1 \parallel p_2 \parallel p_3)$ is the finite-state model of the parallel composition of processes $p_0, p_1, p_2, p_3$ (instances of a parameterised process $p$) and $\phi[0, 1, \ldots, t]$ is a temporal logic formula containing free variables indexed by $0, 1, \ldots, t$, where $0 < t < 2$. The $p_i$ communicate peer to peer, asynchronously. In general, the $p_i$ are not isomorphic (because they have different sets of features enabled).

We have demonstrated a number of such results [3] for a basic telecommunications service with features modelled in Promela. The properties are specified in linear temporal logic (LTL) and verified using the SPIN model checker [6]. The $\phi[0, 1, \ldots, t]$ express properties about feature behaviour (e.g. if process 1 has call forwarding to process 2 and process 0 initiates a call to process 1, then eventually a call from process 0 to process 2 will be attempted). In some cases it is necessary to consider more than 4 processes (up to 6) to fully capture all possible combinations.

The problem is how to generalise such results to any number of concurrent, communicating processes, i.e. to demonstrate that the property $\phi$ holds regardless of the number of processes involved (providing this number is sufficiently large). In this paper, we offer a solution based on abstraction.

We give a technique to prove that, for a fixed $m$ and $0 \leq t \leq m-1$, for any $n$, if $p_n, p_{n+1}, \ldots, p_{m-1}$ are isomorphic (they have no features enabled), then

$$M (p_0 \parallel p_1 \parallel p_2 \parallel p_3 \parallel \cdots \parallel p_{m-1}) \models \phi[0, 1, \ldots, t].$$

The technique involves representing the behaviour of $p_n \parallel \cdots \parallel p_{m-1}$ by an abstract process, $Abs$. A model of the $m$ concrete processes $p_0, p_1, \ldots, p_{m-1}$ together with the abstract process is generated automatically from a model of the concrete processes together with a single basic call process $p$. For example if $m = 3$, a model of $p_0 \parallel \cdots \parallel p_2 \parallel Abs$ is generated from a model of $p_0 \parallel \cdots \parallel p_2 \parallel p$. In this case, for any $0 \leq t \leq 2$ we show, by model-checking, that $M (p_0 \parallel p_1 \parallel p_2 \parallel Abs) \models \phi[0, \ldots, t]$ and can hence infer that $\forall n. M (p_0 \parallel p_1 \parallel p_2 \parallel p_3 \parallel \cdots \parallel p_{m-1}) \models \phi[0, \ldots, t]$. 
The technique is summarised by Figure 1. The concrete processes are \( p_0, p_1, p_2 \). Communication between concrete processes is via channels (denoted by rectangles) and is unchanged. Note that the contents of a communications channel fundamentally determines process behaviour. The observable behaviour of processes \( p_0 \ldots p_{n-1} \) is represented by Abs in the following way. Communication to/from a concrete process from/to any other process takes place via a virtual channel. Rather than concrete processes reading/writing to this (virtual) channel and behaving accordingly, each possible read is replaced by a non-deterministic choice over the possible contents of such a channel. In this way all possible behaviours are explored. (A write to such a channel is no longer relevant.)

The number of concrete processes that are required depends on the number of distinct variables that occur in the feature descriptions and the property to be verified. We have shown [4] that if two features are enabled in total, then for our specific set of properties at most 5 concrete processes are required (that is, \( m \leq 5 \)).

The generation of the initial model on \( m + 1 \) processes (for any specified set of selected features) is automatically generated from a template, using Perl scripts. Similarly, the conversion from an \( m + 1 \) process model to an \( m \) process plus abstract model is performed automatically.

## 2 Basic call service and features

### 2.1 Basic call

The basic call service permits call set-up and tear-down between two parties. Call control is asymmetric: one party has originating behaviour, and controls the call, the other has terminating behaviour. Our model follows the IN (Intelligent Networks) model, distributed functional plane.

Figure 2 gives a diagrammatic representation of an abstract automaton for the basic call service behaviour (the full implementation is somewhat more complicated). States to the left of the idle state represent terminating behaviour, states to the right represent originating behaviour. Transitions between states are triggered by user-initiated events at the terminal device, such as (handset) on and (handset) off, or by communication events on shared channels. Trivial behaviour is omitted.

Originating and terminating automata influence each other’s behaviour through communication via (shared) channels. In Figure 2 the channels are referred to as \( c \), for the channel associated with that process, and \( p \), for the channel associated with the partner process. \( p \) is chosen non-deterministically. We use the notation \( c L x, y \) to denote write the value \( (x, y) \) to the channel \( c \), \( c R x, y \) to denote overwrite the channel \( c \) with \( (x, y) \), \( c L < x, y \) to denote poll or non-destructively read value \( (x, y) \) from channel \( c \), and \( c R x, y \) to denote destructively read value \( (x, y) \) from channel \( c \). When the value may be arbitrary, we use variables \( x \) and \( y \); otherwise we use the actual constants required, e.g. 0,1, \( p \), etc. Channels may contain channels.

Each channel has capacity for at most one message: a pair consisting of a channel name (the other party in the call) and a status bit (the status of the connection). The interpretation of messages is given in Table 3.

### 2.2 Features

Since the purpose of this paper is not to describe the features but to to illustrate the abstraction process, we therefore refer only to the CFU feature — call forward unconditional.

For illustration, we provide the LTL formula for CFU but not the detailed description of the (parameterised) Promela process User, its variables and associated proposi-
tions. \( att(i, k) \) denotes the proposition “a call is attempted from \( User[i] \) to \( User[j] \)” which is itself defined in terms of the global variables associated with the \( User \) process (see [3]).

**Property 1 – CFU** Assume that \( User[j] \) has CFU \( User[k] \). If \( User[i] \) rings \( User[j] \) then a connection between \( i \) and \( k \) will be attempted before \( User[k] \) has handset on.

LTL: \[ [[p \rightarrow (rlg_q)] \]
\[ p = (dialed[i] = = j) \& \& (User[i]@calling), \]
\[ r = att(i, k), q = (dev[i] = = on). \]

3 Feature validation and interaction analysis

The basic idea of feature interaction analysis is detecting when features behave as expected in isolation, but not in the presence of each other. Analysis involves feature validation (checking a feature in isolation) and then checking feature tuples for violation of expected behaviour.

3.1 Analysis of any number of call processes

For a given number of features present, and the property to be verified, there is a fixed number of processes \( m \) for which proof of the property is sufficient to prove the property for any number of processes. For example, suppose we wish to prove the (CFU) property above with \( i = 0 \), \( j = 1 \), \( k = 2 \) for the model representing the behaviour of \( User[0] || User[1] || \ldots || User[n - 1] \) when \( User[0] \) has CFU to \( User[2] \) and the other users are basic call processes, for any \( n \). Proof of the property for \( n = 4 \) seems to be sufficient (the three processes involved in the feature and the property, plus an external process). But why and when is it sound to make such a conclusion? Clearly, any external process (that is, any process not involved in the feature or the property) can only affect the behaviour of any of the processes involved in the feature or property via communication to or from such a process. Therefore, as long as all possibilities of such communication is considered, the (internal) behaviour of the external processes does not affect the truth (or otherwise) of the property. The following theorem (stated here without proof) clarifies this reasoning.

**Generalisation Theorem** Suppose that \( N_n = N_m(p_0, p_1, \ldots, p_{m - 1}) \) is a network of \( n \) processes such that, for \( m \leq i \leq n - 1 \), \( p_i \) has no features enabled. If \( M(N_m||Abs) = \phi[0,1,\ldots,t] \) where \( M(N_m||Abs) \) is the finite-state model representing \( N_m \) acting concurrently with the abstract process \( Abs \) (described earlier), \( \phi[0,1,\ldots,t] \) is a temporal logic formula containing free variables indexed by \( 0,1,\ldots,t \), where \( 0 \leq t \leq m - 1 \), then \( M(N_n) = \phi[0,1,\ldots,t] \).

The consequences of the theorem are the technique outlined in Figure 1 where we represent the behaviour of \( p_0, p_1, \ldots, p_{m - 1} \) by \( Abs \). A model of the \( m \) concrete processes \( p_0, p_1, \ldots, p_{m - 1} \) together with the abstract process \( Abs \) is generated automatically from a model of the concrete processes together with a single basic call process \( p \). For example if \( m = 3 \), a model of \( p_0||p_1||p_2||Abs \) is generated from a model of \( p_0||p_1||Abs \). In this case, for any \( 0 \leq t \leq 2 \) we show, by model-checking, that \( M(p_0||p_1||p_2||Abs) = \phi[0,\ldots,t] \) and can hence infer that \( \forall n. M(p_0||p_1||p_2||p_3,\ldots,p_{m - 1}) = \phi[0,\ldots,t] \).

We refer to the \( m \) process model plus abstract process model as the \( N \)-users model. Due to lack of space we do not give details here of how it is generated, but the full Perl script to convert any \( (m + 1) \)-users model (with \( m = 3 \)) to an \( N \)-users model is given in [4].

4 Results

4.1 Validation of single features

We have validated each feature for the \( N \)-users model. For the benefit of readers with a knowledge of SPIN, in Table 1, we provide results for the CFU property for the 3-user model, the 4-user model and the \( N \)-user model respectively. For all verification runs we used a Sun UltraSPARC II workstation with four 450MHz UltraSPARC-II CPUs and 2GB of main memory running the Solaris 7 operating system. Notice how the values of Depth (\( \times 10^6 \)), (stored) States (\( \times 10^6 \)), Mem (Mbytes, with compression), Time (user + system, in seconds) and State-vector (bytes) for the \( N \)-user model lie in-between those values corresponding to the 3-user model and 4- user model respectively.\(^1\)

<table>
<thead>
<tr>
<th>3-user</th>
<th>Depth</th>
<th>States</th>
<th>Mem</th>
<th>Time</th>
<th>State-vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>0.07</td>
<td>0.3</td>
<td>2.8</td>
<td>96</td>
<td></td>
</tr>
<tr>
<td>4-user</td>
<td>Depth</td>
<td>States</td>
<td>Mem</td>
<td>Time</td>
<td>State-vector</td>
</tr>
<tr>
<td>7.0</td>
<td>4.2</td>
<td>16.1</td>
<td>80</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>N-user</td>
<td>Depth</td>
<td>States</td>
<td>Mem</td>
<td>Time</td>
<td>State-vector</td>
</tr>
<tr>
<td>2.0</td>
<td>0.8</td>
<td>3.2</td>
<td>17.5</td>
<td>116</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)Note that the Depth parameter indicates the number of steps (including individual steps within atomic statements) involved in the longest path, which is more than the number of states encountered on such a path.
There is an interaction. The scenario offered as a counter-example (by SPIN) is when an attempted call from \texttt{User[0]} is forwarded to \texttt{User[0]}, not to \texttt{User[2]}. The same scenario is offered during verification of the corresponding 4-user model. Even with two features, the number of concrete users required may be greater than 3. For example, consider the same property when the second feature above is replaced by \texttt{User[3]} has CFU to \texttt{User[4]}. This would require 5 concrete user processes.

5 Discussion

The results above clearly demonstrate the feasibility of the abstraction technique for this application domain – the model checking requirements are well within the capability of our machine. The transformation to a $N$-user model is relatively straightforward: we need only consider the 	exttt{communication} between the external processes and the concrete processes. On the other hand, an induction approach \cite{Clarke95, Kurshan89} requires the construction of an inductive invariant. This is a non-trivial exercise as it involves incorporating the behaviour of the entire system within the invariant.

The abstraction approach is sound because the resulting abstraction is conservative. While the approach is potentially unconservative, because the resulting system offers all possible communication between concrete and abstract processes, the communication protocol is strong enough to prevent any incorrect communication from taking place. Overall soundness is assured because processes only communicate via specified shared variables and interprocess communication is mediated by a strong protocol. Formalisation of this argument to a general setting is further work.

While methods based on a combination of abstraction and model-checking \cite{Curran97, McMillan01} have been applied in other domains, we are unaware of any previous generalisation results in the feature interaction domain.

6 Conclusions

The automatic verification of concurrent systems by model-checking has traditionally been limited due to the inability to generalise results to systems consisting of any number of processes. This may be a serious limitation because it is often important to show that results do, or do not, scale up.

We show a technique that can be used to prove general results about an arbitrary number of processes. The technique does not involve explicit induction, and consequently is rather simpler to apply. The key idea is to consider a system of constant number ($m$) of concurrent processes, in parallel with one abstract process which represents the product of any number of other processes.

We have applied the technique to feature interaction analysis of a telecommunications service. The general system, for any specified set of selected features, is generated automatically using Perl scripts. Empirical results demonstrate feasibility of the approach and that interaction results scale up.
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