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Abstract

We consider the concepts of a t-total vertex cover and a t-total edge cover (t ≥ 1), which generalize the notions of a vertex cover and an edge cover, respectively. A t-total vertex (respectively edge) cover of a connected graph G is a vertex (edge) cover S of G such that each connected component of the subgraph of G induced by S has least t vertices (edges). These definitions are motivated by combining the concepts of clustering and covering in graphs. Moreover they yield a spectrum of parameters that essentially range from a vertex cover to a connected vertex cover (in the vertex case) and from an edge cover to a spanning tree (in the edge case). For various values of t, we present $\mathcal{NP}$-completeness and approximability results (both upper and lower bounds) and $\mathcal{FPT}$ algorithms for problems concerned with finding the minimum size of a t-total vertex cover, t-total edge cover and connected vertex cover, in particular improving on a previous $\mathcal{FPT}$ algorithm for the latter problem.

1 Introduction

In graph theory, the notion of covering vertices or edges of graphs by other vertices or edges has been extensively studied (see [26] for a survey). For instance, covering vertices by other vertices leads to parameters concerned with vertex domination [21, 22]. When edges are to be covered by vertices we obtain parameters connected with the classical vertex covering problem [20, p.94]. Covering vertices by edges, i.e. finding edge covers, was first considered by Norman and Rabin [32]. Finally, when edges are to cover other edges, we obtain parameters associated with edge domination (introduced by Mitchell and Hedetniemi [27]). These problems have long been a testbed for the design of parameterized algorithms (or for showing the limitations of that approach) [11]. However, in particular only recently has a systematic study of variants of vertex cover problems been initiated with respect to parameterized complexity [19, 31].

Clustering in graphs is another fundamental concept with a large range of practical applications [15]. Connectedness can be seen as one of the weakest notions of clustering; it is reasonable to assert that a vertex set can be termed a cluster only if it is connected. When being used for classification purposes, there is rarely only one cluster, but rather a number of them, each representing some concept, i.e., one is looking for connected components. In order to exclude trivial cases and to define meaningful concepts, it may often be appropriate to impose a lower bound on the number of elements per cluster.

*Part of this work was carried out whilst visiting the University of Glasgow, supported by EPSRC grant EP/D030110/1. Email henningfernau@yahoo.de.
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In this paper we consider a synergy of the notion of clustering with each of the concepts of vertex and edge covering. Throughout we assume that $G = (V, E)$ is a connected graph, where $n = |V|$ and $m = |E| \geq 1$. For $1 \leq t \leq n$, a $t$-total vertex cover (henceforth a $t$-tvc) in $G$ is a vertex cover $S$ in $G$ such that each connected component of $G[S]$, the subgraph of $G$ induced by $S$, has at least $t$ vertices. Similarly, for $1 \leq t \leq m$, a $t$-total edge cover (henceforth a $t$-tec) in $G$ is an edge cover $S$ of $G$ (i.e. each vertex of $G$ is incident to an edge in $S$) such that each connected component of $G[S]$, the subgraph of $G$ induced by $S$, has at least $t$ edges. Hence, if $S$ is a $t$-tvc or $t$-tec, then $S$ is a vertex cover or edge cover respectively such that each member of $S$ belongs to a “cluster” containing at least $t$ elements of $S$.

The concept of a total dominating set in a graph, first defined and studied by Cockayne et al. [6], illustrates one case where the notions of clustering and covering (vertices by vertices) have already been brought together. A set of vertices $S$ is a total dominating set of $G$ if (i) $S$ is a dominating set (i.e. every vertex in $V \setminus S$ is adjacent to a vertex in $S$), and (ii) each connected component of $G[S]$ has at least two vertices.

The notion of a 2-tvc was first defined by Jean Blair [2] using the terminology total vertex cover (by analogy to the term total dominating set). It is straightforward to present relationships between the minimum size of a $t$-tvc (respectively $t$-tec) for various values of $t$ and established parameters concerned with vertex covering (respectively edge covering) in $G$. Throughout this paper, our notation follows and extends that of Harary [20]. Let $\alpha_0(G)$ denote the minimum size of a vertex cover in $G$. A connected vertex cover (henceforth a cvc) in $G$ is a vertex cover $S$ in $G$ such that $G[S]$ is connected. Let $\alpha_0^0(G)$ denote the minimum size of a cvc in $G$. It follows that a 1-tvc is simply a vertex cover (recall that $m \geq 1$), whilst a cvc of size $t$ is a $t$-tvc. For $t \geq 1$, let $\alpha_{0,1}(G)$ denote the minimum size of a $t$-tvc in $G$. Then $\alpha_{0,1}(G) = \alpha_0(G)$. The parameters $\alpha_{0,t}(G)$ for $t \geq 2$ do not appear to have been studied in the literature previously. In Section 2, we present some additional relationships involving the parameters $\alpha_0(G)$, $\alpha_{0,1}(G)$ and $\alpha_{0,t}(G)$.

Now let $1 \leq t \leq m$ – we turn to the concept of a $t$-tec. It follows that a 1-tec is simply an edge cover (again recall that $m \geq 1$), whilst a minimum $(n - 1)$-tec is a minimum connected edge cover, i.e. a spanning tree. Let $\alpha_{1,1}(G)$ denote the minimum size of a $t$-tec of $G$, and let $\alpha_1(G)$ denote the minimum size of an edge cover of $G$. Then $\alpha_{1,1}(G) = \alpha_1(G)$. The parameters $\alpha_{1,1}(G)$ for $t \geq 2$ do not appear to have been studied in the literature previously. In Section 2, we present some additional relationships between the parameters $\alpha_1(G)$ and $\alpha_{1,t}(G)$.

We remark that, for a $t$-tvc (respectively $t$-tec) to exist, it is sufficient that each connected component of $G$ has at least $t$ vertices (edges), and the results in this paper also hold in such a setting. However for ease of exposition, and due to the correspondence between $t$-tvc and $t$-tec with connected vertex covers and spanning trees respectively, we choose to assert throughout that $G$ is connected.

Given $t \geq 1$, let $vc$, $t$-tvc, $t$-tec and cvc denote the problems of computing $\alpha_0(G)$, $\alpha_{0,t}(G)$, $\alpha_1(G)$ and $\alpha_{0,t}(G)$ respectively, given a connected graph $G$ where $n = |V|$ and $m = |E| \geq 1$ (additionally $n \geq t$ in the case of t-tvc and $m \geq t$ in the case of t-tec). Let $vc$-$d$, $t$-tvc-$d$, $t$-tec-$d$ and cvc-$d$ denote the decision versions of $vc$, $t$-tvc, $t$-tec and cvc, respectively. Hence, the question is, given a graph $G$ and a parameter $k$, whether there is a cover $C$ (with the additional properties specified by the problem) such that $|C| \leq k$.

For each $t \geq 2$, we show in Section 3 that $t$-tvc is $\mathcal{NP}$-hard and not approximable within an asymptotic performance ratio of $10\sqrt{5} - 21 - \delta$ ($> 1.3606$), for any $\delta > 0$, unless $\mathcal{P} = \mathcal{NP}$. However on the other hand we prove that $t$-tvc is approximable within 2. We also prove that $t$-tvc-$d$ is $\mathcal{NP}$-complete, even for planar bipartite graphs of maximum degree
3. Moreover we show that there exists a constant \( \delta_t > 1 \) such that \( t \)-tvc in bipartite graphs of maximum degree 3 is not approximable within \( \delta_t \) unless \( P = NP \). Finally, we give a parameterized algorithm for 2-tvc-d with complexity \( O^*(2.3655^k) \). Here the parameter is the size of the 2-tvc.

cvc is \( NP \)-hard, even for planar graphs of maximum degree 4 [17], though polynomial-time solvable for graphs of maximum degree 3 [36]. For a tree \( T \), finding a minimum cvc is trivial (if \( T = K_2 \), one vertex will suffice, otherwise the set of non-leaf nodes is a minimum cvc in \( T \)). It is known that cvc is approximable within 2 [35, 1]. In Section 4, we show that cvc is not approximable within an asymptotic performance ratio of \( 10\sqrt{3} - 21 - \delta \), for any \( \delta > 0 \), unless \( P = NP \). The complexity of cvc in bipartite graphs does not seem to have been considered in the literature so far. We show that cvc-d is \( NP \)-complete, even for planar bipartite graphs of maximum degree 4. We also present a parameterized algorithm for cvc-d with complexity \( O^*(2.9316^k) \), improving on a previous algorithm due to Guo et al. [19], having complexity \( O^*(6^k) \). Here the parameter is the size of the cvc. We remark that, independently and by using different techniques, Moelle et al. [28] present a parameterized algorithm for cvc-d with complexity \( O^*(3.2361^k) \). Furthermore, following that approach, an improved algorithm for the same problem, having complexity \( O^*(2.7606^k) \), will be reported [29].

1-t-tec, i.e. the problem of finding a minimum edge cover, is polynomial-time solvable [32]. In Section 5, we give a Gallai identity involving \( \alpha_{1,t}(G) \) for each \( t \geq 1 \). We use this to prove that t-tec-d is \( NP \)-complete for each \( t \geq 2 \). We also show that t-tec is approximable within 2 for each \( t \geq 2 \), though there exists some \( \delta > 1 \) such that \( 2 \)-tec is not approximable within \( \delta \) unless \( P = NP \). Finally we show that t-tec-d is in \( FPT \) for each \( t \geq 2 \) (where the parameter is the size of the t-tec) and the parametric dual of 2-tec-d is also in \( FPT \). This gives one of the few examples where both a problem and its dual belong to \( FPT \).

2 Preliminary observations involving \( \alpha_{0,t}(G) \) and \( \alpha_{1,t}(G) \)

We begin this section by presenting some relationships involving the parameters \( \alpha_0(G) \), \( \alpha_{0,t}(G) \) and \( \alpha_{0}^c(G) \).

**Proposition 1.** Let \( G = (V,E) \) be a connected graph where \( n = |V|, \ m = |E| \geq 1 \), and let \( 1 \leq t \leq n \). Then:

1. \( \alpha_0(G) \leq \alpha_{0,t}(G) \), and for \( t < n \), \( \alpha_{0,t}(G) \leq \alpha_{0,t+1}(G) \);
2. \( \alpha_{0,t}(G) \geq t \);
3. for \( \alpha_0^c(G)/2 < t \leq \alpha_0^c(G) \), \( \alpha_{0,t}(G) = \alpha_0^c(G) \);
4. for \( t \geq \alpha_0^c(G) \), \( \alpha_{0,t}(G) = t \);
5. the minimum \( t \) such that \( \alpha_{0,t}(G) = t \) satisfies \( t = \alpha_0^c(G) \).

**Proof.**

1. If \( S \) is a \((t + 1)\)-tvc then clearly \( S \) is a \( t \)-tvc. Moreover clearly any \( t \)-tvc is a vertex cover.

2. If \( S \) is any \( t \)-tvc, then as \( m \geq 1 \), it follows that \( G[S] \) has at least one connected component, which contains at least \( t \) vertices.

3. Let \( S \) be a minimum \( t \)-tvc and let \( C \) be a minimum cvc. Then \( C \) is a \( t \)-tvc, so that \( |S| \leq |C| = \alpha_0^c(G) \). Now suppose that \( G[S] \) contains at least two connected components. Then \( |S| \geq 2t > \alpha_0^c(G) \), a contradiction. Hence \( S \) is a cvc, so that \( |C| \leq |S| \). Hence \( \alpha_{0,t}(G) = \alpha_0^c(G) \).
4. Let $C$ be a minimum cvc and let $t' = t - |C|$. As $G$ is connected we may construct a $t$-tvc $S$ by adding $t'$ vertices to $C$. Then $|S| = t$, so that $\alpha_{0,t}(G) \leq t$. Hence $\alpha_{0,t}(G) = t$ by Part 2.

5. Let $t = \alpha_0^*(G)$. By Part 4, $\alpha_{0,t}(G) = t$. Now suppose that $t' < t$ and $\alpha_{0,t'}(G) = t'$. Let $S$ be a $t'$-tvc such that $|S| = t'$. Then $G[S]$ contains one connected component, for otherwise $|S| \geq 2t'$, a contradiction. Hence $S$ is a cvc such that $|S| = t' < \alpha_0^*(G)$, a contradiction.

We next present some relationships involving the parameters $\alpha_1(G)$ and $\alpha_{1,t}(G)$.

**Proposition 2.** Let $G = (V,E)$ be a connected graph where $n = |V|$, $m = |E| \geq 1$, and let $1 \leq t \leq m$. Then:

1. $\alpha_1(G) \leq \alpha_{1,t}(G)$, and for $t < m - 1$, $\alpha_{1,t}(G) \leq \alpha_{1,t+1}(G)$;
2. $\alpha_{1,t}(G) \geq t$;
3. for $\frac{n-1}{2} < t \leq n - 1$, $\alpha_{1,t}(G) = n - 1$;
4. for $t \geq n - 1$, $\alpha_{1,t}(G) = t$.
5. the minimum $t$ such that $\alpha_{1,t}(G) = t$ satisfies $t = n - 1$.

**Proof.**

1. If $S$ is a $(t+1)$-tec then clearly $S$ is a $t$-tec. Moreover clearly any $t$-tec is an edge cover.
2. If $S$ is any $t$-tec, then as $m \geq 1$, it follows that $G[S]$ has at least one connected component, which contains at least $t$ edges.
3. Let $S$ be a minimum $t$-tec and let $T$ be a spanning tree of $G$. Then $T$ is a $t$-tec, so that $|S| \leq |T| = n - 1$. Now suppose that $G[S]$ contains at least two connected components. Then $|S| \geq 2t > n - 1$, a contradiction. Hence $G[S]$ is connected, so that $|S| \geq n - 1$. Thus $\alpha_{1,t}(G) = n - 1$.
4. Let $T$ be a spanning tree of $G$ and let $t' = t - (n - 1)$. As $G$ is connected we may construct a $t$-tvc $S$ by adding $t'$ edges to $T$. Then $|S| = t$, so that $\alpha_{1,t}(G) \leq t$. Hence $\alpha_{1,t}(G) = t$ by Part 2.
5. Let $t = n - 1$. By Part 4, $\alpha_{1,t}(G) = t$. Now suppose that $t' < t$ and $\alpha_{1,t'}(G) = t'$. Let $S$ be a $t'$-tvc such that $|S| = t'$. Then $G[S]$ contains one connected component, for otherwise $|S| \geq 2t'$, a contradiction. Hence $S$ is a spanning tree such that $|S| = t' < n - 1$, a contradiction.

3 Complexity and approximability of $t$-TVC

We begin with a lower bound for the approximability of $t$-tvc in general graphs.

**Theorem 3.** For each $t \geq 1$, $t$-tvc is $\mathcal{NP}$-hard and not approximable within an asymptotic performance ratio of $10\sqrt{5} - 21 - \delta$, for any $\delta > 0$, unless $\mathcal{P} = \mathcal{NP}$.

**Proof.** For $t = 1$ the result follows by [8]. Now assume that $t \geq 2$. Let $G = (V,E)$ be an instance of vc. We lose no generality in assuming that $G$ is connected and $|V| \geq 2$.

Create a new graph $G' = (V',E')$ such that $V' = V \cup W$ and $E' = E \cup E_1 \cup E_2$, where $W = \{w_i : 1 \leq i \leq t\}$ is a set of new vertices, $E_1 = \{\{v,w_i\} : v \in V\}$ and $E_2 = \{\{w_i,w_{i+1}\} : 1 \leq i \leq t - 1\}$. Let $W' = W \setminus \{v_t\}$. It is straightforward to verify that
if $S$ is a minimum vertex cover in $G$, then $S \cup W'$ is a t-tvc in $G'$. Conversely if $S'$ is a minimum t-tvc in $G'$, then $S' \cap W = W'$, and $S' \cap V$ is a vertex cover in $G$. Hence $\alpha_{0,t}(G') = \alpha_0(G) + t - 1$. The result follows by [8].

We now present an upper bound for the approximability of t-tvc.

**Theorem 4.** For each $t \geq 1$, t-tvc is approximable within 2.

**Proof.** Let $G = (V, E)$ be an instance of t-tvc (then $G$ is a connected graph, where $n = |V| \geq t$ and $m = |E| \geq 1$). Savage [35] presents an approximation algorithm for cvc: the algorithm computes a cvc $S$ in $G$ such that $|S| \leq 2\alpha_0(G)$. Suppose firstly that $t \leq |S|$. Then $S$ is a t-tvc, and $|S| \leq 2\alpha_0(G) \leq 2\alpha_{0,t}(G)$ by Proposition 1, as required. Now suppose that $t > |S|$. Let $t' = t - |S|$. As $G$ is connected, we may construct a t-tvc $S'$ in $G$ by adding $t'$ vertices to $S$. Then $|S'| = t$, so that $S'$ is in fact a minimum t-tvc by Proposition 1.

The next two results concern the complexity and approximability of t-tvc in bounded degree bipartite graphs, for each $t \geq 2$.

**Theorem 5.** For each $t \geq 2$, t-tvc-d is $\mathcal{NP}$-complete for planar bipartite graphs of maximum degree 3.

**Proof.** Clearly t-tvc-d belongs to $\mathcal{NP}$. To show $\mathcal{NP}$-hardness, we give a reduction from the $\mathcal{NP}$-complete restriction of vc-d to planar graphs of maximum degree 3 [18, 17]. Hence let $G = (V, E)$ (a planar graph of maximum degree 3) and $k$ (a positive integer) be an instance of this problem. Let $E = \{e_1, e_2, \ldots, e_m\}$ for some $m$. We define an instance of t-tvc-d as follows. Construct a graph $G' = (V', E')$ by letting $V' = V \cup W$, where $W = \{w_{i,j} : 1 \leq i \leq m \land 1 \leq j \leq t\}$. For each $i$ $(1 \leq i \leq m)$, suppose that $e_i = \{u, v\}$ for some $u, v \in V$. Add the edges $\{w_{i,j}, w_{i,j+1}\}$ $(1 \leq j \leq t - 1)$ and $\{w_{i,1}, v\}$ to $E'$. Clearly $G'$ can be constructed in polynomial time from $G$, and $G'$ is planar, bipartite and has maximum degree 3. Let $k' = k + (t - 1)m$. We claim that $G$ has a vertex cover of size at most $k$ if and only if $G'$ has a t-tvc of size at most $k'$.

For, suppose that $G$ has a vertex cover $S$ of size at most $k$. Let $S' = S \cup W'$, where $W' = W \setminus \{w_{i,t} : 1 \leq i \leq m\}$. Then it may be verified that $S'$ is a t-tvc of $G'$, and $|S'| = |S| + (t - 1)m \leq k + (t - 1)m = k'$.

Conversely suppose that $G'$ has a t-tvc of size at most $k'$. Choose $S'$ to be such a set that minimizes $|S' \cap W|$. It is straightforward to verify that $W' \subseteq S'$, since $t \geq 2$. Also, $S' \cap W = W'$. For, suppose that $w_{i,t} \in S'$ for some $i$ $(1 \leq i \leq m)$. Let $e_i = \{u, v\}$ for some $u, v \in V$. Define $S'' = (S' \setminus \{w_{i,t}\}) \cup \{u\}$. Then $S''$ is a t-tvc of $G'$, $|S''| \leq |S'| \leq k'$, and $|S'' \cap W| < |S' \cap W|$, contradicting the choice of $S'$. Hence the claim is established. Let $S = S' \cap V$. Then it may be verified that $S$ is a vertex cover of $G$, and $|S| = |S'| - (t - 1)m \leq k' - (t - 1)m = k$.

**Corollary 6.** For each $t \geq 2$, t-tvc in bipartite graphs of maximum degree 3 is not approximable within $1 + \frac{1}{500}$ unless $\mathcal{P} = \mathcal{NP}$.

**Proof.** vc in cubic graphs is not approximable within $\frac{100}{99}$ unless $\mathcal{P} = \mathcal{NP}$ [5]. By considering this problem as the starting point for the same reduction as in the proof of Theorem 5, it again follows that $\alpha_{0,t}(G') = \alpha_0(G) + (t - 1)m$. Now $\alpha_0(G) \geq \beta_1(G) \geq \frac{\alpha}{\beta}$ [37, Theorem 60], where $\beta_1(G)$ is the size of a maximum matching in $G$, since $G$ is cubic. It follows that $\alpha_{0,t}(G') \leq (5t - 4)\alpha_0(G)$. Hence the reduction of Theorem 5 is an L-reduction (defined in [33]) with parameters $\alpha = 5t - 4$ and $\beta = 1$. The result follows by [37, Theorem 63].

We next present a result concerning the parameterized complexity of 2-tvc.
Theorem 7. 2-TVC-D is in FPT and can be solved in time $O^*(2.3655^k)$, where $k$ is the size of the 2-tvc.

Proof. Let $G = (V, E)$ be a connected graph. Firstly, we describe an algorithm running in time $O^*(4^k)$. It is known (see [11, 7]) that all minimal vertex covers of size at most $k$ can be enumerated in time $O^*(2^k)$. Of course, a valid (minimal) vertex cover need not be a valid 2-tvc, but all 2-tvcs of size $k$ can be obtained by “extending” minimal vertex covers of size at most $k$.

For each minimal vertex cover $C$ of $G$ described at a leaf of the search tree, we construct a hypergraph $H$ as follows: $V' = V \setminus C$ are the vertices of the hypergraph, and the hyperedges $E'$ are the open neighbourhoods of the vertices in $C$ that do not contain (other) vertices from $C$. Now, a “minimum extension” of $C$ to a valid 2-tvc corresponds to a minimum hitting set in $H$. Since $|E'| \leq k$, this can be done in time $O^*(2^k)$ according to [13]; see also [11, Theorem 8.1]. This shows that 2-TVC-D can be solved in time $O^*(4^k)$.

To improve on this running time, observe that the degree-0 and degree-1 reduction rules of VC-D (c.f. [11, p.21]) are also valid for 2-TVC-D with some variation, since we should now deal with instances in which some vertices are already marked. More precisely, we say that a vertex is 1-marked if it is known to belong to the vertex cover, and it is 2-marked if, in addition, also one of its neighbours is known to belong to the vertex cover. Moreover, a vertex is 0-marked if it is unknown if it belongs to the vertex cover, but one of its neighbours does belong to the vertex cover. Notice that the particular neighbour that testifies why a vertex has become say 0-marked may be later deleted since the necessary information is kept in the markings. To be coherent with the search tree part, we manage the parameter budget in a way that the 1- and 2-marked vertices are already taken into account; hence we have a NO-instance (corresponding to this branch of the search tree) if the parameter budget falls below 0.

We now introduce two budgets (parameters) $k_1$ and $k_2$, both bounded by the original parameter size of $k$ in the beginning, where $k_1$ actually bounds the first part (the vertex cover enumeration, although this dictum is not strictly true) and $k_2$ bounds the second part (the Hitting Set phase) of the search tree. Obviously, $k_1 \leq k_2$ as long as we are in the vertex cover enumeration phase.

We use the following colouring handling rules:

- If vertex $x$ is unmarked but neighbour of a 1-marked or 2-marked vertex, then 0-mark $x$.
- If vertex $x$ is 1-marked and neighbour of a 1-marked or 2-marked vertex, then 2-mark $x$.
- Merge two 2-marked vertices and decrement $k_2$.
- If the parameter $k_1$ drops below 0, we have a NO-instance.

These rules guarantee that the 1-marked and 2-marked vertices form an independent set in the graph, and that there is at most one 2-marked vertex in a reduced instance.

In the following, we always assume that we have already exhaustively executed the colouring handling rules.

Let us first consider the case that $x$ is a vertex of degree 0.

- If $x$ is unmarked or 0-marked, then delete $x$.
- If $x$ is 1-marked, then we have a NO-instance.
- If $x$ is 2-marked, then delete $x$. 
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If $x$ is a vertex of degree 1 with unique neighbour $y$, then do the following:

- If $x$ is unmarked or 0-marked, we distinguish two subcases:
  - If $y$ has degree 1, decrease both parameters $k_1$ and $k_2$ by 2 if $x$ and $y$ are both unmarked, and decrease both parameters $k_1$ and $k_2$ by 1 if $x$ or $y$ is 0-marked.
  - Otherwise, $y$ has degree at least 2.
    * If $y$ is unmarked, 1-mark $y$, delete $x$ and decrement $k_1$. 
    * If $y$ is 0-marked, 2-mark $y$, delete $x$ and decrement $k_1$.
      (For if $C$ is a minimum 2-tvc that includes $x$, then $(C \setminus \{x\}) \cup \{z\}$ is a minimum 2-tvc excluding $x$, where $z \neq x$ is adjacent to $y$.)

- If $x$ is 1-marked, then 2-mark $y$ and decrement the parameter $k_1$.
- Finally, if $x$ is 2-marked, then delete $x$.

Notice: $y$ has been already 0-marked by the colouring rules.

If the vertices that are unmarked or 0-marked form an independent set, a vertex cover has been found; without any 1-marked vertices, we have a 2-tvc.

Let us look at a first simple example, namely triangles. Hence, assume we have three vertices $x, y, z$ in the graph that are mutually neighboured. Assume furthermore that all of them are either unmarked or 0-marked. Already for the classical vertex cover case, (i.e., 1-TVC-D), we know that two out of these three vertices must go into the cover. Notice that in this special case these two vertices will be neighbours, so that this branching scenario is also valid for 2-TVC-D, since clusters are automatically created. Therefore, the vertices put into the cover by this branching need not be taken care of later in the Hitting Set phase. Hence, the budget for that phase can be reduced by 2; in fact, this would be done by the colouring rule that merges two 2-marked vertices. The corresponding recurrence is therefore:

$$T(k_1, k_2) \leq 3T(k_1 - 2, k_2 - 2)$$

Fortunately, we already know the complexity of the second phase, which is $O^*(2^{k_2})$. Assuming a running time of $O^*(c^{k_1})$ for the first phase (with $c$ still to be determined), we obtain the condition

$$c^{k_1}2^{k_2} \leq 3c^{k_1 - 2}2^{k_2 - 2}.$$ 

Multiplication with $c^{-k_1+2-2-k_2+2}$ yields: $4c^2 \leq 3$, i.e., $c \leq \sqrt{3}/2$. The overall running time of the algorithm can be grossly estimated by assuming $k_1, k_2 \leq k$, so that in that particular case $(2 \cdot c)^k \leq \sqrt{3}^k \leq 1.7321^k$ follows.

Let us now consider another special case with a very nice branching behaviour: that of two neighboured vertices $x, y$ that are 0-marked. Clearly, either $x$ or $y$ must go into the cover in order to cover the edge $xy$. Whichever vertex we put into the cover, notice that it will be immediately 2-marked (and hence it will not be considered in the Hitting Set phase). Therefore, also the parameter $k_2$ is decreased. We are led to the recurrence:

$$c^{k_1}2^{k_2} \leq 2c^{k_1 - 1}2^{k_2 - 1}$$

which is obviously solved by $c \leq 1$, yielding $(2 \cdot c)^k \leq 2^k$. Notice that when we have a triangle with one of its vertices 1-marked or 2-marked, then the other two vertices will be 0-marked (assuming a reduced instance), and hence we may assume in the following that our graph contains no triangles (with whatever marking).
After this type of branching, all neighbours of 0-marked vertices are unmarked or 1-marked or 2-marked. Notice that we will enter the Hitting Set phase when there are no more unmarked vertices around. Hence, we can assume in the following that we can always find an unmarked vertex \( y \) that is neighbour of a 0-marked vertex \( x \). We will branch at \( y \) or its neighbours according to what we describe in the following. In the corresponding analysis, we often use the idea that when \( x \) is put into the cover, then (since \( x \) is 0-marked) also the second parameter is decreased by 1 (actually, it would be possible to decrease the second parameter even by 2 if we knew that \( x \) is neighbour of a 1-marked vertex, but the worst case is that all marked neighbours of \( x \) are 2-marked).

If \( \text{deg}(y) \geq 7 \), we simply branch at \( y \): either \( y \) is put into the cover (decrementing only \( k_1 \)) or all its at least 7 neighbours are put into the cover. The latter branch decreases \( k_1 \) by 7 and decrements \( k_2 \), since \( x \) is put into the cover. We are led to the recurrence:

\[
e^{k_1} 2^{k_2} \leq e^{k_1-1} 2^{k_2} + e^{k_1-7} 2^{k_2-1}
\]

which is equivalent to \( 2e^7 \leq 2e^6 + 1 \); finally yielding \( (2 - e)^k \leq 2.3653^k \). This will be (nearly) our worst-case scenario in the end.

If \( \text{deg}(y) \leq 6 \), we use another good branching idea that is indeed rather special to the cluster concept in 2-TVC-D: If \( v \) is a 1-marked vertex in a reduced instance, then one of its neighbours must be put into the cover in order to satisfy the cluster condition. For small-degree 1-marked vertices, this leads to a very satisfactory branching behaviour. We will use this idea in the subcase that takes \( y \) into the cover.

Consider the case \( \text{deg}(y) = 6 \). Let \( N(y) = \{x, z_1, z_2, z_3, z_4, z_5\} \) describe the neighbourhood of \( y \). If we take \( y \) into the cover, then one \( v \in N(y) \) must go into the cover, since \( y \) will then become 1-marked.

- If \( z_1 \) is put into the cover, then both \( k_1 \) and \( k_2 \) are reduced by 2.
- If \( z_1 \) is not put into the cover, \( N(z_1) \) must be part of the cover. Assume that now \( z_2 \) is put into the cover.
- Otherwise, both \( z_1 \) and \( z_2 \) are not put into the cover but their neighbourhoods are. Assume also that \( z_3 \) goes into the cover.
- This argument continues up to the point that none of the \( z_i \) are put into the cover but all their neighbours are. In addition, \( x \) is put into the cover.

If we do not take \( y \) into the cover, then (as before) all neighbours of \( y \) are put into the cover, in particular \( x \), so that the second parameter is reduced by 1.

To find a good estimate for the recursion, we have to reason about possible common vertices and minimum degrees. First of all, as we shall see later, we may assume that all vertices \( z_i \) have each at least three neighbours. We can also assume that for all \( i, j \): \( z_i \not\in N(z_j) \) and that \( x \not\in N(z_j) \), since this would mean triangles in our instance. So the neighbourhood of \( \{z_i, z_{i+1}\} \) or \( \{z_i, x\} \) will consist of at least three vertices. All these vertices plus \( y \) will be put into the cover in all but the first case of the case distinction above, therefore reducing the first parameter by 4 and the second by 2 (at least). We get as an overall estimate for the recursion:

\[
e^{k_1} 2^{k_2} \leq e^{k_1-2} 2^{k_2-2} + 5e^{k_1-4} 2^{k_2-2} + e^{k_1-6} 2^{k_2-1}
\]

The first term of the right-hand side comes from the case that puts both \( y \) and \( z_1 \) into the cover, and the last term represents the case that \( y \) is not put into the cover but all its neighbours are. A little algebra reveals that \( (2e)^k \leq 2.3653^k \) in this case. In fact, this is the overall worst case estimate of our algorithm.
Similarly, in the case \( \deg(y) = 5 \), we can derive
\[
c^{k_1} 2^{k_2} \leq c^{k_1-2} 2^{k_2-2} + 4c^{k_1-4} 2^{k_2-2} + c^{k_1-5} 2^{k_2-1}
\]
leading to \((2c)^k \leq 2.3055^k\). Assuming \( \deg(y) = 4 \), we get:
\[
c^{k_1} 2^{k_2} \leq c^{k_1-2} 2^{k_2-2} + 3c^{k_1-4} 2^{k_2-2} + c^{k_1-4} 2^{k_2-1}
\]
and hence \((2c)^k \leq 2.2361^k\). Similarly, in the case \( \deg(y) = 3 \), we can derive
\[
c^{k_1} 2^{k_2} \leq c^{k_1-2} 2^{k_2-2} + 2c^{k_1-4} 2^{k_2-2} + c^{k_1-3} 2^{k_2-1}
\]
leading to \((2c)^k \leq 2.1454^k\).

We now consider the case that \( \deg(y) \geq 3 \) and that \( y \) has a neighbour \( z_1 \neq x \) of degree 2 (already excluding the case of degree 1 due to reduction rules). Then, we can branch as follows: either take \( y \) into the cover or take all of \( N(y) \). The analysis of this branching depends on whether or not \( z_1 \) is unmarked. If \( z_1 \) is unmarked, then not taking \( y \) into the cover not only puts the (three or more) neighbours of \( y \) into the cover, but it will (due to the fact that \( y \) is deleted from the instance) be the case that \( z_1 \) is then of degree 1; hence, a reduction rule will trigger in the recursive call of the procedure and then the unique neighbour of \( z_1 \) will be put into the cover as well, in order to satisfy the cluster condition. Therefore, we get the following overall recurrence:
\[
c^{k_1} 2^{k_2} \leq c^{k_1-1} 2^{k_2} + c^{k_1-4} 2^{k_2-3}
\]
This leads us to \((2c)^k \leq 2.1903^k\). If however \( z_1 \) is 0-marked, then in the case that \( y \) is not put into the cover at least two 0-marked vertices will be 2-marked (and therefore they disappear by reduction rules in the next recursive call). This leads to the following recurrence:
\[
c^{k_1} 2^{k_2} \leq c^{k_1-1} 2^{k_2} + c^{k_1-3} 2^{k_2-2}
\]
which means that \((2c)^k \leq 2.3594^k\).

Finally, we consider the remaining case that \( \deg(y) = 2 \), i.e., \( N(y) = \{x, z\} \). If we choose \( y \), then we need to choose either \( x \) or \( z \) to satisfy the cluster property, since \( y \) is unmarked. If we do not choose \( y \), then we need to choose both \( x \) and \( z \). When choosing \( x \), then \( x \) will become 2-marked. This leads to the following recurrence:
\[
c^{k_1} 2^{k_2} \leq 2c^{k_1-2} 2^{k_2-2} + c^{k_1-2} 2^{k_2-1}.
\]
Thus \((2c)^k \leq 2^k\). This concludes our case discussion.

In fact, the algorithm we analyzed can be written up in quite a compact form (see Alg. 1—here, the pseudocode given by Alg. 2 is essentially a macro for the operation “branch at \( y \)” which should be inserted in place of these operations at the relevant points in Alg. 1: \(-1 \) encodes unmarked vertices) The reader may verify that the reduction rules will always lead to the algorithm behaviour as analyzed above. Notice that the third heuristic priority for branching will be used only once in the very beginning of the algorithm for each component. However, we can simply modify the algorithm so that it actually always computes a minimum 2-tvc (not only some 2-tvc satisfying the bound \( k \)), and we can compute the 2-tvc componentwise; the very first component will determine the run time estimate, since for all other components the parameter is already reduced. The correctness of the algorithm is immediate from what is said before. \( \square \)
Algorithm 1 An advanced search tree algorithm for 2-tvc-d, called TVC-ST

Require: an annotated graph $G = (V, E)$ with marking functions $\mu : V \to \{-1, 0, 1, 2\}$, a positive integer $k$

Ensure: return $C$ if $G$ has a 2-tvc set $C \subseteq V$ with $|C| \leq k$; NO otherwise

$C' := \emptyset$; \{$C'$ collects the “new vertices” in the cover\}

exhaustively apply the reduction rules; \{this might also modify $C'$\}
\{the resulting instance will be also called $(G = (V, E), \mu, k)$ as before\}

if $k < 0$ then

5: return NO;
else if there are two neighboured vertices $x, y$ with $\mu(x) = \mu(y) = 0$ then

branch at $y$;
else if $G$ contains no more unmarked vertices (i.e., no $x$ with $\mu(x) = -1$) then

form the corresponding Hitting Set instance with the 0-marked vertices as vertices of the hypergraph and the hyperedges $N(x)$ for $x$ being 1-marked;

10: compute a minimum hitting set $H$;

if $|H| > k$ then

return NO;
else

return $H \cup C'$;
end if

else

select an unmarked vertex $y$ for branching according to the following list of priorities:

1. if possible $y$ should belong to a triangle

2. if possible a vertex $x$ with $\mu(x) = 0$ that has a neighbour $y$ that is unmarked

3. otherwise, select any unmarked $y$

branch at $y$;

end if

Algorithm 2 The code of “branch at $y$”

modify $\mu$ by setting $\mu(y) = 1$;

$C :=$TVC-ST$(G, \mu, k - 1)$;

if $C \neq$NO then

return $C \cup \{y\} \cup C'$;
else

modify $\mu$ by setting $\mu(v) := \mu(v) + 2$ for all $v \in N(y)$ with $\mu(v) < 1$ at present;

delete $y$ from $G$ (and from $\mu$);

$C :=$TVC-ST$(G, \mu, k - \deg(y))$;

if $C \neq$NO then

return $C \cup N(y) \cup C'$;
else

return NO;
end if
4  Complexity and approximability of CVC

We begin with two results concerning the complexity and approximability of CVC in general graphs and planar bipartite graphs of bounded degree.

**Theorem 8.** CVC is not approximable within an asymptotic performance ratio of $10\sqrt{5} - 21 - \delta$, for any $\delta > 0$, unless $P = NP$.

*Proof. The result follows using the construction in the proof of Theorem 3 for the case that $t = 2$.  

**Theorem 9.** CVC-d is $NP$-complete for planar bipartite graphs of maximum degree 4.

*Proof. Clearly CVC-d belongs to $NP$. To show $NP$-hardness, we use the same reduction as in Theorem 5 with $t = 2$, however in this case we reduce from the $NP$-complete restriction of CVC-d to planar graphs of maximum degree 4 [17]. The graph $G'$ so constructed is then also a planar bipartite graph of maximum degree 4. If $S$ is a connected vertex cover of size at most $k$ in $G$, then $SUW'$ is a connected vertex cover of size at most $k'$ in $G'$. Conversely if $S'$ is a minimum connected vertex cover of size at most $k'$ in $G'$, then $S \cap W = W'$. It follows that $S' \cap V$ is a connected vertex cover in $G$ of size at most $k$.  

We now show how to use the colouring techniques from the proof of Theorem 7 in order to give a parameterized algorithm for CVC-d that improves on the previous $O^*(6^k)$ algorithm described in [19].

**Theorem 10.** CVC-d is in $FPT$ and can be solved in time $O^*(2.9316^k)$, where $k$ is the size of the cvc.

*Proof. The algorithm proceeds along the lines of the one suggested in [19], using two stages: firstly, we enumerate all minimal vertex covers of size at most $k$, and secondly we apply an algorithm for solving the Steiner tree problem on (at most) $k$ terminals. Using the $O^*(2^k)$ enumeration phase for all minimal vertex covers, combined with the well-known $O^*(3^k)$ Dreyfus-Wagner algorithm [9], the running time of [19] follows.

Recently, the running time of the Dreyfus-Wagner algorithm has been improved to $O^*((2 + \varepsilon)^k)$ for any $\varepsilon > 0$ (the smaller the $\varepsilon$, the bigger the polynomial, but this is hidden in the $O^*$ notation) [14, 30]. Combining this with the $O^*(2^k)$ enumeration phase for all minimal vertex covers, we obtain an $O^*((4 + \varepsilon)^k)$ algorithm for CVC-d.

This can be further improved by using a colouring scheme similar to the one given for 2-tvc-d in combination with catalytic branching, a technique introduced in [10]. This means that we consider all $n$ cases as to whether a given vertex belongs to the vertex cover set to be constructed. In our case, we will mark a vertex selected in the branching. This can be seen in Alg. 3. Notice that the procedure CVC-annotated takes, besides the parameter(s), a non-empty set of marked vertices as arguments.

The procedure that deals with annotated instances is described in the following.

The reduction we use is described in Alg. 5. Let us briefly argue for the validity of the rules. Notice that all rules but the last work in the immediate neighbourhood of the catalyst vertex $v$.

1. Two marked neighboured vertices together are obviously covering all edges outgoing from either of them; this can be equivalently expressed by merging the two of them into a new marked vertex.

2. An unmarked neighbour $x$ of degree 1 of a 1-marked vertex $v$ has no need to go into the cover: the only edge it might cover is already covered by $v$ and it cannot connect to other marked vertices. Hence, we can safely delete $x$. 
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Algorithm 3 An advanced search tree algorithm for cvc-d, called CVC-ST

Require: a graph $G = (V,E)$ and a non-negative integer $k$

Ensure: return YES if $G$ has a connected vertex cover of size at most $k$: NO otherwise

if $E = \emptyset$ then
  return YES;
else
  for all $v \in V$ do
    if CVC-annotated $(G,k,k,\{v\}) = YES$ then
      return YES;
    end if
  end for
  return NO;
end if

Algorithm 4 A search tree algorithm for annotated cvc-d, called CVC-annotated

Require: a graph $G = (V,E)$, two integers $k_1, k_2$ ($k_1$ is bounding the first vertex-cover-like search tree part, while $k_2$ is bounding the number of terminal points in the subsequent Steiner tree algorithm; hence $k_1 \leq k_2$); a non-empty set of vertices $C$ assumed to be marked

Ensure: return YES if $G$ has a connected vertex cover of size at most $k$ that contains all vertices from $C$: NO otherwise

if $k_1 < 0$ then
  return NO;
else if $E = \emptyset$ then
  return (Steiner-TREE $(G,C) + k_2 \leq k_1$);
else
  produce an irreducible instance; {for simplicity, we use the same namings as before: the reduction is described below}
  if $k_1 < 0$ then
    return NO;
  else if there are no uncovered edges, i.e., $E = \emptyset$ then
    return (Steiner-TREE $(G,C) + k_2 \leq k_1$);
  end if
  pick a vertex $u$ to branch at; {how to choose is described below in detail}
  if CVC-annotated $(G,k_1 - 1, k_2, C \cup \{u\}) = YES$ then
    return YES;
  else
    return CVC-annotated $(G - u, k_1 - \text{deg}(u), k_2, C \cup \mathcal{N}(u))$;
  end if
end if
3. An unmarked neighbour $x$ of degree at least 2 of a marked vertex $v$ that has an unmarked neighbour $y \neq v$ that is of degree at most 2 might be responsible for covering the edge $e = xy$. In principle, $e$ could be also covered by $y$. However, if $y$ was in the cover, then one of its at most two neighbours must go into the cover to satisfy the connectivity requirement. If the degree of $y$ was 1, this means that $x$ must be in the cover, which is just the case as claimed by the reduction rule. If $y$ is of degree 2, then $y$ could be in the cover together with another neighbour $z \neq x$ of $y$. Moreover, there must be a path from $z$ to $v$ within the cover that does not contain $y$. However, instead of putting $v, y, z$ into the connected cover, we could also take $v, x, z$ into an alternative connected cover of the same size.

Notice that after exhaustively applying the reduction rules, the marked vertices together from an independent set. Therefore, a reduced graph on which we start the Steiner tree phase is bipartite. However the bipartite property alone does not in general lead to a polynomial-time algorithm for this phase. To see this, it is straightforward to observe that Karp’s reduction [24] shows that the Steiner tree problem is NP-hard even if we have a set $T$ of terminal vertices such that $G$ has no edges between two vertices in $T$ and between two vertices in $V \setminus T$. This fact justifies the use of the $O^*((2 + \varepsilon)^k)$ algorithm for the Steiner tree problem [14, 30] here.

Algorithm 5 Reductions for annotated cvc-d, called CVC-reduce

Require: a graph $G = (V, E)$, an integer $k$; the set of marked vertices $C$

Ensure: return an irreducible instance

repeat
    repeat
        if $\exists x, v \in C : x \in N(v)$ then
            merge $v$ and $x$ into a new member of $C$;
            $k_2 := k_2 - 1$; \{the number of vertices to be considered in the Steiner tree phase of the overall algorithm is reduced\}
        else if $v \in C$ has an (unmarked) neighbour $x$ of degree 1 then
            delete $x$;
        else if $v \in C$ has an unmarked neighbour $x$ of degree at least 2 that has an unmarked neighbour $y \neq v$ that is of degree at most 2 then
            mark $x$;
            $k_1 := k_1 - 1$;
        end if
    until no more changes occur to the instance
end repeat

We now describe how to pick a vertex $u \notin C$ to branch at, i.e., either take $u$ into the cover or all its neighbours. As before, let $C$ be the cover found (assumed) so far (i.e., the set of marked vertices). If none of the listed conditions applies, we already found a vertex cover of $G$ and can now run some Steiner tree algorithm to ensure connectivity of the cover set.

if possible then
    Choose a vertex $v \in C$ such that there is a neighbour $u \in N(v)$ that has at least two unmarked neighbours
else if possible then
    Choose a vertex $v \in C$ such that there is a vertex $u$ in $N(N(v)) \setminus (N[v] \cup C)$ with at least one marked neighbour
else if possible then
    Choose a vertex $v \in C$ such that there is a vertex $u$ of degree at least 3 in $N(N(v)) \setminus (N[v] \cup C)$
end if
Why can we continue with the Steiner tree phase when none of the possibilities applies? Consider the vicinity of a vertex $v \in C$. By the reduction rules, all neighbours of $v$ are unmarked. If $v$ has a neighbour with at least two unmarked neighbours, we would branch. Hence, thereafter any neighbour $x$ of $v$ has at most one unmarked neighbour $y$. Conversely, by the reduction rules, $x$ must have one neighbour apart from $v$. If all neighbours of $x$ are marked, there is no need for further branching in the first phase, since all edges are covered, and if this observation applies to all neighbours of all $v \in V$, then the second, Steiner tree phase can start. Hence, assume that $x$ has exactly one unmarked neighbour besides $x$, and the third branching scenario considers this final case.

As for the running time analysis, notice that there are now the following possible worst cases:

1. $v \in C$ has a neighbour $u$ of degree $\geq 3$ we branch at (with $\geq 2$ unmarked neighbours).
2. $v \in C$ has a neighbour $x$ of degree $\geq 2$ that has an unmarked neighbour $u$ with at least one marked neighbour $z$.
3. $v \in C$ has a neighbour of degree $\geq 2$ that has an unmarked neighbour $u$ with $\geq 3$ unmarked vertices to branch at.

In Case 1, we can estimate the running time of the overall search tree (including the Steiner tree computation phase) as follows:

$$T(k_1, k_2) \leq T(k_1 - 1, k_2 - 1) + T(k_1 - 2, k_2).$$

The first term describes the running time of the branch that includes $u$ into the cover and the second term describes the running time of the branch that excludes $u$ from the cover but takes all neighbours into the cover. Notice that if $u$ is taken into the cover, it will be marked and hence merged with its marked neighbour after the recursive call due to the reduction rules. Hence, the second parameter $k_2$ (bounding the Steiner tree part) is decremented as claimed. A little algebra shows that $T(k_1, k_2) \leq 1.2808^{k_1}(2 + \varepsilon)^{k_2}$.

In Case 2, when $u$ is not put into the cover, $x$ will go into the cover. In either case, the resulting marked vertex will be neighbour of a marked vertex, i.e., in the recursion the reduction rules trigger and reduce the second parameter. Hence, we can estimate

$$T(k_1, k_2) \leq 2T(k_1 - 1, k_2 - 1).$$

Due to the very nice reduction of the second parameter, we can estimate $T(k_1, k_2) \leq (2 + \varepsilon)^{k_2}$.

In Case 3, notice that in the case that $u$ is not put into the cover but all its neighbours, a neighbour of $v$ will be put into the cover which reduces the second parameter $k_2$. $T(k_1, k_2) \leq T(k_1 - 1, k_2) + T(k_1 - 3, k_2 - 1) \leq 1.4655^{k_1}(2 + \varepsilon)^{k_2}$

This gives the claimed worst case running time. \hfill \Box

5 Complexity and approximability of $t$-TEC

Let $G = (V, E)$ be a connected graph, where $n = |V|$, $m = |E| \geq 1$, and let $1 \leq t \leq n - 1$. We begin this section by presenting a Gallai identity involving the concepts of a $t$-tec and a $t$-tree packing. A $t$-tree packing of $G$ is a collection $\mathcal{P} = \{G_1, \ldots, G_k\}$ of vertex-disjoint (non-induced) subgraphs of $G$, each of which is a tree containing exactly $t$ edges. The
value \( k \) is defined to be the size of \( \mathcal{P} \). Let \( \beta_{1,t}(G) \) denote the maximum size of a \( t \)-tree packing of \( G \). Then \( \beta_{1,1}(G) = \beta_1(G) \), the size of a maximum matching in \( G \). The following result gives a Gallai identity involving \( \alpha_{1,t}(G) \) and \( \beta_{1,t}(G) \).

**Theorem 11.** Let \( G = (V, E) \) be a connected graph, where \( n = |V| \), \( m = |E| \geq 1 \), and let \( 1 \leq t \leq n - 1 \). Then \( \alpha_{1,t}(G) + \beta_{1,t}(G) = n \).

**Proof.** Let \( \mathcal{P} = \{G_1, \ldots, G_k\} \) be a \( t \)-tree packing of \( G \) such that \( k = \beta_{1,t}(G) \). Let \( S \) initially contain the edges belonging to the subgraphs in \( \mathcal{P} \). Then \( |S| = kt \) and \( S \) covers \( k(t + 1) \) vertices of \( G \), so that \( n - k(t + 1) \) vertices are as yet uncovered. Pick any uncovered vertex \( v \). Then \( v \) is at distance at most \( t \) from a covered vertex \( w \), for otherwise we contradict the maximality of \( \mathcal{P} \). Let \( v_0 = v \), and let \( v_0, v_1, \ldots, v_s \) be the vertices (in order) on a path in \( G \) from \( v_0 \) to \( v_s \), where \( v_s \) is covered, \( v_i \) is uncovered \((1 \leq i \leq s - 1) \), and \( 1 \leq s \leq t \). Add \( \{v_i, v_{i+1}\} \) to \( S \) \((0 \leq i \leq s - 1) \). Continue in this way until all vertices are covered.

Then \( S \) is a \( t \)-tec of \( G \). Moreover we add one edge for every additional vertex that we cover, so that \( |S| = kt + (n - k(t + 1)) = n - k \), i.e. \( \alpha_{1,t}(G) \leq n - \beta_{1,t}(G) \).

Conversely let \( S = \{S : S \text{ is a } t \text{-tec in } G \text{ and } |S| = \alpha_{1,t}(G)\} \). Choose \( S \in \mathcal{S} \) such that \( G|S| \) contains the fewest number of cycles. Let \( G_i = (V_i, S_i) \) \((1 \leq i \leq k) \) be the connected components of \( G|S| \), for some \( k \geq 1 \). Let \( i \) \((1 \leq i \leq k) \) be given. Then by definition of \( S \), it follows that \( G_i \) contains at least \( t \) edges. Now suppose that \( G_i \) contains a cycle, and let \( e \) be any edge on this cycle. If \( k = 1 \) then \( S' = S \setminus \{e\} \) is a connected subgraph of \( G \) that spans \( V \), and hence \( |S'| \geq n - 1 \), so that \( S' \) is a \( t \)-tec, contradicting the minimality of \( S \).

Hence \( k \geq 2 \). Since \( S \) is an edge cover, there exists an edge \( e' = \{u, v\} \) in \( G \) such that \( u \) is covered by \( G_i \) and \( v \) is covered by some \( G_j \) \((1 \leq j \neq i \leq k) \). Let \( S' = (S \setminus \{e\}) \cup \{e'\} \). Then \( S' \) is a \( t \)-tec, \( |S'| = |S| \) and \( S' \) has one fewer cycle than \( S \), contradicting the choice of \( S \). Hence \( G_i \) is acyclic. It follows that \( |S_i| = |V_i| - 1 \), so that

\[
|S| = \sum_{i=1}^{k} |S_i| = \sum_{i=1}^{k} (|V_i| - 1) = n - k.
\]

Let \( \mathcal{P} = \{H_1, \ldots, H_k\} \) be formed by “pruning” each \( G_i \) in order to form a tree \( H_i \) containing exactly \( t \) edges (this may be carried out by repeatedly deleting edges incident to vertices of degree 1 in \( G_i \), until exactly \( t \) edges remain). Then \( \mathcal{P} \) is a \( t \)-tree packing of \( G \), and \( |\mathcal{P}| = k = n - \alpha_{1,t}(G) \), so that \( \beta_{1,t}(G) \geq n - \alpha_{1,t}(G) \).

We remark that, in the case \( t = 1 \), Theorem 11 gives the familiar Gallai identity \( \alpha_1(G) + \beta_1(G) = n \) [16].

For each \( t \geq 1 \), let \( t \)-TREE PACKING denote the problem of computing \( \beta_{1,t}(G) \), given a connected graph \( G = (V, E) \), where \( n = |V| \geq t + 1 \). Let \( t \)-TREE PACKING-D denote the decision version of \( t \)-TREE PACKING. Kirkpatrick and Hell [25] proved the following result concerning \( t \)-TREE PACKING-D.

**Theorem 12 ([25]).** For each \( t \geq 2 \), \( t \)-TREE PACKING-D is \( \mathcal{NP} \)-complete.

The following is an immediate consequence of Theorems 12 and 11.

**Corollary 13.** For each \( t \geq 2 \), \( t \)-TEC-D is \( \mathcal{NP} \)-complete.

The next two results concern the approximability of \( t \)-TEC for \( t \geq 2 \).

**Theorem 14.** For each \( t \geq 2 \), \( t \)-TEC is approximable within 2.
Proof. Let \( G = (V, E) \) be an instance of \( t\text{-tec} \) (a connected graph where \( n = |V| \) and \( m = |E| \geq t \)). Any edge cover \( S \) of \( G \) satisfies \( |S| \geq \frac{2}{3} \), since each edge of \( S \) covers 2 vertices of \( G \). Now let \( T \) be a spanning tree of \( G \). Suppose firstly that \( t \leq n - 1 \). Then \( T \) is a \( t\text{-tec} \) of \( G \) and \( |T| = n - 1 \leq 2\alpha_{1}(G) \leq 2\alpha_{1,1}(G) \) by Proposition 2, as required. Now suppose that \( t > n - 1 \). Let \( t' = t - (n - 1) \). As \( G \) is connected, we may construct a \( t\text{-tec} \) \( S \) by adding \( t' \) edges to \( T \). Then \( |S| = t \), so that \( S \) is in fact a minimum \( t\text{-tec} \) by Proposition 2. \( \square \)

**Theorem 15.** \( 2\text{-tec} \) in bounded degree graphs is not approximable within some \( \delta > 1 \) unless \( \mathcal{P}=\mathcal{NP} \).

Proof. \( 2\text{-tree packing} \) in graphs of maximum degree \( B \) is not approximable within some \( \varepsilon > 1 \) unless \( \mathcal{P}=\mathcal{NP} \) [23]. We may consider this problem as the starting point for a reduction to \( 2\text{-tec} \) that essentially follows the same lines as the proof of Theorem 11 in the case that \( t = 2 \) and \( G = (V, E) \) is a connected graph of maximum degree \( B \), where \( n = |V| \) and \( m = |E| \). Now \( \beta_{1,2}(G) \geq m/(3B - 1) \), since any \( P_{3} \) in a 2-tree packing \( \mathcal{P} \) of \( G \) rules out at most \( 3B - 1 \) edges for inclusion in some other \( P_{3} \) in \( \mathcal{P} \). By Theorem 11, \( \alpha_{1,2}(G) + \beta_{1,2}(G) = n \leq m \), since the graph constructed by Kann’s reduction [23] is not acyclic. Hence the reduction described here is an \( \mathcal{L} \)-reduction (see [33]) with parameters \( \alpha = 3B - 2 \) and \( \beta = 1 \). The result follows by [37, Theorem 63]. \( \square \)

We now consider the parameterized complexity of \( t\text{-tec} \) \((t \geq 2)\).

**Theorem 16.** For each \( t \geq 2 \), \( t\text{-tec-d} \) is in \( \mathcal{FPT} \).

Proof. Let \( \langle G, k \rangle \) be an instance of \( t\text{-tec-d} \). Then \( k \) is a parameter and \( G = (V, E) \) is a connected graph where \( n = |V| \) and \( m = |E| \geq t \). As observed in the proof of Theorem 14, \( k \geq \frac{n}{2} \) or else \( \langle G, k \rangle \) is a \( \mathcal{NO} \)-instance. Hence \( n \leq 2k \), so \( m \leq (2k)^{2} \). Generating every subset \( S \) of \( E \) with at most \( k \) edges and verifying whether \( S \) is a \( t\text{-tec} \) is a process that takes \( \mathcal{O}^{*}(2^{5.3k}) \) overall time. \( \square \)

We now consider the concept of parametric duality (see [4, 11] for a recent exposition), which is in a sense quite related to the family of Gallai identities proved above. Define \( \text{dual-}t\text{-tec-d} \) to be the problem of deciding, given a connected graph \( G = (V, E) \) where \( n = |V| \) and \( m = |E| \geq t \), and a (dual) parameter \( k_{d} \), whether there a \( t\text{-tec} \) of size at most \( n - k_{d} \). Using the fact that \( 2\text{-tree packing-d} \) is in \( \mathcal{FPT} \) and solvable in time \( \mathcal{O}^{*}(2^{5.3k}) \), where \( k \) is the size of the 2-tree packing [34], Theorem 11 implies the following result.

**Theorem 17.** \( \text{dual-}2\text{-tec-d} \) is in \( \mathcal{FPT} \) and can be solved in time \( \mathcal{O}^{*}(2^{5.3k_{d}}) \).

Theorems 16 and 17 therefore imply that both \( 2\text{-tec-d} \) and \( \text{dual-}2\text{-tec-d} \) are in \( \mathcal{FPT} \), a result rarely observed in the context of parameterized complexity. However, in the case of \( t\text{-tvc} \) and \( \text{cvc} \), we can show:

**Theorem 18.** \( \text{dual-}2\text{-tvc-d} \) is \( \mathcal{W}[1] \)-complete. Also \( \text{dual-}t\text{-tvc-d} \) \((t \geq 3)\) and \( \text{dual-cvc-d} \) are \( \mathcal{W}[1] \)-hard.

Proof. To show membership in \( \mathcal{W}[1] \) of \( \text{dual-}2\text{-tvc-d} \), we employ the “Turing way” [3, 11]. That is, we exhibit a Turing machine whose \( f(k_{d}) \)-step halting problem is solvable if and only if the given instance of \( \text{dual-}2\text{-tvc-d} \) is a \( \mathcal{YES} \)-instance.

A 1-tape nondeterministic Turing machine \( M_{G} \) for graph \( G = (V, E) \) would work as follows. The tape alphabet is \( V \times \{0, 1\} \) (plus the end markers).

1. Guess \( k_{d} \) letters from \( V \times \{0, 1\} \) and write them on the tape.
2. Sweep back and forth on the tape and verify that the vertices are independent. (If two vertices \( u, v \) have been guessed with \( u \in N(v) \), then the Turing machine would enter an infinite loop.)

The second part of the tape alphabet can be used to protocol which two vertices are tested.

If all pairs have been tested, then the tape contains an independent set \( I \).

3. Now use the second part of the tape alphabet to cycle through all subsets of \( I \). For each subset \( \emptyset \neq X \subseteq I \), we have to test whether \( X = N(v) \) for some \( v \not\in I \). If this is the case, then we have detected a vertex from the vertex cover \( V \setminus I \) that has no neighbour from \( V \setminus I \).

To this end, an \( n \)-bit internal memory is used. Initially, this is an all-zero vector. Upon reading \( X \) off the tape, at most \( k_d \) bits are set to 1. Then, by the internal memory bit vector \( X = N(v) \) can be checked in one further step. If the infinite loop is not entered (i.e., \( X \neq N(v) \) for all \( v \in V \setminus I \)), then the \( k_d \) bits are set to 0 again, and then the “next set” is selected by the bit vector counter on the tape.

Finally, the bit vector counter on the tape contains only ones, and then the machine will stop.

Hence, there is a function \( f(k_d) \) such that \( G \) has a total vertex cover of size \( n - k_d \) iff \( M_G \) stops in at most \( f(k_d) \) steps.

We now show that \( \text{DUAL-}t\text{-TVC-D} \) is \( \mathcal{W}[1] \)-hard, for each \( t \geq 2 \). We use the same reduction as in Theorem 3, where \( G = (V, E) \) is a connected graph with \( n = |V| \geq 2 \) and \( k_d \) is a parameter, given as an instance of \( \text{INDEPENDENT SET-D} \). Then \( G \) has an independent set of size \( k_d \) if and only if the \((n + t)\)-vertex graph \( G' \) has a \( t \)-tvc of size \( n - k_d + (t - 1) = (n + t) - (k_d + 1) \).

In the case of \( \text{DUAL-CVC-D} \), the proof is similar; the same reduction may be used with \( t = 2 \).

6 Concluding remarks

In this paper we have defined the concepts of a \( t \)-tvc and a \( t \)-tec for \( t \geq 1 \), which are motivated by the notions of covering and clustering in graphs. We have presented \( \mathcal{NP} \)-completeness, approximability and parameterized complexity results for associated optimization and decision problems.

Until now, enumeration-based solutions to parameterized decision problems seemed to be doomed to give rise to a complexity function \( \mathcal{O}^*(C^k) \) where \( C \) is quite large. Our \( \mathcal{FPT} \) algorithms in this paper demonstrate how this can be overcome by introducing appropriate “colourings” and corresponding reduction rules within the search tree algorithm. A further example is the \textsc{edge dominating set} algorithm described in [12]. Moreover, a novel way of analyzing search trees that can be decomposed into two phases is exhibited; this has proved to be highly effective in the case of \( 2\text{-TVC-D} \) and \( \text{CVC-D} \), and should also be applicable in improving the analysis of other fixed-parameter algorithms.

In Section 4, we presented an \( \mathcal{O}^*(2.9316^k) \) algorithm for \( \text{CVC-D} \). As mentioned in Section 1, an improved \( \mathcal{O}^*(2.7606^k) \) algorithm for \( \text{CVC-D} \) will be reported in [29]. It is likely that a further improvement could be obtained by combining the approach of Moelle et al. with the reduction rules that we employ for our \( \text{CVC-D} \) algorithm.

The results in this paper leave open the following problems, among others, that are worthy of further consideration: (1) Formulate polynomial-time algorithms for \( t\text{-TVC} \) and
t-TEC in restricted classes of graphs. (2) Formulate (if possible) \( \mathcal{FPT} \) algorithms for \( t \)-tvc-d (\( t > 2 \)). Are the corresponding parametric dual problems in \( \mathcal{W}[1] \)? (3) Consider “clustering” variants of vertex domination and edge domination.

Acknowledgements

The second author would like to thank Michele Zito for helpful discussions regarding 2-total vertex covers, and Pavol Hell for drawing our attention to reference [25] in connection with \( t \)-tree packings.

References


