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Preface
These proceedings contain the papers of the Information Access in Smart Cities (i-ASC) 2014 Workshop held in conjunction
with the ECIR 2014 conference in Amsterdam, the Netherlands, on the 13th of April 2014. Six technical papers and one
positional paper were selected by the programme committee. Each submitted paper was reviewed by at least three members
of an international programme committee. In addition to the selected papers, the workshop features two keynote speeches
and two invited contributions. Keynote speeches are given by Pól Mac Aonghusa “A Content, Connection and Context: From
Data to Insight in Smarter Cities”, and Frank Kresin “ Smart Cities, Smart Citizens and the case for the CitySDK”. The
invited contributions are given by Raffaele Perego “Mining digital footprints for smart tourism” and Jon Oberlander “Tourists
in Smart Cities: Data mining for hidden treasures”.

We would like to thank ECIR for hosting us. Thanks also go to the keynote and invited speakers, the program commit-
tee, the paper authors, and the participants, for without these people there would be no workshop.
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Content, Connection and Context: From Data to Insight in
Smarter Cities

Keynote

Pól Mac Aonghusa
Smarter Cities Technology Centre, IBM Dublin Research Laboratory, Ireland

ABSTRACT
Big Data has been popularised in the media as “the new
currency”, fuelling a future vision of contextual systems that
will transform our world. However the reality is we are only
beginning to recognise significant research challenges across
a spectrum of topics; from information retrieval, to knowl-
edge representation & reasoning, and user experience, that
must be addressed to realise the vision. Drawing on our
research into real-world use cases in Urban Systems and In-
tegrated Care, this talk will discuss a number of research
challenges, and show early results and prototypes. The talk
will be at a general level to stimulate discussion and identify
possible areas for future research collaboration.

Copyright is held by the author/owner(s).
ECIR’14 Information Access in Smart Cities Workshop (i-ASC 2014).
April 13, 2014, Amsterdam, the Netherlands.
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From Smart Cities to Smart Neighborhoods: Detecting
Local Events from Social Media

Yang Li
CLARITY: Centre for Sensor Web Technologies

Dublin City University
Glasnevin, Dublin 9, Ireland

Alan F. Smeaton
Insight Centre for Data Analytics

Dublin City University
Glasnevin, Dublin 9, Ireland
alan.smeaton@dcu.ie

ABSTRACT
There are several examples of work which uses data from so-
cial media to detect events which occur in our real, physical
world. Our target for event detection is to partition a large
geographic region, a whole city in our case, into smaller dis-
tricts based on geotagged Tweets and to detect smaller local
events. We generate a language model for Tweets from each
district and measure the KL divergence on incoming Tweets
to detect outliers. When these reach a sizable volume or
intensity and are consistent, this indicates an event within
that district. We used Tweets drawn from Dublin city and
we describe experiments on partitioning the city into dis-
tricts and detecting local events within districts.

1. BACKGROUND AND RELATED WORK
Much research work is reported in the literature utilizing

the characteristics revealed by Twitter features, including
the realtime detection of live events. Event detection has
long been a research topic across many application areas
and using many sources of data or information [7]. Early
work leveraged natural language processing tools, such as
named-entity extraction for online news event identification.
Such tools work well on well-structured text like newspaper
articles and TV transcripts, but do not perform well over
some forms of social media such as Twitter. To address
this, other methods have been proposed. Twitterstand [5]
gathers and disseminates breaking news from Twitter us-
ing an online clustering method to cluster similar Twitter
messages. Sakaki et al. [4] classify Twitter contents using
a Support Vector Machine. Twitcident [1] enables filtering,
searching, and analyzing Twitter information streams dur-
ing incidents as they are happening as well as providing a
faceted search interface to dive deeper into these Tweets.
Other works [6] also reports real-time event detection from
Twitter based on temporal and textual features of Tweets.

These previous works successfully detect breaking news
or live events in Twitter streams globally, and their meth-
ods are sensitive to large-scale events which attract a large
number of possibly global Tweets, such as the Presidential
inauguration in the USA. This is because their target events
generate significant boosts to the mainstream of Twitter
and a significant volume of event Tweets which can be de-
tected. Yet Twitter users often post information about local,
community-specific events such as a local flood, a fire, or a

Copyright is held by the author/owner(s).
ECIR’14 Information Access in Smart Cities Workshop (i-ASC 2014).
April 13, 2014, Amsterdam, the Netherlands.

road closure because of a tree falling, where traditional news
coverage at a regional or national level is non-existent and
indeed it is quite difficult to confirm if such events have actu-
ally happened. We illustrate some of these later in Table 2.
The motivation for our work is examine whether Tweets,
localised to a small geographical region, can be used to de-
tect unusual events happing at a local level within a city.
Our contribution is to use Tweets from Dublin city to parti-
tion the city into smaller regions, model the typical Twitter
content for each region and then use a sufficiency of out-
lier Tweets to indicate the likelihood of local-level events in
areas of Dublin city.

2. EVENT DETECTION IN SOCIAL MEDIA
We work on a relatively small data-set, Tweets from Dublin

city. For the purpose of the detection of unusual socio-
geographic events, we first determine normal crowd behavior
in a geographical region of the city in terms of Twitter ac-
tivity. After mapping geo-tagged Tweets onto defined parti-
tions on a map, we focus on sudden increases or decreases in
the number of Tweets happening in a geographical partition
or the topics of discussion, which can be clues to an unusual
event happening. Our assumption is that local events can
be reported on Twitter and the content of such Tweets is a
semantic irregularity to the typical Twitter behaviour of a
region, i.e. people do not normally Tweet about floods, fires
or road closures unless there are such events happening.

To detect unusual local events for a given large area we
first partition the city area into sub-areas by establishing
socio-geographic boundaries. We adopt a clustering-based
space partition method that reflects geographical distribu-
tion of a dataset and better deals with heterogeneous re-
gions. Some research works divided their target area into
equally sized grids with different granularities. We chose
not to use this approach because an appropriate cell size is
difficult to determine and does not consider the geographical
distribution of Tweets.

We adopt the K-means clustering method based on the
geographical occurrences of our Tweets. The K-partitioned
regions are demonstrated in different colors on a unit graph,
as shown in Figure 1. As a result, we achieve an appropriate
socio-geographic boundary setting for the target region by
distributing the actual occurrences of Tweets. We partition
Dublin into 25 regions, a number which is a guesstimate as
to what would be best. When we compare the partition
results to the actual population distribution of Dublin city
area according to the Central Statistical Office data, as in
Figure 1, we see the partition results are acceptable, so 25
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seems to have been a reasonable choice. Hotspots can easily
be identified, such as the city center where there is high
population density and a high volume of Tweets, as well as
some low population areas with a high Tweet volume such
as Dublin Airport, and the Phoenix Park.

Figure 1: Geo-social partitioning of Dublin into 25
clusters and population distribution of Dublin

We make a major assumption that for each location there
is consistency and periodicity in Twitter activity, such as
appearances of regular users in regular locations and per-
haps Tweeting about regular topics of interest. While some
deviations outside usual or regular activities are caused by,
for example, holidays, or visits from friends, these are mostly
restricted to individuals. However when the same deviations
are picked up by multiple users at the same time, same lo-
cation, same topic, then this leads us to believe that we can
recognize local events from inconsistencies in Twitter users’
behavior at a regional level, including a change in the topic
of Tweets, a so-called semantic irregularity.

We now explain how we set up the measurements of reg-
ularity. Within each partition of the city, there are Tweets
generated over time, and in our work we analyze weekday
and weekend days differently. This is because partitions have
different activities for weekday vs. weekends such as offices
which will be relatively quiet during weekends whereas shop-
ping areas will be more active. The regularity of the total
amount of Tweets are calculated using the average of each
day during a rolling one month period, and with ± 1.0 stan-
dard deviation, assigned into hourly bins and any number
outside the 1.0 standard deviation are considered as unusual
activity, as shown in Figure 2.

Figure 2: Twitter occurrences in hourly bins

For every partition we store a set of regular active Twit-
ter users. If there are many visiting Twitter users sending
Tweets from the partition, we consider this as another clue
of irregular Twitter activity.

Measuring semantic regularity of Tweets in partitions is
more complex. For each geo-tagged Tweet in our collection,
we use all of the texts in each partition to build a language
model that represents the semantic consistency of the par-
tition. In order to preserve the semantics of Tweet contents
we do not apply any stop-word filtering, and special charac-
ters such as ”#” and ”@” are not removed.

We use a language modeling approach to build individual
models for each of the 25 partitions in the city allowing us
to estimate the probability that a new Tweet issued from
a given partition can be ranked by the probability that it
was “generated” by the model. More concretely, given a
set of locations L, and a Tweet T , our goal is to rank the
locations by P (L|T ). Rather than estimate this directly, we
use Bayesian inversion:

P (L|T ) = P (T |θL)P (L)

P (T )
(1)

where L is the model of the location. Assuming indepen-
dence between terms:

P (T |θL) =
Y
i

P (ti|θL) (2)

The probability of a term, given a location, P (Ti|θL), is
estimated with Dirichlet smoothing [8]:

P (t|θL) = c(t, L) + µP (t|θC)
|L|+ µ

(3)

where µ is a parameter, set empirically, c(t,L) is the term
frequency of a term t for partition L, |L| is the number
of terms in partition L. In this work we assume the prior
probability of the partitions, P(L), is distributed uniformly.
We ignore P (T ), since it is the same for all partitions, and
thus does not affect the ranking. partitions can be ranked
directly by the probability of having generated the Tweet,
or they can be ranked by comparing the model yielded by
the Tweet, to the model of the partition, using Kullback-
Leibler (KL) divergence. When ranking by KL divergence,
we let θT be the language model for the Tweet T and L be
the language model for the partition L. We use the Lemur
Toolkit [2] for building our language models and carrying
out our experiments.

Our aim is to detect geo-social events that result in un-
usual Twitter user behavior. For this, we define a socio-
geographic boundary as under unusual conditions when its
indicators, Number of Tweets (NT), Number of Users (NU)
and Semantic Regularity (SR) satisfy the following function:

F = αNT + βNU + γSR (4)

In function (4), F is a measure for the scale of an unusual
event, α, β, and γ are coefficients for normalizing the mea-
surements of each regularity. If the F is over a threshold,
we predict that it is an indication that an unusual event is
happening.

3. EXPERIMENTS
We crawled geo-tagged Twitter messages through the Twit-

ter Streaming API. We setup a bounding box which covers
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the Dublin area and from 24/Jan/2013 to 19/Mar/2013 we
crawled English-only Tweets with exact geo-locations at-
tached. This yielded 387,800 Tweets in total from 14,533
unique users, each of which we mapped to one of our 25 city
regions. To test how well our language model represents the
consistency of partitioning, we compared our predicted loca-
tions for Tweets to actual locations. We used location accu-
racy (Acc), which calculates the percentage of correct pre-
dictions over all test examples and we obtained an Acc value
of 0.3347. We also used Mean Reciprocal Rank (MRR), ob-
taining a figure of 0.4290. Based on our experimental results
we find that with our identified city partitions, the language
models generated from the contents created inside each of
the partitions provide good consistency for defining the reg-
ularity of each partition.

4. USER TWEETING BEHAVIOUR ANAL-
YSIS

We now focus on two aspects of users’ Tweeting behaviour:
geographic (where we Tweet) and temporal (when we Tweet).

4.1 Analysis of Geographical Behaviour
One would expect that people typically exhibit strong pe-

riodic behaviour in their movement as they move back and
forth between their homes and workplace [3]. We observed
this pattern in our users’ Tweeting locations using the 25
partitions into which the Dublin city area was partitioned.
We identified 5,875 unique users from our dataset who gen-
erated 95% of the overall Tweets, which reduced our total
number of Tweets to 368,476 and we eliminated users who
only generate 1 or 2 Tweets within a month as these are
possibly visitors to the city.

We observed strong periodic behaviour in the distribution
of locations from where Tweets were sent. In Table 1, we see
that almost 44 % of users sent Tweets from only 1 or 2 of 25
different zones across the city during this one-month period.
It is reasonable to assume that these locations are the users’

Table 1: User Tweeting in different zones
Number of zones % of overall users

1 21.8%
2 22.7%
3 18.8%
4 13.7%

5-25 23%

homes, workplaces or leisure places. We also found that 23%
of users generated Tweets across at least 5 seemingly ran-
dom zones during this period and Tweets sent from these
non-regular locations are of particular interest to our event
detection task. If people only Tweet from their regular loca-
tions, their contents can be expected to be similar. Thus if
we want to find irregular, unexpected event-related content,
Tweets sent from non-regular locations should be of use.

4.2 Analysis of Temporal Dynamics
The volume of Tweets generated over time exhibits char-

acteristics which potentially represent, in some way, each
user’s daily living patterns. Through studying temporal
Tweeting behaviour, we can group users with similar daily
life patterns. We aggregate the number of Tweets into hourly

bins for each 24 hours, for weekdays and for weekends. Fig-
ure 3 shows trends from users’ Tweeting patterns for week-
days and weekends in terms of the average number of Tweets
generated per hour. Users are much less active during the

Figure 3: Overall Tweeting behaviour

weekend than weekdays, and the boost in volume starts
much later in the weekend, 2pm as compared to 8am during
weekdays.

We focused on 805 users who sent more than 100 Tweets in
a month, and clustered these users by their temporal Tweet-
ing features. For each user, there are 48 features, each repre-
senting the average number of Tweets per one-hour window
for weekdays and for for weekend days. We used the EM al-
gorithm clustering from WEKA to assign these 805 users to
10 clusters. Within each cluster we detect instances where
users have noticeably unique characteristics in their tempo-
ral Tweeting patterns, as shown below.

Figure 4 shows the aggregated activities of two groups.
Cluster 0 consists of very active users, 10 times more active
than average in terms of hourly Tweeting volume and we
consider these people as general Twitter users, who are just
more active than others. By contrast, users in cluster 6

Figure 4: Tweet distributions for Clusters 0 and 6

show completely different Tweeting patterns and we infer
that these people are typical office workers, their Tweeting
times peaking mostly during their lunch breaks, and after
dinner, and they don’t stay out late at night socialising.

5. DISCUSSIONS AND FUTURE WORK
Unlike other areas of multimedia information retrieval,

there are no standardised test collections of content, and lim-
ited standard tasks to execute on harvested Twitter content.
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Event and Date Time GPS Coordinates Related Twitter Content
Local flooding in
Glencree Valley
Jan 25, 2013

16:45:10 53.1809595,-6.1887448 The flooding around #Glencreevalley
#Enniskerry is crazy! Watch out
drivers! #Aaroadwatch

16:50:08 53.182842,-6.191808 my car is like a floating boat #En-
niskerry #flooding

Car crash
on O’Connell Street
caused by heavy rain,
Jan 25, 2013

17:28:32 53.1809595,-6.1887448 @aaroadwatch bus and car collision on
o’Connell street sb

17:30:32 53.348604,-6.2597 @RobbieH46 slowly....it’s a fecking car
crash!!!!

17:30:50 53.347887,-6.259207 Poor man or women in car crash..
#sayapray dangerous driving in this
weather #5wordweather @spin1038

Heavy traffic jam
Blanchardstown,
Mar 09, 2013

17:17:11 53.3948484,-6.3912147 massive traffic jam in blanch won’t be
home till Christmas

17:21:49 53.394718,-6.389326 traffic freaks me out!!!
17:05:01 53.393323,-6.393317 Caught in a traffic jam

Pipe burst,
cut off water supply
Clongriffin
Jan 07, 2013

14:22:16 8. 53.404341,-6.158719 @DonnieWahlberg its raining we have
no water because of a burst pipe I am
bogged down in housework but I am
happy and having fun anyway :-)

22:32:06 53.2853,-6.22825 @seanm91 apparently while attempt-
ing to fix the water pipe they damaged
the gas line #incompetence

Table 2: Examples of Detected Real-time Events

For event detection on a city-wide or national scale, like
Presidential elections, international sports matches, major
concerts or other major social occasions, there is a groundtruth
against which event detections can be compared. But who
knows if there really was slow traffic on the M50 near the
Blanchardstown exit on the morning of 5th March 2013.
Instead we point to anecdotal examples of four local events
which occurred and were detected by our method and which
are shown in Table 2.

6. CONCLUSIONS
In this paper, we examined a way to comprehend the dy-

namics of small, local areas within a city through social me-
dia based on consistencies across Twitter users’ behaviour,
covering location, time and content which does not form part
of a language model for each of our 25 regions. We ran a
series of experiments which showed consistency across these
and we demonstrated detecting events at a local level.

An algorithm for detecting local events in real time based
on location, time, and content, of Tweets has not been pre-
sented before and our method provides good classification
performance at a local, almost parochial level. Although
event detection from social media, especially Twitter, has
been studied for some time there are still many challenges,
especially for processing information at a fine-grained local
level and we believe that such information, when relayed or
forwarded (re-Tweeted) automatically to the right person,
will be of use. Our next challenge is detecting the Twitter
users to notify about such locally detected events.
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ABSTRACT
Internet and Web technologies have evolved remarkably from
their conceptualization. Nowadays, the origin of two novel
paradigms have been triggered by the possibility of inter-
connecting not only traditional devices, smart phones, and
wearable computing but also any object in the real world,
and publishing Web-based services with dynamic content
and data in real time. They are called the Internet and
the Web of Things, respectively. The emergence of such
paradigms implies a redefinition of the systems which they
interact with, such as Information Retrieval systems. There-
by, it is essential to develop abstract models of Web represen-
tation, and simulation in order to establish new approaches
in Information Retrieval for the Web of Things. A proposal
for modeling the Web of Things based on a structured XML
representation is described in this paper. This model has
been designed with flexibility and modularity to allow the
representation of multiple scenarios, being the conceptual
source for future IR Systems development.

Categories and Subject Descriptors
H.1 [Models and Principles]: Miscellaneous;
H.3.5 [Information Storage and Retrieval]: Online In-
formation Services—Data Sharing, Web-based services

Keywords
e-Things, Information Retrieval, Internet of Things, Search
Engines, Sensor Web, Web of Things, Wisdom Web of Things
(W2T)

1. INTRODUCTION
Nowadays, only 1% of real-world objects are connected to

the Internet, but the expected number of connected devices
is 50 to 100 billion by 2020 [6]. This new paradigm is re-
ferred to as the Internet of Things (IoT), which describes
technologies and research disciplines that enable the Net to
adopt some intelligence and to venture into the real world

Copyright is held by the author/owner(s).
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of physical objects that are interconnected [4]. In addition,
if we enable advanced Web access through virtual elements,
which are abstract representation of things in the real world,
we can create intelligent spaces which appears as the new
paradigm called the Web of Things (WoT) [1]. At present,
these paradigms bring new perspectives and challenges to
systems interacting with them. In the context of Informa-
tion Retrieval (IR), the new paradigms introduce dynamic
factors to consider in detail: the WoT will abstract a huge
amount of objects in the real world continuously producing
a vast amount of information. Then its Web representation
will incorporate status information or critical variables of in-
terest that must be updated in real time and with frequent
state changes, leading to highly dynamic and very large in-
formation sources.

This strong dynamism has not been well explored or eval-
uated in conventional retrieval systems. One of the most
important open research topics, is the design, development,
implementation and adaptation of real-time search engines
that allow finding things, and information on variables of
these things, as well as the features and services provided
by them. This paper presents an approach for modeling the
WoT as a basis for subsequent research in the development
of new IR systems dealing with the dynamism and amount
of ”documents”. However, for this purpose it is necessary
to firstly develop an abstract model and a structured Web
representation. In the next section, we present a state of
the art in searching on the Internet of Things, and the Web
of Things. The proposals are compared from different per-
spectives, conceptualizations and ordered according to so-
phistication. From simple search of embedded information
on micro-devices attached to objects to elaborated search of
things on semantic Web. We describe our model of the Web
of Things from an IR perspective in Section 3, and our pro-
posal of a structured WoT representation. Finally, Section
4 sums up and concludes.

2. SEARCHING ON THE WEB OF THINGS
The search for real-world entities (people, places, tangible

and intangible things) will become an important and crucial
service similar to current Web content search for media and
documents [9]. There is also an increase in the relevance and
worth of the information captured by sensors, the state, the
properties, capabilities, functions and services that things
may provide in the real world through their Web abstraction.
The use of IR systems on the Web of Things is an issue
of considerable complexity that imposes large demands on
the design as the information is highly dynamic, inherently
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distributed and with potentially colossal number of expected
interconnected things[3]. In the rest of this section, several
existing approaches are discussed, based on their area scale:
i) only information found on the device connected to the
thing, ii) things on a personal, iii) local, iv) metropolitan,
as smart cities, or v) global area. Another distinction can
be made by the range or possible results of search: sensor
data, only sensors, sensor groups, things or physical objects
based on constraints, or smart spaces.

Regarding IoT, Gander [2] presents a conceptual model
of search engine for personalized networked spaces based on
sampling of expressiveness and protocols responsive of space
and time, focusing on the design of queries and data models
resolved in-situ. The main contribution is its focus on the
here and now, putting into consideration the high dynamism
of information classifying the data as ephemeral, but with a
low scalability factor. A similar hybrid approach is proposed
in [7], where its main contribution is the novel and robust
architecture that takes into account the dynamic collection
and content. In this proposal, there is no Web representation
of entities or a formal abstract model for the WoT.

The creation of a Web infrastructure to facilitate the in-
tegration, search, and interaction with smart things is pre-
sented in [10]. The proposal treats the location of a smart
thing as the main property, structured hierarchically accord-
ing to location identifiers. Searching space is larger than a
personal smart space, considering the entire Web infrastruc-
ture. Another important contribution is the spatial hierar-
chy of things and their changing spatial association. The
search engines return results at level of things, services or
interfaces. However, the sensor level is not considered, nor
are the dynamic changes on Web content. A line of ap-
proaches, we classified as State-based Searching of Entities
on the WoT, propose the retrieval of things, which are in
a particular state at the query time. For example, [9] in-
troduces a method of ranking sensors formally modeled as
random variables. A key contribution is the fact that each
entity in the system is represented by a virtual counterpart
with its own URL. The query language is not only based on
keywords but also on the dynamic properties of entities cap-
tured by the associated sensors. The problem of searching
for entities with dynamic content in real-time is addressed
by different design dimensions.

On the other hand, other contributions introduce Web on-
tologies or semantic enrichment, mostly aimed at searching
only at the level of a thing. For example, [8] presents a
discovery system of RFID objects in smart spaces using a
domain composed of two ontologies: one of general knowl-
edge and another of specific domain user knowledge. In
relation, [1] introduces a process and tools that allow users
or applications to find connected objects that match a set
of requirements and expectations. This work is based on
the creation and use of semantic profiles of the connected
objects, the establishment of similarities between the pro-
files to gather objects in groups, and a way of calculating
a ranking for associating the context to incoming queries,
also allowing for the selection of the most appropriate search
algorithms. The limitation of this approach is that the pos-
sible outcomes are aimed at things, regardless of the sensor
level, or spatial extent. In [5] Guinard introduces a vision
and architecture of the Semantic WoT based on vocabu-
laries, an abstraction of things and their high-level state,
and semi-automatic sensor description generation. Search-

ing of sensors and things is based on the high-level state of
them. Both sensor and entities have well-defined semantic
representations and considerations for their retrieval. The
contribution of this work is its integration proposal based
on Linked Sensor Data (RDF dataset of US weather sta-
tions sensor data), as well as the inclusion of semantics to
the architecture of the WoT. However, the Semantic Web
representation described adds complexity to the model, and
the spatial-temporal context is not clearly defined in terms
of the mobility of things and belonging to a space.

3. ABSTRACT MODEL OF THE WOT
We propose a WoT model, which begins with the abstrac-

tion of the real world, which mainly consists of two elements:
things (tangible or intangible type), and spaces in which
these things are contained or have a certain relationship.
The model of the IoT involves the physical infrastructure
that interconnects these two elements of the real world with
the Net. Thus, there is a sensor layer in order to obtain
real-time information on the properties of things in the real
world, also on spaces. This information from multiple sen-
sors is added to a nano or micro electronic device, called a
data node. This by itself can get connectivity to other data
nodes, or through gateway nodes, which would perform pro-
tocol conversion functions or provide connection to the In-
ternet (see Fig 3). Our model of the WoT is comprised of five
levels of abstraction involving the entire universe of elements
that we consider relevant. Compared to other proposals, our
model achieves completeness and balance by considering the
spatial context on three levels, together with formal models
of a virtual sensor and a virtual thing.

3.1 Description of the WoT Model
Given that the main and final motivation to model the

WoT is publishing and establishing the information of smart
things to Web services as a basis for developing future IR
systems, our work proposes the representation of the WoT
based on three main components of abstraction: Virtual
Sensor, Virtual Thing, and Smart Space, and more impor-
tant their corresponding hierarchical relationship. In con-
trast to [2], where there is neither a formal abstract model
nor a hierarchy of elements in the proposals of searching on
personalized networked spaces. However, to provide flexi-
bility to the representation model, we add two additional
spatial components: the possibility that a space is formed
by sub-spaces, and further by sub-sub-spaces, and the abil-
ity to federate smart spaces in so-called Intelligent Zones.
The proposed representation simplifies the lower layers, al-
lowing to focus on a greater extend of the application and
composition layers of the WoT. Therefore, the sensor node is
associated in the model of WoT with an abstraction called
Virtual Sensor, whose function is to allow its Web repre-
sentation, composition features and high-level information
to be viewed from the data collected by sensor nodes, that
performs aggregation functions or information fusion. We
propose to balance the model taking into account the spa-
tial context and also creating a web abstraction of the sensor
level. Some unbalanced models exist like [10] in the spatial
search for smart things, where the model does not include a
sensor level although does so with a spatial-oriented model.
Each sensor as an abstraction model element has a URI
that identifies its dynamic XML document, containing its
description, properties and data. Things in the real world
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Figure 1: Proposed models of real world, IoT, WoT and their relationships

of tangible and intangible nature are modeled by the Web
abstract component called Virtual Thing. Virtual things not
only consolidate the information available at the virtual sen-
sors linked to them, but also contain features, functionality
or services that things through their Web abstractions can
provide. Similarly, it has been decided that each element
of the model, in this case the Virtual Thing, is uniquely
identified by a URI, related to a dynamic XML document
containing the real time information.

Virtual things, like their real counterparts, are confined
in smart spaces that correspond to abstractions of places
and sites of the real world that have been endowed with
intelligence. Virtual things through their virtual location
sensors have the potential to change not only their state,
but also the smart space where they are. Thus, there will
be a change in links between documents, and belonging to a
place. Environments, sites and places in the real world are
modeled using an abstract component called Smart Space,
which condenses the characteristics of the environment in
which they are located, bordering one or more virtual things.
In comparison with other models, [9] proposes for state-
based search of entities to have a stochastic sensor model
and space considerations where the possibility of search re-
sults are limited to the level of entities, where information
of sensors is given no relevance, and the constrained search
for spaces are not contemplated, in our models the possible
results can be in all the levels: data, sensors, things, and
spaces. We propose to extend the modeling to allow a wider
range, to enable searching also smart spaces that meet cer-
tain restrictions and/or contain certain things or types of
sensors or data/states.

For example, a pet can be modeled as a virtual thing,
which is contained somewhere within a smart city, in our
model an Intelligent Zone. As illustrated in Fig. 1: the Dog
is connected to Internet by means of an IoT infrastructure
(Data and Gateway Nodes). Additionally, real-time infor-
mation as Dog’s location can be collected with the sensor
node and published to the Web abstraction for further ac-
cess. The model includes the possibility that a smart space
can be composed of one or more sub-smart spaces, so the
place where the Dog is, establish a sub-space as well as any
other particular location for example a free car parking clos-

est to the Dog. A Real-Time Search Engine for the WoT can
be resolved the query to found the closest free car parking
to the current Dog’s location. In the search for entities in
the semantic web, some proposals does not considered the
sensor level nor the spatial context [8], [1], however [5] has a
balanced model that includes both levels so similar to ours,
even though the spatial context is not clearly defined. These
works explore the semantic enrichment by means of ontolo-
gies. Our proposed Web representation model is presented
in the next section. Our main motivation is feeding an IR
system with a collection of dynamic documents originating
from the abstract model, with the aim of retrieving the rel-
evant ones, given a query. The representation of elements of
the model can be as simple as using the associated metadata
of the physical objects, or as complex as using ontologies
and semantic profiles, however following the philosophy of
the WoT, the reuse of web technologies, our proposal is to
employ XML as a simple, structured, semantically enriched
vehicle, containing the information of the items that can be
retrieved in the model and, secondly, to consider advances
based on XML sensor networks.

3.2 Structured WoT Representation
Each of the components proposed in each of the model

layers corresponds to a XML schema, that together define
a dynamic collection of XML documents for the WoT, as
illustrated in Fig. 2.
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The proposed virtual sensor XSD schema is composed of a
group of general information tags, which contains elements
of keywords, identification and classification. A group of ref-
erences with contact elements, with the possibility of spec-
ifying and elements of role-based documentation specified
in the XML implementation of model OM Observations and
Measurements, Modeling Language SensorML. The next sec-
tion of the XML schema contains the group of properties al-
lows the characterization of the virtual sensor, the descrip-
tion of the sensor capabilities, the high level state, along
with a membership element to associate the virtual sensor
to the virtual thing sensed. Also, there is a history and
events field, and Observing elements of the virtual sensor
XML schema, are based scheme O&M of OpenGIS, with an
element of sampling time, the time of the result, the fea-
ture of interest and the result. The Virtual Thing compo-
nent should capture the information of the observed physical
phenomenon, so it is proposed to use elements of the SWE
scheme. The proposed scheme follows the structure of the
XML representation of the virtual sensor using groups and
elements: general info, references, properties and history.
The property group has been enriched with an element of
availability of the object, and the field of membership is as-
sociated with higher hierarchical level, indicating the smart
space where the virtual object. An element location and a
list of attached sensors are added. The XML schema of the
Smart Space component is built based on microdata Place
scheme in schema.org. This contains the same elements of
the above components with a list of: virtual things, and sub-
spaces. The Intelligent Zone follows a similar scheme with
Web domain identification, and the list of smart spaces that
compose it.

4. CONCLUSIONS
The WoT imposes a different dynamic to consider in the

design and development of applications and systems for IR,
given the change in the location of things in the physical
world, the change in the collection of documents on behalf
of inserting new sensors or recording new stuff, or depletion
of life-time connectivity and thus removal of these docu-
ments, and in the same update real-time data collected by
sensors. Most models of the WoT located in the first layer
to the sensors, and from there a series of overlapping layers,
according to the vision and purpose of each investigation.
As core layer of most models is a abstraction layer of enti-
ties or things in the real world, with multiple alternatives for
description and representation of both: non-Web, or using
Web technologies like metadata, microformats, microdata,
or ontologies. Given the flexibility, simplicity and use of
XML standards has been selected for the construction of
representation schemes for the WoT. The abstract model of
the WoT, and the proposed dynamic representation take ele-
ments, and oriented considering the efforts of organizations
such as the OpenGIS, W3C, ISO to standardize technolo-
gies that point to the interconnection of the real world. Our
proposed model of the WoT, consider a real-world view that
gives importance to the spatial context, adding relations be-
tween things and spaces. In addition the temporal context
is added via elements of historical events. Future work is
planned to study different conventional and semi-structured
indexing information methods, focusing on XML, and real-
time to assess their suitability for the WoT. The model is
being used to build a Web of Things discrete event simula-

tion with XSD schemas as inputs and to marshal an extend
collection of XML documents.
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ABSTRACT
Through analysing a large data set of Web logs collected
at a shopping mall, this study shows that the indoor spa-
tial context significantly influences the information contents
users search for and access on the Web. Specifically, this
study shows that (1) at different locations of a large-scale in-
door retail space, users tend to access different kinds of Web
pages; (2) at indoor locations with similar context, users
tend to request similar Web pages. These findings support
a range of research questions in the context of information
behaviour research, from a fresh understanding of mobile
Web usage in indoor spaces to new applications of mobile
surfing that matches users’ dynamic indoor spatial context.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Experimentation, Measurement

Keywords
Indoor spatial context, indoor information behaviours

1. INTRODUCTION
Visiting large-scale indoor spaces, such as shopping malls,

airports, and museums, has become a pervasive part of mod-
ern life. For example, Algethami describes a mall in Dubai,
which attracted 75 million visitors in 2013 [1]. The Palace
Museum in Beijing attracts approximately 12 million visi-
tors each year [9]. All such buildings are designed to serve
particular purposes: shopping malls, for example, are more
than just a collection of retail stores [8].

One aspect of such spaces that does not appear to have
been studied on a large scale, is to what extent does the con-
text of indoor location affect the information users need? We
hypothesize that users information needs can be identified
based on their Web activity and consequently, in this paper,
we investigate the following research question:

Does the spatial context of a structured indoor space implic-
itly influence a user’s information behaviours on the Web?

Copyright is held by the author/owner(s).
ECIR’14 Information Access in Smart Cities Workshop (i-ASC 2014).
April 13, 2014, Amsterdam, the Netherlands.

By analysing an anonymised data set containing 18 million
Web accesses from 12 thousand users collected over a 1 year
period, it is found that the users’ Web information behaviour
significantly changes with their indoor spatial context.

Specifically, users at different locations tend to access dif-
ferent Web content, while users at locations with similar
spatial context tend to access similar content. To the best
of our knowledge, this is the first research concerning the
relationship between the context of physical indoor spaces
and users’ Web surfing behaviours conducted on a dataset
of a significant size.

The rest of the paper is organized as follows. Section 2
reviews related work. Section 3 describes the collected data
and Section 4 presents our methodology. We analyse the
dataset and describe the identified association between of
indoor spatial context on user information behaviours in Sec-
tion 5. Section 6 concludes the paper.

2. RELATED WORK
Previous research focussed on either indoor spaces or mo-

bile Web searching/browsing information behaviour, but rarely
in connection, investigating the influence of indoor spatial
context on user Web behaviour. For example, Biczok et. al.
analysed the users’ indoor spatial mobility throughMazeMap,
a live indoor/outdoor positioning and navigation system [2].
They found strong logical ties between different locations in
users’ spatial mobility. Church and Smyth focused on the
differences between mobile browsing and mobile searching,
showing that browsing was more common than searching,
though mobile searching was increasingly popular [5]. Their
other work [4] analysed the intent behind mobile information
needs through a diary study. Church and Oliver noticed the
shift that users are using mobile internet in more stationary
and familiar settings, and explored the popularity of mobile
usage in different contexts [3]. Similar research focused on
the popularity of mobile searching in different contexts [7].

However, all this previous work only analysed context in
the general forms, e. g. “at home/work”, “travelling abroad”,
“with friends/family”, “in transit/commuting”. In our work,
we focussed on the influence of specific contexts on user in-
formation behaviours, rather than the popularity of mobile
usage in different general contexts.

3. DATA ACQUISITION
In this paper, we study a dataset of Web accesses gathered

from a publicly available Wi-Fi network at a large inner-city
shopping mall. The mall has over 200 stores and is covered
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Table 1: The statistics of the query log data

Feature Value
Number of users: 120,548
Number of access point association: 907,084
Number of Web accesses: 18,088,018
Number of days covered: 406

Table 2: Sample shop categories

Category Category
Women’s Fashion Men’s Fashion
Fine Jewellery Music/Videos/DVDs
Furniture/Floor Coverings Hair & Beauty
Fruit & Vegetable Groceries

by between 50-100 Wi-Fi access points. The stores belong to
34 shop categories as defined by the mall operator. The data
was collected between September 2012 and October 2013.

To ensure user privacy, identifying information is not stored
in the data set we use. Such identifying information gath-
ered by the operator are hashed in a non-invertible way.
Table 1 shows the statistics of the collected data.

The data includes user spatial behaviour and the user
Web information behaviour. Specifically, the users’ spatial
behaviour is characterised by the following parameters (1)
users’ location in the mall defined through by the location of
the Wi-Fi access point with which the user’s mobile device is
associated; (2) timestamp and duration of users’ association
with the access point; (3) a computed convex area served by
the access point (computed as a Voronoi cell) and related to
the physical stores within this area. The users’ information
behaviour is characterised by: (1) timestamp of the Web
request. (2) what Web page is requested, as defined by the
uniform resource locator (URL); (3) the location of the users
at the time of the request.

4. METHODOLOGY
We explore the associations between users’ physical spa-

tial context and their information behaviours in a large-scale
indoor space. We investigate such correlation by integrat-
ing the spatial context of access points in terms of shop
categories and the user information behaviours of Web ac-
cesses through Wi-Fi access points. The shop categories
were made available to us from the mall owners, and the
Web page categories were generated through a public We-
broot Content Classification Service (Brightcloud1). Some
sample shop categories are shown in Table 2.

We then define the spatial indoor context for each access
point as a vector of shop categories, and the users’ infor-
mation behaviours are defined as a vector of Brightcloud
categories, as follows:

Definition 1. The indoor context of access point ai is
defined as a vector of shop categories Cs,

Ei = [ei1, · · · , eik, · · · , eim],

where Cs = {c1s , · · · , cms }, eik is the number of shops, which
are located in the Voronoi cells of ai and belong to cks ∈ Cs.

1http://brightcloud.com/resourcecenter/categories.php

This vector can be computed for each access point through a
spatial overlay operation between the Voronoi cells and the
outline of shop footprints from the mall floor layout, although
in this case it has been executed manually for quality control.

Definition 2. The user information Behaviour at access
point ai is defined as a vector of Web page categories Cw,

Bi = [bi1, · · · , bik, · · · , bin],
where Cw = {c1w, · · · , cnw}, bik is the average number of URLs,
which users issued through ai and which belong to ckw ∈ Cw.

At the level of Wi-Fi access points, the influence of spa-
tial context on users’ information behaviours can be viewed
as the correlation between Bi and Bj for every two access
points. We use the Pearson Correlation Coefficient (PCC)
to test this association, defined as follows:

r(Bi,Bj) =

∑
ckw∈Cw

(bik − b̄i)(bjk − b̄j)
√∑

ckw∈Cw
(bik − b̄i)2

∑
ckw∈Cw

(bjk − b̄j)2
, (1)

where Cw is the set of URL categories, b̄i and b̄j are the
average numbers of issued URLs at ai and aj , respectively.
Results are shown in Fig. 2 and Table 4, and detailed dis-
cussion are shown in the following section.

5. INDOOR SPATIAL CONTEXT & USER
INFORMATION BEHAVIOURS

5.1 Basic Indoor Information Behaviours
We start by investigating common indoor information be-

haviour patterns by analysing the distribution of the URLs
over URL categories. It is observed that around one fifth
of URLs are associated with Social Networking (e.g., Face-
book.com). Content Delivery Networks (e.g., akamaihd.net)
and Computer and Internet info (e.g., apple.com) take roughly
the same proportion, around 13%. Search Engines are the
fourth most popular category at 11%, and followed by Busi-
ness and Economy with 10.6%. However, the users’ indoor
information behaviours is different from general mobile surf-
ing, as reported by Church and Smyth [4]. Specifically, they
reported that there are only 3.2% data for Email and So-
cial Networking in general mobile information needs, but
this category is much more represented (at 23.1%) in our
dataset study. It is possible that, either the indoor context
leads to a different information behaviour, or that the in-
formation behaviour of mobile users has shifted since the
publication of the study of Church and Smyth [4].

To show common information behaviours, we identify the
commonality of URL categories by measuring its access en-
tropy. For a URL category cw, its access entropy H(cw) is
defined as:

H(cw) = −
∑

v∈S(cw)

p(v|cw) log p(v|cw), (2)

where S(cw) is the set of visits when users accessed URLs
in category cw, p(v|cw) is the percentage of accesses to cw
during a visit v out of all visits, and a visit is defined as
a single device per day in the mall. A high access entropy
H(cw) means that cw is a common category among all users;
a low entropy means a category is accessed by a sub-set of
users.
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Figure 1: Distribution of H(cw)

Table 3: Top-5 common URL categories and example URLs

Rank category example URL
1 Computer and Internet Info apple.com
2 Social Networking facebook.com
3 Search Engines google.com
4 Business and Economy kakao.com
5 Personal Storage icloud.com

For example, Computer and Internet Info, Social Network-
ing and Search Engines are very common URL categories
with an entropy 10.75, 10.72 and 10.50, respectively. Table 3
lists the top-5 common categories based on their access en-
tropy value and some corresponding example URLs. Fig. 1
shows the distribution ofH(cw). It is observed that (1) there
are some categories of websites that are more commonly vis-
ited than others, and (2) around 50% of the categories have
an entropy smaller than 6.00. We will investigate this phe-
nomenon of user information behaviour on these common
and uncommon categories of websites in our future work.

5.2 Influence from Different Locations
There are differences in the types of shops served by dif-

ferent Wi-Fi access points. The collection of shop categories
served by a single access point is what described our indoor
context. We have hypothesized that the proximity of differ-
ent types of shops will lead to a different Web information
behaviour of the mall visitors. To test this hypothesis, we
analyse the average PCC value r for every pair of access
points, as defined in Eq. 1. The overall average of r reflects
the general similarity of Web activity throughout the space.
A small r indicates that different locations in the mall lead
to different user information behaviours.

When using all URL categories, the average value of r is
0.9619, which seems to indicate that there is little differ-
ence between the information behaviours at different access
points. In fact, the correlation is caused by the large propor-
tion of common Web requests pointing to a small subset of
URLs, of well defined categories. The top 5 common URL
categories takes over 57.8% of the overall URL records and
thus dominate the dataset. This significantly skewed Web
behaviour introduces a bias in the r value.

Thus, we conduct another experiment to isolate the in-
fluence of these frequent Websites. We remove top com-
mon URL categories identified by Eq. 2 based on p(v|cw),
and the r value is calculated by Eq. 1 based on Bi. Thus,
the calculation of r is independent from the identification
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Figure 2: PCC r value without common cw

of URL commonality. Namely, there is no logical influence
between the calculation of r and the URL elimination based
on p(v|cw). To show the influence of indoor location on user
information behaviours, we calculate the r value by progres-
sively eliminating common URL categories. Specifically, we
select cw based on its access entropy, H(cw) with a thresh-
old, and we vary the threshold from max(H(cw)) to 5 with a
unit step2. Fig. 2 shows the r value over various thresholds.
It is observed that when common URLs are removed from
the calculation of r, differences in information behaviours
at different access points appear. The more common URL
categories we remove, the more substantial a difference we
observe indicating that there is an influence from the local
context of access points on user information behaviours.

5.3 Influence of Indoor Context
To show the influence of indoor context, we apply a clus-

tering algorithm to group similar access points into clusters
based on their indoor context. From definition 1, the sur-
rounding indoor context information for an access point ai is
represented by a vector Ei of shop categories. We apply the
k-means clustering algorithm to cluster E by treating each
Ei ∈ E as an instance. We set k = 6 because it achieves a
relatively low value of the Davies-Bouldin index [6].

The k-means algorithm groups similar spatial contexts
into clusters. If the users’ information behaviour is influ-
enced by their indoor context, the users’ information be-
haviours within a cluster should be similar and the users’
information behaviours between clusters should be different.
To verify this association, we apply PCC, from Eq. 1, to
measure the similarity between the information behaviours
at two access points. The intra-cluster similarity (within)
and the inter-cluster similarity (between) are defined as fol-
lows:

within =
1

k

k∑

x=1


 2

|tx|(|tx| − 1)

∑

Bi∈tx

∑

Bj∈tx,i6=j

r(Bi,Bj)


 ,

(3)
where k is the number of clusters, tx denotes the x-th cluster,
and |tx| denotes the size of tx.

between =
1

k

k∑

x=1


 1

|tx|(|B| − |tx|)
∑

Bi∈tx

∑

Bj /∈tx

r(Bi,Bj)


 ,

(4)

2When H(cw) 6 4, some Bi become empty, which renders
the calculation of PCC r undefined. So, we analysed in the
cases when H(cw) > 4.
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Table 4: Correlation of user information behaviours in groups of access points with similar spatial context

H(cw)
PCC r value based on B

k-means random
average

within between within between
Groups of H(cw) 6 max(H(cw)) 0.9659 0.9623 0.9609 0.9617 0.9619
Access Point H(cw) 6 10 0.8601 0.8509 0.8493 0.8501 0.8498
based on E H(cw) 6 9 0.7721 0.7599 0.7564 0.7573 0.7573

H(cw) 6 8 0.6817 0.6572 0.6493 0.6473 0.6483
H(cw) 6 7 0.6410 0.5966 0.5767 0.5750 0.5770
H(cw) 6 6 0.5045 0.4778 0.4755 0.4751 0.4763
H(cw) 6 5 0.4107 0.3942 0.3821 0.3848 0.3863

where B denotes the set of user information behaviours, and
|B| denotes the size of B. We emphasize that the groups of
access points are clustered based on their physical context
information E , but the r value is defined based on user’s
information behaviours B. Hence, the user’s information
behaviour is isolated from the clustering process.

We vary H(cw) from max(H(cw)) to 5 with a unit step.
We apply a random clustering method as a baseline to show
the influence of indoor context3. The mean r for all Bi pairs
is also applied as another baseline, and is defined as:

average =
2

|B|(|B| − 1)

∑

Bi

∑

Bj ,i6=j

r(Bi,Bj). (5)

Table 4 shows the results of the experiment and Table 5
the results of the analysis, where a two-tailed, paired t-test
is applied to evaluate whether the observed influence is sig-
nificant or not. We observe: (1) the within of k-means is
significantly larger than the between of k-means. (2) the
within of k-means is significantly larger than the within of
random method. (3) the within of k-means is significantly
larger than the average. (4) the within of random is not
significantly different from its between value. (5) the within
of random is not significantly different from the average. As
shown in the first row of Table 4, even when no common
URL categories are removed, the within value of k-means
0.9659 is larger than the corresponding between value 0.9623,
and is also larger than that of random 0.9609 and the aver-
age 0.9619.

Table 5: Paired t-test results

Methods t p-value
within(k-means) VS between(k-means) 3.7962 0.0090
within(k-means) VS within(random) 3.5871 0.0115
within(k-means) VS average 3.4126 0.0143
within(random) VS between(random) 0.2526 0.8090
within(random) VS average 1.6007 0.1606

The results show that the observed influence is statisti-
cally significant (see paired-t statistics in Table 5). This
indicates that there is an influence from indoor spatial con-
text on users’ information behaviours.

6. CONCLUSION
Based on a large data set collected through the public Wi-

Fi system of a large-scale shopping mall, we present an anal-

3Both random and k-means are run 10 times, then averaged.

ysis of the influence of indoor spatial context on users’ Web
information behaviours in large-scale retail indoor spaces.
We have found that the users’ indoor information behaviour
manifests a significant location-based bias when the baseline,
common information behaviour is excluded. Furthermore,
this location-based element captured by the indoor spatial
context leads to similar information behaviours between in-
door locations with similar contexts. In other words, users
in similar indoor contexts tend to access similar categories of
Web pages, while users in dissimilar indoor contexts tend to
request dissimilar Web pages. This study has raised many
new research questions: 1) what are the specific differences
in user Web behaviours in two kinds of indoor contexts? 2)
can the differences in information behaviours help identify
and recommend different spatial indoor locations that can
satisfy these needs? We leave the analysis of these possible
implicit effects for future work.
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ABSTRACT 

This paper considers a new model of data analysis for monitoring 

of mobile devices. Passive monitoring of mobile devices is based 

on ideas of network proximity and uses network protocol analysis 

for Wi-Fi and Bluetooth to gather presence information on mobile 

visitors. This is a direct analogue for web log and web site usage 

data, but we can deal with real visitors (with their mobile 

devices), rather than with abstract requests for web pages. In this 

paper, we propose a new model for processing of these data, 

which can detect some form of relationships between mobile 

users.   

Categories and Subject Descriptors 

H.3.3 [Information Search and Retrieval]  

General Terms 

Algorithms, Experimentation. 

Keywords 

Mobile monitoring, Wi-Fi, clustering, data mining. 

1. INTRODUCTION 
Monitoring the presence of mobile users (subscribers) is one 

of the most interesting and useful sources of information in smart 

cities data processing [1]. Monitoring of mobile users (in fact, it is 

monitoring for mobile devices) supplies data to evaluate the 

mobility of residents, planning transport routes, etc. [2]. On the 

lower level, we can talk, for example, about retail applications 

where analysis of the presence of mobile subscribers can be used 

to improve service, evaluation of marketing campaigns, planning, 

etc. [3].  At this moment, we can list well known and commonly 

used methods for determining the location of mobile devices 

based on the location of Wi-Fi access points [4]. Mobile operating 

systems (mobile applications) can use the information about the 

objects of the network infrastructure for verifying (or even 

determine) the true state of the subscriber. By analyzing the signal 

strength and visibility of access points we can build various 

metrics about the location of mobile devices (mobile users) [5, 6]. 

Passive Wi-Fi monitoring is one of the commonly 

approaches [7]. It lets anonymously collect data about mobile 

users (mobile devices) in proximity of some metering device [8]. 

This paper presents a new model for processing data collected 

during the passive monitoring for Wi-Fi (Bluetooth) devices. The 

rest of the paper is organized as follows. In Section 2 we describe 

the mobile monitoring and collected datasets. In Section 3 we 

describe exiting approaches for data processing as well as our data 

mining approach. 

2. MOBILE MONITORING 
Collecting traces of Wi-Fi beacons is the well-know 

approach for getting the locations of mobile devices.  Beacon 

frames are used to announce the presence of a Wi-Fi network. As 

a result, an 802.11 client receives the beacons sent from all nearby 

access points.  The client receives beacons even when it is not 

connected to any network. In fact, even when a client is connected 

to some particular Access Point (AP), it periodically scans Wi-Fi 

channels to receive beacons from other nearby APs [9]. It lets 

clients keep track of networks in its vicinity. But at the same time 

a Wi-Fi client periodically broadcasts an 802.11 probe request 

frame. The client expects to get back an appropriate probe request 

response from Wi-Fi access point.  As per Wi-Fi spec, a station 

(client) sends a probe request frame when it needs to obtain the 

information from another station [10]. Figure 1 illustrates data 

flow for Probe Requests. 

 

Figure 1. Wi-Fi Probe request/response 

Technically, probe request frame contains the following 

information: 

- source address (MAC-address) 

- SSID 

- supported rates 

- additional request information 

- extended support rates 

- vendor specific information 

Our metering device (it could be a Wi-Fi router, for example) 

can analyze received probe requests. Obviously, any new request 

(any new MAC-address) corresponds to a new wireless customer 

 

 

 

 

 

Copyright is held by the author/owner(s). 

ECIR'14 Information Access in Smart Cities Workshop (i-ASC  2014). 

April 13, 2014, Amsterdam, the Netherlands. 

 

Proceedings of the Information Access in Smart Cities Workshop (i-ASC 2014), Amsterdam, the Netherlands, April 13th, 2014

17



nearby. Note, that Bluetooth devices could be monitored by the 

same principles.  

Wi-Fi based device detection uses only a part of the above 

mentioned probe request. It is a device-unique address (MAC 

address). This unique information lets us re-identify the devices 

(mobile phones) across our monitors. The sequence of sequential 

requests (records) with the same MAC-address forms a session 

(similar to HTTP session in web applications). 

Technically, data collected during passive Wi-Fi monitoring 

is similar to data collected in web statistics.  Web statistics (web 

logs mining) are based on the standard format (formats) for log-

files. The common standard is provided by W3C [11]. An 

extended log file contains a sequence of lines containing ASCII 

characters terminated by either the sequence LF or CRLF. Each 

line there corresponds to one request. Each line may contain 

either a directive or an entry [12]. The typical records contain the 

following fields: host address (IP address), user name, date, time, 

time zone information, URI (request), HTTP protocol version, 

status code, size of response in bytes.  

For mobile monitoring, we can use the following fields: 

MAC-address for the device (hash-code for the privacy 

replacement), date, time, time zone info, signal strength (RSSI), 

name of the access point.  The key missed point is the request 

(URI). It is obvious, that there are simply no requests for presence 

records.  It is a key point, because many of exiting processing 

models can use URI data (e.g., for clustering). 

Also, we should note, that passive Wi-Fi detection is not 

100% reliable. Mobile phones (mobile OS, actually) can actually 

transmit probe requests at their discretion. Our own experiments 

with commercially available Wi-Fi probe scanners confirm data 

from [13]. The monitor detects in average about 70% of passing 

smartphones. 

3. DATA PROCESSING 
Technically, most of the monitoring systems for mobile 

devices treat collected data as some form of web log and provide 

appropriate statistics. The typical explanation of the existing 

systems is something like “Google Analytics for the real world” 

[14]. The typical analytical issue contains the number of visitors 

during the period, their timing, the number of unique visitors, the 

estimate for the number of regular visitors, etc. Figure 2 

demonstrates a distribution of visits by type of mobile devices. 

Extracting information from a Web log is fairly well-known 

research topic [14, 15], and consequently, the different software 

products. Usually, the study (analysis) can be classified into the 

following categories: content analysis, analysis of the structure 

and usage analysis. Analysis of the usage, in turn, may include 

personalization system, recommendations for modification sites, 

and business intelligence. 

From the analysis of different patterns allocated when 

analyzing Web logs, we have identified one direction, which is 

almost not covered in this context. It is the mining of user groups. 

Actually, it is explainable for web statistics. Stable group of users 

for web access is several visitors browsed the site in parallel 

(approximately parallel) mode. This may make sense if we are 

talking, for example, about search bots. Yes, they can demonstrate 

sometimes correlation in time visit. For routine visits such 

grouping is rather artificial. Vice versa, for mobile monitoring, 

where each hit (each record in the log file) is some real visit, time 

based grouping makes sense.   

 

Figure 2. Mobile devices for visitors 

There are some papers describing grouping for moving 

objects (for trajectories) [16, 17] Yes, it could be reproduced for 

proximity data too. For example, our paper [18] describes 

relationships mining for proximity data and models like Spotex 

[19]. But for such kind of tasks we need several metering devices. 

In this paper, we deal with the classical schema – one metering 

device and one log file. 

For the typical web statistics, frequent visitors, for example, 

are IP addresses recorded (logged) every day for 7 (week) or 30 

days (month). We want to extend this pattern to groups. Let us see 

a practical example. There is some group of friends, which occurs 

within a certain time in a cafe (co-working space, etc.). Not all of 

the members are present at each meeting, not all of them, as 

usually, arrive simultaneously (Figure 3). Can we discover such a 

group (groups) by proximity log?  

 

Figure 3. Visitors (A B C D E F) for 3 days. 

One of the possible approaches for time-based analysis and events 

clustering is presented in [20]. It is based on the temporal 

similarity matrix. For two events i and j with timestamps ti and tj 

similarity for time interval K is: 

 Sk(i,j) = exp (- 
K

ji t-t
 ) 

Authors present a method that first calculates the temporal 

similarity between all pairs of events (originally – photographs). 
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The calculated values are stored in a chronologically ordered 

matrix. And cluster boundaries are determined by calculating 

novelty scores for each set of similarity matrices. The authors 

assume that the events (in the original paper – photos) at cluster 

boundaries (in the original paper – event boundaries) separate two 

adjacent groups of events with high intra-class temporal similarity 

and low inter-class similarity. 

In our research, we’ve followed to another approach. As it is 

mentioned in [21], time based clustering could be different from 

the traditional K-means clustering [22]. K-means clustering might 

find cluster centers with an idea to minimize some cost function. 

A traditional clustering algorithm (K-means might) find clusters 

and cluster–centers for the given K. As a basic point it uses the 

fact the cost function would change if those cluster–centers are 

moved. Cost function is the distance of data points to cluster 

centers. For our time stamped events we are not concerned with 

finding cluster centers at all. Really, the exact value for time any 

group is collected should be irrelevant. Our algorithm should only 

assign collected points to clusters and as long as the segmentation 

remains the same. We need segmentation or splitting of the time 

sequence. The key question is how to split our events in time, so 

that intra-cluster variance is reduced. 

And our idea of mining groups is based on two sequential 

steps:  

- find clusters for the each day 

- detect the sequences of clusters across all days with 

some minimum set of common members  

It is illustrated on Figure 4. 

 

Figure 4. Clusters and groups 

For getting clusters we followed to the algorithm originally 

developed for clustering photos [21]. It offers dynamic clusters 

with automatically detected boundaries (splitting points).  It is 

based on two assumptions. 

- Increased (long) time interval without registrations 

usually marks the end of cluster (all members of the 

group are in already).  “Long” is defined as being either 

large relative to the extent of the cluster currently being 

examined (collected), or large relative to the average 

inter-group interval. 

- Changed frequency of registrations corresponds to the 

start of a new group  

As soon as clusters are detected, we can examine them for 

common elements (MAC-addresses), presented in the majority of 

per-day clusters. It means that group detection is always 

associated with predefined percentage of visits. E.g. visitors 

participated at least in 75% of meetings.  

For this examination let us present each group as a string, 

where each element corresponds to the unique MAC-address (see 

Figure 4). Now we need to find a common subsequence of strings 

(groups) across all days (see solid line on Figure 4). 

 String C is a common subsequence of strings A and B if C is 

a subsequence of A and also a subsequence of B. String C is a 

longest common subsequence of string A and B if C is a common 

subsequence of A and B of maximal length. It means that there is 

no common subsequence of A and B that has greater length [23]. 

The typical algorithm for finding the longest common 

subsequence could be obtained from papers [23, 24]. 

The proposed system has been implemented in connection 

with Wi-Fi scanner from Libelium. During the testing stage we’ve 

successfully identified 8 groups from 11 (café in office building). 

4. CONCLUSION 
In this paper, we propose a new model for analyzing web-

logs collected by the mobile phones monitoring systems.  From 

the analysis of different patterns of web logs mining, we have 

identified one direction, which is almost not covered in this 

connection. It is the mining of user groups. In our paper, we 

propose two step algorithm for grouping mobile visitors. It could 

be used in Smart City projects as well as in retail information 

systems. 
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ABSTRACT
Recommending venues to a user within a city is a task that
has emerged recently with the growing interest in location-
based information access. However, the current applications
for this task only use the limited and private data gath-
ered by Location-based Social Networks (LBSNs) such as
Foursquare or Google Places. In this position paper, we dis-
cuss the research opportunities that can arise with the use of
the digital infrastructure of a smart city, and how the venue
recommendation applications can benefit from this infras-
tructure. We focus on the potential applications of social
and physical sensors for improving the quality of the recom-
mendations, and highlight the challenges in evaluating such
recommendations.

Keywords
social and physical sensors, location-based social networks,
contextual evaluation

1. INTRODUCTION
With the wide use of Internet-connected and sensor-enabled

smartphones, users can now share their location while per-
forming online tasks, such as searching for information. The
collected location data allows to model the behaviour of
the users, such as their travel preferences, thereby enabling
the emergence of new tasks such as the recommendation
of venues that might be of interest to the user. This task
encompasses a wide variety of sub-tasks, ranging from the
recommendation of venues that the user have never visited
before [4] to the prediction of the next location of the user [3].

Currently, the existing venue recommendation systems
heavily rely on data extracted from Location-based Social
Networks (LBSNs) [7], such as Foursquare1, Yelp2, or Google
Places3. In these LBSNs, users can broadcast their location
to their friends (or to other users), and rate and comment on
venues. In the literature, the standard approach for recom-
mending venues is to identify users that are similar to the
current user, and to recommend venues that these similar
users have rated highly [8, 9].

Since the aforementioned approaches rely on the profiles
of the users, which are composed of private data, the only ex-
isting applications, thus far, are industrial and are provided
by the LBSNs. Such applications examine the history of the

1
http://foursquare.com/

2
http://yelp.com

3
http://maps.google.com/
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visits of the users, and recommend venues that might be of
interest to them. However, the recommendations only rely
on a few signals (i.e. the derived preferences of a user through
the venues she/he visited before) to estimate the relevance
of venues. The privacy of the user data also raises questions
about the generalisation and the reusability of such venue
recommendation approaches. We argue that the digital in-
frastructure provided by smart cities can overcome these
problems. In this position paper, we discuss the new pos-
sibilities and the underlying challenges of using new types
of data for recommending venues. In Section 2, we discuss
the use of different signals and indicators found in smart
cities deployments that might improve the representation of
venues, while we focus in Section 3 on the problems related
to the evaluation of such recommendations.

2. ON THE USE OF SENSORS
One of the main characteristic of smart cities is the abun-

dance of sensors connected to the Internet of Things [5],
which allow to gather information on what is currently hap-
pening in the city. While we may think primarily of physical
sensors (e.g. CCTV cameras), we may also consider social
sensors (e.g. Twitter [1]). Currently, only social sensors are
used to perform venues recommendation. Indeed, the collab-
orative filtering recommendation methods that are typically
used in the literature do not use other indicators than the
profiles of the users. Moreover, the preferences inferred from
these profiles cannot be shared amongst different LBSNs [4].
Combining data from different social sensors could improve
the representation of venues, and eventually overcome the
sparsity problem that can arise for venues that have few as-
sociated ratings and comments. Since some tweets are geo-
located, it is possible to analyse the sentiments [6] expressed
in the tweets that were emitted at the locations correspond-
ing to the venues, and use these sentiments as a sensor of
the quality of the venue.

In addition to a combination of different social sensors,
using physical sensors allows to derive further information
about the venues. For example, CCTV cameras and mi-
crophones, along with some audio/video processing, can be
used to estimate crowd densities, thus helping to identify in
real-time popular areas (including the corresponding venues)
that might be of interest to a user. Such physical observa-
tions may also help to better model the context of the users
by identifying their behaviours (e.g. a venue recommenda-
tion system should not suggest outdoor venues to someone
who appears to be feeling cold while walking in the street).
The GPS sensors on public transports can also help to detect
traffic jams (and even predict them, with sufficient training
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data), which might prevent users to promptly reach certain
venues. Environment sensors (e.g. rain-related) can also help
to determine areas that might not be suitable to recommend
(e.g. outdoor venues), or that might be difficult to reach for
certain types of users (e.g. elderly persons).

We argue that having rich representations of real-world
entities, such as venues, is essential for providing high-quality
and accurate recommendations to the users. While social
sensors are essential sources of subjectivity (e.g. opinions/rat-
ings about a venue), physical sensors can provide valuable
additional objective indicators that can help to identify the
context of the venue.

However, there is a need for new effective methods that
can interpret all of the raw data extracted from these phys-
ical sensors, in order to generate useful information. There
is also a need for agreed standards for storing this data
(e.g. RDF). One can imagine that all sensors could feed a
dedicated knowledge base of the smart city that holds all
the records of the different entities of the city. Internet-
connected sensors can then update the attributes of the en-
tities in real-time. Such knowledge bases will need however
to evolve from a static representation of the information to a
time-aware representation, allowing to track the evolution of
each entity’s attributes and to eventually forecast them. Fi-
nally, it is of note that special considerations should be paid
to the privacy and ethical issues arising from the storage of
such data. Such issues still need to be explored so as to en-
sure an adequate balance between added-value and privacy.

3. EVALUATING RECOMMENDATIONS
Although a variety of new ideas can be imagined to im-

prove the recommendation of venues, they need to be tested
and properly evaluated. However, we face here again a chal-
lenge that is related to the nature of the task itself. Indeed,
a venue recommendation is contextual to (among other pa-
rameters) the time of the day, the current location of the
user, and her/his preferences. The TREC Contextual Sug-
gestion track [2] explored such research questions, aiming
to develop a test collection that can support the venue rec-
ommendation task. In its first year (2012), the track ex-
plored the relevance of recommendations with respect to a
description of the venue generated by the systems, the ge-
ographical relevance, the adequacy of the website linked to
the venue, and the temporal relevance. Several evaluation
measures combining these aspects were also proposed. In its
second year (2013) however, the time aspect was dropped,
thus highlighting the difficulties in evaluating venue recom-
mendations with respect to all the contextual parameters
at stake. Moreover, other parameters could be considered.
We raised the issue of privacy in the previous section; some
users might want to pay the price of giving their personal
information in order to benefit from highly relevant recom-
mendations, while others might prefer to receive only “good”
enough recommendations by sharing less personal informa-
tion. Such evaluation frameworks will then need to take a
wide range of parameters into account in order to accurately
estimate the relevance of recommendations to users.

Building an entirely reusable test collection for evaluating
venue recommendations is also a challenge. Indeed, we ar-
gued that the relevance of a venue recommendation is highly
contextual and can change depending on a wide range of pa-
rameters, which may be difficult to reproduce in a controlled
setting. While simplified settings are required to understand
how the proposed systems perform, they do not necessarily
reflect real use cases. Using a smartphone application, and

analysing the feedback provided by the users, is a possible
way to evaluate the quality of the recommendations. This
feedback can be of two different types: explicit or implicit.
An explicit feedback takes the form of a questionnaire, ask-
ing the user if the recommendation is interesting. This ques-
tionnaire can also be presented before and after the visit, in
order to analyse if the experience actually changed the opin-
ion of the user about the venue. An implicit feedback can
be gathered from the GPS data of the smartphone: if users
actually went to a venue that the application recommended,
then they must have found the recommendation interesting
given their context. The implicit evaluation techniques used
by commercial search engines, such as A/B testing, could
also be used as an implicit feedback.

4. CONCLUSION
The task of recommending venues to users is an emerging

task that presents many challenges. In this position paper,
we argued that this task can benefit from the digital infras-
tructure deployed by smart cities. More particularly, the
use of physical sensors offers advantages that have currently
remained unexplored. We have also argued that sensing the
behaviours of users when they interact with their mobile de-
vices is also a promising direction for accurately evaluating
the quality of recommendations.
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ABSTRACT
Contextual suggestion is meant to provide meaningful venue
recommendations tailored to a personal profile, but some-
times a user’s information need goes beyond their taste in
restaurants. This paper seeks to demonstrate that integrat-
ing information concerning crime reports and public safety
alerts into suggestions allows for more informed decision-
making by users. We will explore existing sources of this
public safety data, demonstrate its potential use and exam-
ine the implications – positive and negative – implied by the
approach.

1. INTRODUCTION
A common issue for travelers visiting a new city is not know-
ing the lay of the land. Finding restaurants, shops and enter-
tainment venues compatible with their interest is an obvious
concern, but this can also be extended to the public safety
geography. A street map is not enough to tell visitors which
roads are well-lit at night or which neighborhoods are cur-
rently experiencing higher-than-average crime rates. This
information can be just as important to a user’s decision as
any part of their personal preferences.

Where once tourists might read guidebooks to identify high-
risk neighborhoods, the modern traveler uses websites such
as Trip Advisor1 or Virtual Tourist2. The internet brims
with reviews and anecdotes about cities, as well as users
looking to make informed decisions while abroad.

The development of smart cities provides an opportunity
to meet this information need. Municipal governments col-
lect vast reams of data concerning public safety, from crime
statistics to accident reports to the status of infrastructure.

1http://www.tripadvisor.ca/Travel-g28970-s206/
Washington-Dc:District-Of-Columbia:Health.And.
Safety.html
2http://www.virtualtourist.com/travel/North_
America/United_States_of_America/Washington_DC/
Warnings_or_Dangers-Washington_DC-TG-C-1.html
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As the paradigm shifts toward making this data open and ac-
cessible to users, contextual suggestion developers can draw
on this information to improve the suggestions they make.

“Contextual suggestion” covers an ongoing field of research
at the border of search and recommendation meant to pro-
vide personalized recommendations to users for “points of
interest”, such as venues and other attractions. The subject
has garnered interest[2] for providing travelers with a conve-
nient way to explore an unfamiliar city using their personal
preferences as a guide.

These early forays have been marked by limited scope, con-
cerned solely with the user’s tastes. Now that smart cities
are expanding the data horizon to include new subjects, the
time has come to consider safety’s potential as a recommen-
dation feature.

2. RELATED WORK
Recommender systems for contextual suggestion have al-
ready been the topic of considerable research, such as Garcia
et al.’s paper in 2011 [4]. The authors make great strides in
producing a system which adapts its recommendations ac-
cording to the tastes, demographics and history of the user.
Baltrunas et al.’s paper from the same year[1], emphasizes
the importance of the user’s context when making recom-
mendations, such as the season, available transport, who
they’re traveling with and so on.

However, these papers do not consider the safety of an at-
traction, nor is any data relevant to that conclusion provided
for the user. This is not to say that the value of public safety
data has not been explored. As early as 2001, Estivill-Castro
et al.’s work[3] demonstrated how crime statistics, one part
of public safety, can be mined and mapped.

Smart city projects have made great strides in building safety
databases. In 2011, the city of St. Louis participated in
IBM’s Smarter Cities Challenge3 in an effort to improve
synergy between separate law enforcement agencies within
the city. At IBM’s recommendation, the city created a plan
for a centralized crime database accessible by all agencies
so that a unified view of all offenders and offenses could be
made. The focus so far has been on enhancing communica-
tion within government, but these same data sources could
be made available to the public.

3http://smartercitieschallenge.org/city_st_louis.
html
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Some smart cities infrastructure is already being used by
other applications and fields of study to enhance their re-
sults. Even the Van Gogh museum in Amsterdam has found
uses for smart city data to modify recommendations made to
tourists. Through the European Union’s CitySDK project4,
sensors have been installed in the museum to detect the pres-
ence of lines and crowds[5], letting prospective visitors know
when the museum is busy and how long the expected wait
will be. This museum system is a textbook application for
how smart cities data is already being used to enhance the
user experience.

Between existing research into contextual suggestion, the
potential of public safety data and the success of similar
smart cities initiatives, integration seems a natural avenue to
explore. In the next section we will begin this exploration by
taking profiles and data drawn from the TREC 2011 track on
contextual suggestion and integrating it with real, publicly
available crime statistics.

3. DEMONSTRATION
The 2013 Contextual Suggestion TREC track gathered, from
several systems, personalized point-of-interest suggestions
for multiple users and cities. In this track each system made
ranked suggestions to users and the users rating the sugges-
tions based on their interest in visiting the attraction [2].
One of these cities, the one which we will focus on, is Wash-
ington D.C., in this section we will combine crime incident
reports with the suggestions that the systems made for the
area.

District of Columbia Data Catalog 5 contains crime reports
for a 10 km radius around the Washington, D.C. area. This
information is provided as a live feed as well as reports that
contain all the crimes for a given year. For this paper we
use the 2013 data, a full implementation will probably find
it valuable to use the most up to date information.

Our strategy is to provide an indicator to users about how
many crimes have occurred in the area around the attraction
they are considering visiting. A simple first attempt at doing
this would be to count how many crime incidents occurred
within a certain distance of the attraction:

S(y) = |x ∈ X|D(x, y) < Θ|. (1)

Here X is our set of crimes, y is our attraction, D is the dis-
tance, in kilometers, between two locations calculated using
the Haversine formula, and Θ is our threshold for how far
the crime has to be for it to be considered. So, S(y) is the
safety score of the attraction where lower numbers mean
the attraction has had fewer crime incidents nearby and we
assume are safer.

However, we also want to consider how long ago the crime
occurred because crimes that occurred more recently are
more likely to be an indication of safety, we can incorpo-
rate this into our equation:

4http://www.citysdk.eu
5http://data.dc.gov

TREC Rank Title Score
1 Zaytinya 1104.86
2 Bistrot Du Coin 610.58
3 Old Ebbitt Grill 406.15
4 Blue Duck Tavern 353.16
5 Founding Farmers 484.29

Table 1: Safety score for suggestions.
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Figure 1: Safety score (equation 2) of locations
where a crime occured.

S(y) =
∑

x∈X|D(x,y)<Θ

1

log(1 + ε+ T (x))
. (2)

Here T is how many days have passed since the crime oc-
curred divided by 365, so crimes that occured more recently
are weighted higher. This gives us a safety score that warns
users more heavily about crimes that occurred more recently.
In this equation ε = 1.0 and prevents division by zero. For
this paper we pick a distance threshold Θ = 0.5. The rea-
son we choose this equation is that it gives more weight to
crimes that have occurred more recently.

As an example, we can pick suggestions made by one of the
systems (UDInfoCS1) for one of the profiles (554) as part of
the contextual suggestion track. Here we we equation 2 to
calculate the safety score of the top 5 suggestions, as ranked
by the TREC system, for this user. These scores can be
seen in table 1. In order to calculate the score we choose
December 5th, 2013 as the date that the user is searching.

Now that we have a safety score we need to get context as
to what this number means in terms of relative safety in
the city. In order to do this we calculate the safety score
at the location of every crime incident. Figure 1 shows the
frequency of the safety scores given to locations where crimes
have occurred in Washington, D.C.

In order to provide users with an easily digestible safety
score we map the score given in equation 2 to 1-5 depending
upon if the score is below the 20% percentile, between the
20% and 40% percentiles, between the 40% and 60% per-
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Percentile Score
0% 2.08
20% 180.55
40% 278.32
60% 428.66
80% 667.03
100% 1388.53

Table 2: Safety score percentiles.

TREC Rank Title Mapped score
1 Zaytinya 5
2 Bistrot Du Coin 4
3 Old Ebbitt Grill 3
4 Blue Duck Tavern 3
5 Founding Farmers 4

Table 3: Safety score for suggestions.

centiles, between the 60% and 80% percentiles or above the
80% percentile. of the scores given to areas where crimes
have occurred Table 2 lists the percentiles for the scores in
figure 1.

With this data we can now calculate our mapped safety
scores for the sample suggestions as shown in table 3. Note
that there are other possibilities that could be used to nor-
malize safety scores. In particular, one possibility would be
to factor in population density around the attraction loca-
tion into the normalized scores.

Expanding on the use case of having safety scores to indicate
the threat to personal safety we can note that the types of
crimes have been annotated provide more detailed informa-
tion about the type of crime in the area. The types of crimes
are listed in table 4. One possible way to break down the
type of threat is to differentiate between threat to personal
safety and threat to the safety of a visitor’s car. This infor-
mation can be especially useful to visitors that are deciding
where to park their car, or whether to leave their car at their
hotel or not.

Using this information we can provide two safety scores:
personal safety and vehicle safety. The only modification
to equation 2 is to only consider certain types of incidents
when calculating the score. In the types of incidents listed
in table 4, “Motor Vehicle Theft” and “Theft From Auto”
are the two that need to be considered when calculating the

Type # of Occurences % of Occurences
Theft/Other 12453 35.42%
Theft From Auto 9917 28.21%
Robbery 4080 11.60%
Burglary 3346 9.51%
Motor Vehicle Theft 2634 7.49%
Assault With
Dangerous Weapon 2289 6.51%
Sex Abuse 295 0.83%
Homicide 103 0.29%
Arson 35 0.09%

Table 4: Offense occurences.

Rank Title Vehicle Personal
1 Zaytinya 4 5
2 Bistrot Du Coin 4 5
3 Old Ebbitt Grill 1 4
4 Blue Duck Tavern 3 3
5 Founding Farmers 1 5

Table 5: Personal and vehicle safety score for sug-
gestions.

vehicle safety score, these two combined make up 35.7% of
the incidents. All the other types of incidents are considered
when calculating the personal safety score.

Following the same process of developing a general safety
score we can develop the vehicle and personal safety scores,
the score for our example can be seen in table 5. Now we
can see that in these suggestions there is more of a concern
with regards to personal safety than to vehicle safety.

The mean general safety score associated locations that crimes
occurred shown in figure 1 is 426. In comparison to that the
mean vehicle safety score is 145 and the mean personal safety
score is 281. The purpose of reporting these two score sep-
arately is so that areas that travellers need to be aware of
one type of safety warning but not the other can be iden-
tified. We note that the Kendall tau coefficient of vehicle
vs. personal safety scores is τ = 0.5224, which shows that
these areas are somewhat correlated but there are still areas
where reporting these metrics separately can be useful.

We calculate the safety scores for all (roughly 600) attrac-
tions in Washignton, D.C. that were given an interest rating
by users as part of the Contextual Suggestion Track. Here,
the Kendall tau coefficient of interest rating vs. safety score
is τ = −0.0044. We can see that regardless of whether the
user likes or dislikes the attraction the range of given safety
scores is similar. Liked attractions don’t have a tendency to
be in either safe or unsafe areas and so providing a safety
score to users will help them make decisions.

Other information could also be taken into account when
calculating safety scores. Firstly, the time of day the user is
searching could be taken into account: a visitor might not
need to be concerned about an area when crimes occur dur-
ing the night if they are visiting during the day. Secondly
more severe crimes could be weighted more heavily, for ex-
ample homicides or crimes with a gun could be given more
weight in the safety score.

4. DIRECTIONS FOR FUTURE WORK
Our demonstration above has shown the power of just one
data source in one city to allow users to make more informed
decisions. This is just the beginning, and as more cities
develop their information infrastructure these data sources
will grow in number. Those cities leading the way will reap
the earliest benefits by being the first to offer these services
to citizens and visitors, which will in turn intensify advocacy
for the creation and release of more databases elsewhere.

Making safety data collected by governments available to
the public has been a cornerstone of many smart cities ini-
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tiatives. Some sources, like the St. Louis one, remain closed,
but data concerning public safety is not limited to the gov-
ernment, or to crime reports. The Open311 project, run by
the nonprofit OpenPlans, effectively crowdsources the gath-
ering of non-emergency public safety information, from ac-
cidents to utility breakdowns. Open311 collects data in a
number of cities worldwide, even being integrated into other
smart cities projects such as CitySDK to help cities commu-
nicate their data to developers. While standard adoption is
always a delicate issue in the early days of any field, a savvy
developer might be wise to keep their eye on Open311’s
progress.

Another possibility to consider is extending the personaliz-
ing of profiles beyond merely the user’s taste in venues. By
integrating their security needs and habits into their profile,
a system can provide more personalized alerts. A user who
owns a car will naturally be more concerned about reports
of car theft in an area they intend to park, while a user who
regularly spends time in high-crime areas of a city will be less
likely to be discouraged by security warnings surrounding a
venue. Security profiles can be built alongside the existing
preference profiles, by looking at the safety scores for those
attractions the user has already visited.

5. IMPLICATIONS
While we have focused so far on the positive potential of in-
tegrating public safety information, it must be acknowledged
by anyone looking to implement these ideas that there are
real hazards. The most immediate one is that recommend-
ing a restaurant according to someone’s tastes and recom-
mending a course of action for their personal security are
two wildly different actions with different consequences to
match.

A poor restaurant recommendation might ruin an evening,
whereas a mistaken safety report could put someone in jeop-
ardy. Even if the report is accurate, having that information
might lull some users into a false sense of security when they
should still be alert. A mere suggestion system cannot possi-
bly take full responsibility for the safety of its users, nor can
a developer guarantee that an area reported as safe could
not be the site of a crime. Developers must be aware of this
when designing systems, noting that they provide only sup-
plementary information and do not take the place of caution
and common sense.

Another unavoidable issue is the locality of crime. Neighbor-
hoods and vicinities with a high crime frequency still have
businesses who may not appreciate customers being “scared
off”. Residents of these neighborhoods may also not appre-
ciate their homes being labeled a high-risk area, or the im-
plications of tourists being steered away from them. Many
databases also currently include personal information, such
as the perpetrators or victims of crime, whose use should be
avoided to protect the privacy of residents.

These are valid concerns, which is why the decision to act
on available data must remain firmly with the user. Sugges-
tion systems, like tourist guidebooks and websites, should
remain focused on merely providing publicly available data
to promote informed decision-making. Likewise, those who
maintain smart cities databases should take care not to re-

lease unnecessary personal information to the public. The
misrepresentation of a neighborhood and those who live in it
can be damaging in many ways, and a thoughtful developer
will consider this in the design of their system.

Having discussed these pitfalls, it might seem as though the
risks of integrating public safety information outweigh the
benefits. However, keeping public safety information outside
of contextual suggestion does not mean that users won’t fac-
tor in safety when making their decisions. If anything, by
not presenting public data, users are more likely to make ill-
informed decisions based on hearsay, prejudice or outdated
information. While we can avoid responsibility by not mak-
ing any pretense of speaking to safety, we cannot diminish
the user’s real information need.

6. CONCLUSIONS
In this work we have demonstrated the power and poten-
tial of public safety data when integrated with contextual
suggestion. With just crime data from a single city, we can
provide users with the information and analysis necessary
to promote safer, smarter decision-making - the overarch-
ing goal of the smart cities paradigm. A greater number
of more varied public safety databases are emerging all the
time, but it will take far more work to go from talking about
their integration to implementing it.

There can be no doubt that this work is necessary. As in-
formation technology infrastructure continues to grow, cities
will continue to get smarter, and developers will need to keep
up. It behooves us to take advantage of these opportunities
in order to better serve users, despite the many risks and
challenges involved. Even with these new sources of infor-
mation being made available, tackling the safety of users is
an enormous responsibility. To shirk it because we fear the
consequences would be the greater failure.
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ABSTRACT
Tourism plays a large part of the cultural and economic ben-
efits of Scotland; according to Deloitte, it accounts for just
over 10% of the country’s GDP. The SICSA Smart Tourism
Programme brings together ScotlandâĂŹs informatics re-
searchers, cultural heritage organisations, and technology
companies to address some of the key challenges in the sec-
tor. Key common needs are: (i) Personalisation: Improv-
ing how visitors navigate the city/country and volume of
events/sites and associated information overload; (ii) Elas-
tic demand and greening: Making available more resources
as efficiently as possible during times of peak demand for
services (ticket booking, accommodation, food, transport,
healthcare); (iii) New channels, new content: Increasing
access, audiences and brand awareness for places, perfor-
mances and events. The talk will start with an overview of
the 15 projects we and our collaborators have tackled over
the last three years. It will then focus in on two specific
projects which are data-mining city archives (from museums
and libraries) to reveal hidden treasures, and help venues at-
tract visitors off the streets.
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ABSTRACT 
The modern city incorporates a large amount of heterogeneous 
data, which are produced by diverse sources like sensors, cameras 
and social networks and present a new challenge: harnessing these 
data in a usable approach providing suitable views for the city’s 
numerous stakeholders. In this paper we shall present a 
Visualization Framework based on SMART FP7 project, that 
allows users and developers to build visual applications that 
empower these environmental- and user-generated data in a 
meaningful way, appropriate for the future Smart City. 

Keywords 
Future Internet, Sensors, GUI, Web 2.0, Social Networks, Smart 
City 

1. INTRODUCTION 
The Future Internet will include a large number of internet-
connected sensors (including cameras and microphone arrays), 
which provide opportunities for searching and analyzing large 
amounts of multimedia data from the physical world, while also 
integrating them into added-value applications. Despite the 
emergence of techniques for searching physical world multimedia 
(including the proliferation of participatory sensing applications), 
existing multimedia search solutions do not provide effective 
search over arbitrary large and diverse sources of multimedia data 
derived from the physical world. 

Future Internet in the context of a Smart City [1] defines an 
environment where a huge amount of data is produced from 
heterogeneous sources. These sources include real time 
environmental sensors (cameras and sensors), user generated 
content and content produced by the various city authorities. The 
volume of data and the diversity of sources render these data 
difficult to be consumed, by the end users, thus making them 
unusable for any practical application. 

The numerous stakeholders increase the complexity of the 
problem. These include the municipal administration that aims at 
increasing the quality of life within the city, the citizens that work 
and live, the private contractors that provide services to the city 
and the visitors. These groups have different interests in the 
information produced. The goal of the current contribution is to 
describe a holistic approach followed in the framework of 
SMART FP7 [2] project with specific emphasis placed on the 
visualization of data to suit the specific needs of the 
stakeholders. The visualization framework offers the required 
tools to the Web 2.0 Smart City application developer to easily 
create new applications to consume these open data, thus enabling 
the open services vision and the development of an ecosystem. 
In the following sections we first present (Section 2) the related 
work, we then proceed with the presentation of the enabling 
architecture (Section 3). In section 4 we present the proposed 
Visualization Framework and finally in section 5 we present the 
future developments of the framework. 

2. RELATED WORK 
The ability to explore and discover the city through the data 
gathered is essential for the Smart Cities of tomorrow. This is a 
common problem and various efforts have been made up-to now 
to tackle it. IBM with Intelligent Operations Center [3] provides 
an executive dashboard to help city leaders gain insight into 
various aspects of city management. Other efforts include the 
CityDashboard [4], a project of the University College of London 
(UCL). It is designed to offer an at-a-glance view of eight cities 
around Great Britain. It combines official, observational and 
social media data into a single screen, the dashboard, which 
updates continuously high level data.. Suakanto in [5] presents a 
city dashboard for the city of Bandung in Indonesia that 
summarizes the condition of the city in terms of traffic 
congestion, water supply, energy supplies, air quality and public 
health quality. Michael Batty in [6] defines a smart city and how 
existing infrastructure is merged with ICT using new digital 
technologies. 

A common place of the above related work is to present city’s 
heterogeneous data on a mashup, i.e. a web site that combine 
information from various sources presenting them visually by 
using different “web widgets”1. These widgets are not connected 

                                                                    
1 http://en.wikipedia.org/wiki/Web_widget 
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and do not allow designers to create new interactions with 
displayed data. The designer just “drops” these widgets on a page 
thus offering the city’s dashboard. Based on the idea of the 
mashup and the flexibility that widgets offer to the designer, we 
propose a Visualization Framework that attempts to provide a 
similar visual solution, and at the same time add interactions 
between the different widgets, offering a more interactive 
environment that enables the city monitoring and allows the 
searching of specific information. The latter is enabled by the 
SMART FP7 infrastructure that gathers and annotates 
semantically the information generated from various data sources, 
by the use of the SMART Search Layer. The proposed 
Visualization Framework targets the developer of the city’s 
dashboard by providing him a) with the means to build an 
interactive mashup and b) the best practices to extend it 
functionality. In the following section we present the architecture 
drives the Visualization Framework. 

3. ENABLING ARCHITECTURE 
As we mentioned above, the Visualization Framework is tightly 
coupled with the SMART Search Layer. Considering this fact, we 
give a brief presentation of the enabling architecture. 

The SMART Search Layer is a core component responsible of 
providing effective and efficient real-time indexing and retrieval 
of social and sensor data streams. It is built with Terrier and a 
MapReduce (termed as “SmartReduce”) architecture using open 
source Storm stream processing framework to scale to a large 
volume of social and sensor streams produced by multiple edge 
nodes. The architecture has been designed as layered system 
consisting of three main layers, namely: 

� A layer of sensor edge servers, which ensures the 
interfacing of the SMART with data stemming from the real 
world. The sensor edge server undertakes the tasks of 
acquiring physical world data via sensors (notably cameras 
and microphone) and accordingly structuring data based on 
standard formats (such as XML, RDF/Linked Data) to allow 
the upper layers to consume these data. 

 
Figure 1. High-Level Overview of the SMART Architecture 

� A search layer comprising a customized version of the 
Terrier search engine, adapted to the SMART project’s 

needs. This layer indexes and retrieves data from the layer of 
edge servers. At the same time it retrieves, parses, analyzes 
queries and uses them for the selection (or prioritization) of 
appropriate edge servers where data of interest can be found. 
It can also support event-driven queries («pull» mode), in 
which case the search engine subscribes to events and 
updates the upper layer upon the occurrence of these events 
(i.e. recurring queries). 

� A layer of end-user applications (including text-based 
interactive queries), which submit queries to the search 
engine and visualize the results. In addition to interactive-
text based queries, this layer supports the Web2.0 compliant 
visualization of information stemming from the physical 
world (according to a mash-up concept). 

A high level overview that describes the general architecture is 
depicted in Figure 1. SMART promises also to augment query 
results on the basis of information stemming from the social 
networks, while also using social networks information (such as 
information stemming from facebook, twitter and foursquare) in 
order to personalize the query results. To this end, a Social Media 
Manager has been developed that removes the heterogenity of the 
various social networks and inserts their data as sensor data 
(feeds) to the edge sensor  server layer ensuring that the SMART 
system can additinally process and consume data stemming for 
social networks, thereby allowing sensor networks and sensor 
networks processing algorithms (e.g., sentiment analysis [7], 
event detection [8], gender analysis) to be included in the SMART 
system. At the same time, passing personalized information to the 
search layer allows the acquisition of personalized information for 
the specific user on the basis of their personal social networks’ 
accounts and associated social graphs.  

4. VISUALIZATION FRAMEWORK 
The goal of the Visualization Framework is to offer  components 
and describe the best practice for building applications based on 
intuitive interfaces, tailored to the needs of the city stakeholders 
by combining these components. Hence it is crucial to provide the 
whole functionality in visual components (widgets) that can 
communicate with each other and combine them on a dashboard 
that adheres user management and access control management 
capabilities, based on a Role Based Access Control (RBAC) 
approach. The RBAC enables the definition of roles that map on 
the different city’s stakeholders, permitting specific fine-grained 
view based on user’s role. Thus the same dashboard can have a 
public view that reveals the data that the citizen or the visitor 
expects to see and private views for authorized users such as the 
municipal administration or the private contractors that reveal a 
special view to satisfy the stakeholder’s requirements.  

On the functionality aspect, an application composed by these 
visual components must provide the capability of adding new 
components to the dashboard (via a drag-and-drop functionality) 
and configuring their behavior, like the sources that provide their 
data. To this end we have identified (based on our experience on 
the SMART FP7 project), some standard functionality and 
developed a number of Web2.0 reusable widgets. These widgets 
(visual components) consume services and semantics that 
originate from the underlying A/V processing algorithms, sensors 
and social networks. The availability of such widgets, aims at 
facilitating embedding queries made and search results returned 
from the Search Engine into applications. These widgets are 
indicative of the functionality that the framework offers. 
Following their design principles and methodology, a developer 
can create new ones to meet specific use case requirements. 
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The Visual Framework offers the required functionality by 
utilizing the SMART Search Layer to query the results and get the 
required data in the form of events. An event is an aggregation of 
data. E.g. a demonstration that takes place in a city is an event that 
is linked with a place, date of event, data from sensors near the 
event (video feeds, audio feeds), and user-generated data (tweets, 
posts) from social networks.   
The Visual Framework consists of two main components: 

� The Dashboard 

� Standard Visual Components (mash-ups) 
The Visual Components (VCs) retrieve their data using the 
underlying Search Layer. They have the ability to provide data 
representation following their design and communicate with each 
other, sharing information via “software application events”. For 
example, a VC, acting as a master, can upon users input, retrieve 
some results from the undelaying search layer and fire an software 
event that other VCs catch and process showing some details, 
thus, implementing a master-detail GUI functionality. 

The stakeholders that have logged-in the system, may create their 
preferred view of the application by adding (as simple as drag-
and-drop) the visual components that meet their own requirements 
on condition that they have the required privileges. 

Besides, application developers can extend the visual framework 
by designing and developing their own VCs that exploit the 
services provided by the SMART Search Layer, following the 
frameworks guidelines. 

4.1 The “Demonstration” Application 
A demonstration of such Web Environment built on the Visual 
Framework and the standard Visual Components is presented in   

Figure 2. The application is the “Developer scenario” for the 
SMART FP7 project that demonstrates the functionality of an 
event search application. The numbers on the figure show the 
different VCs that compose the application as well as their 
position in a sequence of actions the user performs.  

In the example a “Search” visual component (1) is used to fetch 
results according to the user’s input. It makes a request to the 
SMART Search Layer and receives a list of results relative to 
events of interest for the specific search performed, ranked 
according to the score awarded by the search layer.  
The results are displayed on an “Event Billboard” visual 
component (2). When a user selects a result, an event in our case, 
this event is shown on the “Event Map” visual component (3). 
The event as explained in section 4, may be accompanied with 
other data. These data are displayed according to their type to the 
suitable visual component.   Images and videos from nearby 
cameras relevant to an event matching the search made are 
displayed in the “Media Player” (4). Crowd analysis of the event 
and the indicative measurements from non-Audiovisual sensors 
critical for the understanding of the event (e.g. heavy rainfall) are 
presented in a “Measurements Display” visual component (5). 
Finally, mentions in social media related to the event are shown 
on a “Social Data Display” visual component (6).  

4.2 The dashboard 
The dashboard of our visual framework is the foundation, as it 
provides user identification and access control. Moreover it allows 
the deployment of visual components by the users. It is based on 
the Liferay portal. Liferay is a free and open source enterprise 
portal project providing a web platform with features commonly 

required for the development of websites and portals. It differs 
from the mainstream Web Content Management System (CMS), 
as it employs Java-based technologies. It offers a user and role 
management system with single-sign-on support as well as a built-
in Web CMS which offers the users with the familiar features 
required to build websites and portals, i.e. an assembly of themes, 
pages and portlets. The portlets supported adhere to the Java JSR-
286 portlet specification.  

  

Figure 2. An example of Rich Application 
The portal thus has been customized to be utilized as an Urban 
sensing / Urban monitoring platform, which may be customized to 
the user’s needs through the use of reusable portlets developed 
specifically for the project’s needs. The portlets are available for 
deployment in any way the user sees fit, thus personalizing the 
resulting dashboard to meet the needs of any scenario. 

4.3 Standard Visual Components 
The Visual Components described in this section are developed 
using Web 2.0 technologies, like the jChartFX and JQueryUI, 
which are open source Javascript libraries. The map-based Visual 
Component uses the Google Maps Javascript API V3. These VCs 
are developed as Java Portlets (JSR-286 Java API). Consequently, 
the VC-to-VC communication is implemented as inter-portlet 
communication using the event mechanism described in JSR-286, 
described as “software application events” in the previous sections 
so as to distinguish them from the real events that the search layer 
returns. A portlet (VC in our case) issues an event that 
encapsulates the data that need to be sent to other VCs. The VCs 
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that are configured for listening for that specific event retrieve the 
data from the event, process and illustrate them according to the 
VC’s designed functionality.   In this section we shall present the 
visual components we have implemented. 

4.3.1 Search Visual Component 
The user is able to query the Search Engine VC about specific 
words or phrases of interest and define some search options such 
as the maximum radius of the event’s location around the user’s 
current location or events within specific dates. The Search VC 
retrieves the search results in a JSON format and fires an event 
with these results. Other VCs listening for this type of event 
receive the search results and process them according to their 
functionality. 

4.3.2 Event Billboard Visual Component 
The Event Billboard VC displays the top ten events provided by 
the search engines using accordion widget. The sorting of the 
results is based on the score awarded by the search engine. Upon 
clicking an event, the accordion expands providing the full event’s 
details while it triggers the map VC to show the specific event on 
the map. 

4.3.3 Event Map Visual Component 
The Event Map VC features a map showing the selected event 
from the Event Billboard VC. The map moves to center around 
the event. Upon selecting an event, it provides the rank, score, 
location and date-time information of the event according to the 
classification returned from the Search Layer. Additionally the 
score of the event is visually indicated by its’ map marker color. 
The red marker indicates a low score, the yellow color a medium 
score, whereas the green color indicates a high score. The score is 
computed by the Search Layer dynamically and it relates to the 
search terms given of the user. 

4.3.4 Measurements Display Visual Component 
This VC displays the various measurements recorded in proximity 
of the event selected on the Event Billboard VC at the date-time 
of the event. The measurements come from all sources from 
thermometer sensors in the area to the crowd density virtual 
sensors derived from a camera feed (if a camera is available at the 
event’s location and a crowd density sensor has been defined for 
the location of the event taking place). 

4.3.5 Media Player Visual Component 
The Media Player VC provides audio and/or video playback for 
the clips recorded in the area of the selected event at the event’s 
date-time. 

4.3.6 Social Data Display Visual Component 
Finally, the Social Data Display VC provides the social 
posts/tweets, which are geo-located around the area of the event 
and are relevant to the search term/phrase used in the search VC. 

5. FUTURE WORK 
In this paper we have presented a Visual Framework for building 
dashboards for Smart Cities using Future Internet technologies 

and demonstrated it’s functionality by developing a number of 
Visual Components. Based on the experience gained, we will 
focus on the optimal combination of environment generated 
content originated from sensors and social networks, in order to 
provide new Visual Components that add value to a city’s 
dashboard.  Regarding the technical capabilities of the framework, 
we shall investigate the possibility to generalize the Visualization 
Framework by providing an abstract layer and an implementation 
that utilizes the search layer. The abstract layer will consist of an 
abstract data model that the VCs process and abstract services that 
acquire the data. This will allow the loosely coupling between the 
VCs and the underneath search layer, allowing the easy 
integration of new data sources.   
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