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ABSTRACT
User queries are becoming increasingly local where people
are interested in what their friends are up to or what is hap-
pening in their local area. Sensors can assist in localised
information retrieval by giving the search engine direct ac-
cess to events happening in the local world. In this paper,
we describe an open source framework to search in real-
time multimedia and social streams. The SMART frame-
work offers a platform to retrieve information from both
the physical world and from people interactions on social
media. Examples where this framework can be useful in-
clude“smart cities”where people can have information needs
such as ‘what parts of the city has live music on and what
do people think about those music events?’. We identify
the challenges of building such a framework and the mo-
tivations behind releasing it as open source software. The
open architecture of the framework brings about possibili-
ties for extending it and deploying it in a wide variety of
novel applications.
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1. INTRODUCTION
The internet has grown in the last decade to connect a

large number of sensing devices that can monitor the phys-
ical world such as cameras, microphone arrays, or light sen-
sors. The number of sensors connected to the internet is
magnitudes higher than the number of its users [8]. The
availability of such connected sensors open opportunities to
collect in real-time the status of the physical world and pro-
cess this information to develop novel applications in the
areas of ‘smart’ cities, social networking, surveillance and
security. This has triggered the development of tools and
techniques for searching sensor data [5, 6]. However, these
methods are still largely based on the indexing and search-
ing of previously defined (and usually textual) metadata.
Indeed, while those methods exploit recent advances in sen-
sor ontologies [10] in order to decouple the queries from the
low-level details of the underlying sensors, they cannot pro-
vide effective search over arbitrary large and diverse sources
of multimedia data derived from the physical world.

Moreover, with the emergence of social networks such as
Twitter and Facebook, one can envisage situations where
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information stemming from both social and sensor networks
can be combined. In fact, there is a mutual benefit from the
convergence of both sensor networks and social networks.
Social networks can benefit from the fact that human activ-
ity and intent can be directly derived from sensors, which
obviates the needs for explicit user input. For example,
Foursquare1 uses smart phone-based GPS and mapping ser-
vices to enable users to track their friends on the social net-
work platforms. On the other hand, sensor networks could
start their cooperation in a social way (i.e. based on in-
formation derived from social networks) [4]. For example,
think of the query “I want a good restaurant in a place that
is lively now”. To answer this query, we need a system that
can process information about: (i) How lively a location is
right now. Audiovisual crowd analysis can answer that by
providing metadata from processing the signals of the con-
nected sensors. These signals should be processed in real-
time to provide timely information about the status of the
environment in various locations. (ii) How good the vari-
ous restaurants in different areas are. This needs data from
social networks (user-generated content by tagging or “lik-
ing” good places) and/or from the Linked Data cloud (e.g.
restaurant critics) [7].

In this paper, we present our vision for an open source
framework where information stemming from large-scale
inter-connected sensors and social network streams can be
indexed in real-time to facilitate searching the physical world.

2. THE SMART FRAMEWORK
The SMART2 (Search engine for MultimediA enviRon-

ment generated contenT) framework aims to provide an in-
frastructure where multimedia sensing devices in the phys-
ical world can be easily used to provide information about
the status of their environments and make it available in
real-time for search in combination with information from
social networks. The name SMART acknowledges the vi-
sion of “smart cities”.

The architecture of the SMART framework is illustrated
in Figure 1, where four layers are identified. At the lowest
level (physical) we have the sensing devices that provide the
physical world data. The edge node represents the software
layer that processes the raw sensor data to produce meta-
data about the environment, which is streamed in real-time
to the search engine using an appropriate representation
(e.g. RDF). Examples of processing algorithms can include

1https://foursquare.com/
2http://www.smartfp7.eu
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Figure 1: Architecture of the SMART framework

crowd data analysis for video streams and speech recogni-
tion in audio streams. The search layer collects the streams
from the various edge nodes and indexes them in real-time
using an efficient distributed index structure. It also em-
ploys an event detection and ranking retrieval model that
uses features identified in the sensor and social streams to
rank events that are relevant to the user queries. Queries can
be directly specified or anticipated by the search layer using
contextual information about the user, e.g. the user’s loca-
tion or their social profile. Finally, the uppermost applica-
tion/visualisation layer offers reusable APIs to develop ap-
plications that can issue queries to the SMART search engine
and process or visualise the results.

In the next sections, we will discuss in detail the top three
software layers of Figure 1 and the challenges for building
each layer. We then describe our vision of the open source
SMART framework.

3. EDGE NODE LAYER
The edge node is introduced in this section. First, its aims

and challenges are discussed, followed by an example using
crowd analysis for metadata extraction.

3.1 Infrastructure Aims
The edge node is the interface of SMART with the phys-

ical world. Each edge node can cover sensors from a single
geographic area, e.g. a city block or a public square in the
city centre. At the edge node, the signal streams, either from
physical sensors (e.g. audio/visual streams or environmen-
tal measurements), or from social networks, are processed to
extract events of interest. To achieve this, the design of the
edge node is influenced by: (a) state-of-the-art Internet-of-
Things platforms, which typically filter, fuse, combine and
reason over multiple data streams and (b) Linked Data tech-
nologies. The edge node’s architecture is shown in Figure 2.

3.2 Challenges and Research Aims
The data streams collection and processing component

provides a uniform way for interfacing to virtually any type
of sensor and processing. These include perceptual com-
ponents (i.e. the algorithms that attempt to interpret the
streams’ meaning and extract context) running on physi-
cal sensors’ feeds (such as crowd analysis running on video
feeds), as well as social networks filters implemented within
the Social Networks Manager (e.g. sentiment analysis of
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Figure 2: Edge node components

Tweets in the local area of the sensors [1]). This com-
ponent is empowered by a common unified model for the
metadata of the various feeds, which alleviates their het-
erogeneity while also facilitating their management within
the edge node. The approach is similar to that adopted
by the Pachube.com3 platform [3], yet SMART edge nodes
provide support for much richer metadata. The develop-
ment and adoption of a common unified metadata model
for all SMART feeds ensures the openness and extensibility
of the platform in terms of new sensors, perceptual com-
ponents and social networking feeds. The output of this
component is in the form of continuous metadata streams,
which will then need to be processed in real-time. By thresh-
olding a single continuous metadata stream, low-level events
are extracted. The moment the threshold is exceeded, the
low-level event is signalled as active, while the moment the
stream receives a smaller value, the low-level event is sig-
nalled as inactive. The Intelligent Fusion Manager subse-
quently undertakes the rule-driven combination of multiple
low-level events (possibly stemming from different sensors or
perceptual components). This component integrates sophis-
ticated rule engines that facilitate high-level event recogni-
tion on the basis of complex rules over multiple low-level
event streams. A rule engine that leverages event calculus
techniques [2] is being integrated. The reasoning component
leads to a semantic description of the events (i.e. based on
the RDF format), which is in line with work undertaken
in the scope of semantic sensor networks [15]. The Linked
Data component [7] collects data relevant to the edge node
that are available as part of the Linked Data cloud. Hence,
the information available to the search engine is enriched.
For example, it can provide the means for identifying geo-
locations [13] associated with the target events.

The edge node stores all types of metadata (the continuous
metadata streams, the low-level and the high-level events)
in its Knowledge Base using an XML/JSON interface that
complies with the aforementioned unified data model. The
edge node also provides a web service API (RESTful API)
to deliver events to the search engine

3.3 Example Based on Crowd Analysis
Crowds are a main source of events for SMART, especially

in a “smart city” setting where citizens are empowered with

3Pachube.com is now Cosm.com
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Figure 3: SMART continuous metadata and low-

level crowd events as a function of time. Some typ-

ically processed frames are also shown.

knowledge about their environment. At a first level of anal-
ysis, we are interested in quantifying their density, which is
based on an adaptive foreground segmentation. This seg-
mentation is based on a variant of the Stauffer’s algorithm
[14]. Each pixel in the image is modelled as a Gaussian mix-
ture (GMM), which is updated using a spatio-temporally
adapted learning rate [12]. The GMM is then used to de-
cide if the pixel belongs to the foreground by adaptively
thresholding the accumulated sorted weight of the Gaus-
sians. Therefore, the foreground mask is formed and is then
cleaned-up by shadow removal and a morphological clean-
up. The weighted density of foreground pixels gives the
crowd density a continuous metadata stream. Using this
stream, the low-level events related to crowd appearance
or disappearance are easily obtained via thresholding. An
example is illustrated in Figure 3, which shows the crowd
density metric as a function of time. This has three large
peaks, for which the corresponding processed frames indi-
cating the foreground blobs are given. Another frame is an
example of minor activity. The extracted low level metadata
indicating crowded intervals are also shown as labelled hor-
izontal lines. A sample video demonstrating how the crowd
analysis works is available online.4

4. SEARCH ENGINE LAYER
The search engine layer is discussed in more detail in this

section, where we identify its aims and the main challenges
of developing this layer.

4.1 Infrastructure Aims
The SMART search layer indexes in real-time streams of

updates from edge nodes and social networks. It is built
using the Terrier5 open source search engine [11] with en-
hanced real-time indexing and a scalable distributed archi-
tecture to handle the large amount of streams. The SMART
search layer offers an interface to services and end users to
retrieve ‘interesting’ events and associated relevant posts in
the social networks for a given query. While an interest-
ing event is a subjective notion that likely depends on the
application, the search layer can make inferences on inter-
estingness, based on how unusual an event is, and learning
from training examples of interesting events. In other words,
the search engine layer uses the short-term event detection
that is performed in the edge node, e.g. the low-level events

4http://www.youtube.com/watch?v=akkyRu68rqE
5http://terrier.org

detected by the crowd analysis algorithms discussed in Sec-
tion 3.2, to perform unusual event detection across multiple
streams of metadata. The search layer should be capable
of anticipating user queries depending on their context, e.g.
their location or the time of day. The search layer also offers
a web service API (RESTful API) to issue queries and view
results as real-time mashups aggregated from the various
types of processed streams.

4.2 Challenges and Research Aims
One of the main challenges for building the search layer is

the efficient and scalable indexing of continuous metadata
streams. The search layer is built using the open source
Storm6 framework which provides a distributed processing
paradigm, similar to MapReduce, that can handle streams
of data in real-time. We use this architecture to distribute
the workload of indexing the streams using Terrier across
multiple processing nodes in a cluster. The index is dis-
tributed across various shards and an accumulator keeps
track of the global index statistics. Moreover, Terrier has
been enhanced to use real-time, in-memory indices, such
that as soon as an update from the edge node is received, it
is indexed, and made available for search. A demonstrator
that uses this infrastructure to search Twitter in real-time is
available online.7

Another main challenge in the search layer is developing
an event retrieval model that can rank ‘interesting’
events based on a long-term pattern identification of
metadata streams. The event retrieval model can make in-
ferences on interestingness, based on how unusual an event
is by comparing metadata features, such as the crowd level,
observed at a specific location in a specific time to global
features observed in similar areas at similar times. For ex-
ample, a crowded square in a city on a Friday evening is less
interesting than a crowded narrow street on a Sunday morn-
ing as this will be reflected in the background statistics of the
model. Moreover, learning-to-rank retrieval approaches [9]
that use features from the sensor metadata (e.g. the crowd
level locally and globally) are applied to facilitate the rank-
ing of all events happening in different locations. In addition
to features extracted from the sensor metadata streams, tex-
tual evidence from the social networks can be associated to
events. The event retrieval model can associate keywords
to those events. For example, people who tweet about live
music in a city’s main square may mention the band’s name
or the song that is being performed.

5. APPLICATION LAYER
The uppermost layer of the SMART platform (see Fig-

ure 1) contains the software applications that can deliver
the real benefits of the framework to end users. The appli-
cation layer mainly supports developers who want to create
Web 2.0 services or smart phone applications that exploit the
framework capabilities. For example, the application layer
includes open source web applications that offer user inter-
faces to issue queries explicitly, or implicitly using the user
context, to the search engine API and receive in real-time
up-to-date results (events). In addition, it includes open
source mashups that use the search layer visualisation APIs

6https://github.com/nathanmarz/storm/
7http://www.smartfp7.eu/content/twitter-indexing-
demo



to display for example newly-breaking events as real-time
balloon pop-ups on a map.

6. OPEN SOURCE VISION
SMART is designed as an open source framework, exten-

sible in terms of sensors, multimedia processing components
and event retrieval models. As described in Section 4, the
main components of the SMART search engine are built
upon the existing Terrier open source information retrieval
platform, allowing for the real-time indexing and retrieval
of multiple and massive-scale sensor and social networks
streams. The SMART open source framework is designed
to benefit from the power of the open source development
philosophy, by enabling application developers and organi-
sations to build new tailored services and products on top
of the SMART open source infrastructure.

In particular, SMART will form an open source commu-
nity for sustaining and evolving its components. It adopts
a crowd-sourcing approach to the deployment of physical
sensors, social networking feeds and associated repositories,
which will become searchable through SMART. Thanks to
an open specification for describing data streams, the open
source framework facilitates prospective information providers
(including sensor infrastructure providers) to connect and
contribute edge nodes and data feeds (as described in Sec-
tion 3) to the SMART search engine. Hence, SMART is
designed to integrate a variety of community-based sensor
feeds contributed by third parties such as smart cities, sen-
sor deployers and individuals. For example, algorithms that
analyse the level of water pollution can be implemented for
the corresponding sensors and made available for the fishing
industry. Likewise, the SMART open source infrastructure
supports virtual sensors streams such as data feeds stem-
ming from social networks (including filters over social net-
works such as Twitter). In this case, SMART allows social
sensors (e.g. gender analysis or sentiment analysis filters on
Twitter) to be used while developing applications for smart
cities. Finally, SMART adopts the business friendly MPL
2.0 (Mozilla Public License) in order to facilitate service in-
tegrators to build custom search applications in response
to specific business requirements of their customers (e.g.
surveillance applications). The open source application layer
makes it easier for such services to be rapidly implemented.
In this way, SMART intends to support both a public crowd-
sourcing paradigm and a private enterprise-related one. The
first release of SMART is planned for the end of 2012.

7. CONCLUSIONS
We introduced an open source unified framework that al-

lows the real-time indexing and retrieval of sensor and so-
cial streams. The framework bridges the gap between so-
cial and sensor networks and brings them closer together.
The framework is currently being developed as part of the
EC co-funded project SMART. We presented the research
challenges for implementing the various components of the
framework. In particular, the main challenges reside in de-
veloping a uniform interface to the processing algorithms of
the sensor streams, the effective real-time indexing of so-
cial and sensor metadata streams and the development of
efficient and effective event retrieval models. Releasing the
framework as open source software and sustaining an open
source community to support it is a strategical decision for

a wider spread of this new technology and a wider partici-
pation from the industrial and research communities.
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