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Abstract. In this paper, we describe the design and development of per-
sonal information assistant (PIA), a system aiming to meet individual
needs of the searchers. The system’s goal is to provide more up-to-date
and relevant information to users with respect to their needs and inter-
ests. The main component of the system is a profile learner for capturing
temporal user needs, based on implicit feedback gathering techniques. It
monitors the system usage, the documents viewed and other user actions
in order to infer users’ changing needs.

1 Introduction

Web search engines, designed for discovering documents online, are very popular
and generally perceived to do a good job in finding relevant information on
the web. However, recent studies, such as [4, 5], have highlighted that users
interact only with a limited number of search results usually among the first page.
[4, 5] also demonstrated that, searchers usually choose some relevant information
within the first page of results having viewed very few documents. Uncertain
about the availability of other relevant documents most users end their search
sessions after one or two iterations. In fact, most of the time, they keep looking
for information regarding the same topics, for example things that relate to their
work. Often such information requirements change by sliding into new topics,
based on the changes of user interests. Only way to satisfy such needs is to search
on a continuous basis, that is keep looking for information regularly.

In this paper, we argue that a personal information assistant will improve
search experience recommending additional documents, relevant to the interests
of users. We have developed a system, called PIA (Personal Information As-
sistant), which makes it easier for people to locate information regarding their
needs. Our system adapts to the changing needs of users, manages their mul-
tiple search interests, and pro-actively fetches and presents relevant documents
on a regular basis. The aim was to build a system capable of modeling people’s
evolving needs, in an effective way, and use the information provided in order to
create a personalized information source for users. The main feature of the sys-
tem’s design, that supports this, is the profiling learning algorithm responsible
to discover users’ interests. Another key aspect of PIA’s design is the extractor
algorithm that facilitates implicit information gathering from the sources the
user showed some interest. More details, about profile creation and the various
algorithms used, are provided in later sections.
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2 Motivation

With the growth of the World Wide Web the need for tools to address prob-
lems with information overload, [6], has become more apparent. However, in
many situations the information seeking experience is less than satisfactory: of-
ten searchers have difficulty finding relevant information. The main reason for
this is the lack of effective search interaction and retrieval tools. The existing
tools are often ineffective for all but the most simple search tasks [2]. There
are three main areas of user interaction with a search engine: selection of initial
query words, the assessment of retrieved pages and query modification [3]. To
build an effective search tool one has to address the problems of query formula-
tion and support the formation of information needs that are prone to develop
or change during a search.

Past solutions, like [1], used mostly explicit feedback gathering to model the
user’s searching behavior. WebMate [1] is a search agent that supports both
Internet searching and browsing. Using multiple vectors to keep track of user’s
interests, relevant documents can be suggested to the user. The system auto-
matically attempts to learn the user’s categories of interest by requiring the
explicit marking of pages during normal browsing. However, this form of rele-
vance feedback increases the user’s responsibility which can cause inconvenience
or introduce confusion. Other such systems are aimed to pro-actively find and
filter relevant information that matches our interests. New interests are stored in
a simple profile, containing terms related to different interests and hence resulted
in poor performance.

We need a pro-active search assistant that addresses these issues, identifies
the multiple facets of user needs and can fetch relevant information. In order to
reduce the cognitive load in the feedback issues a combination of implicit and
explicit feedback gathering can be much more powerful, since they only require
minimal user interaction.

3 PIA - Main Components

Personal Information Assistant was developed as an adjunct to the current web
search engines. The system was developed using JAVA Enterprise Edition (J2EE)
and is based on a three-tier architecture. User queries and other interaction data
is captured and processed at the server. The queries are forwarded to Google,
and the results are parsed and presented to the browser. At this stage, the user’s
profile gets updated to exploit the information gathered from the previously
issued search. At some future point, the assistant will analyze the information
stored and attempt to retrieve additional relevant documents regarding the user’s
evolving needs.

In order to help the user in judging relevant information PIA uses a summa-
rization system. We have implemented a version of the system described in [7].
It generates summaries of result pages based on the queries and known as query
biased summaries. As demonstrated in [7], such summaries will facilitate more
interaction with the system.
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The main user interface features a personalized homepage for each user and
a profile editor. Each user’s home page is similar to a portal, where people can
view the documents recommended by the system with respect to their interests.
Interests are displayed on a priority basis aiming to improve the retrieval perfor-
mance of the system, since high-priority facets are likely to be more attractive for
the user. The other components of the system are the term extractor algorithm
and the profile generation scheme, described in subsequent sections.

Fig. 1. The personalized home page, displaying additional documents discovered by
the system

3.1 Profile Representation and Management

A profile consists of a set of interests that relate to the user requirements. PIA
recognizes that user interests are multiple and hence their profile contain multiple
facets of user needs. Fundamentally, an interest constitutes a weighted keyword
vector, distinguished by a representative name. Such interests can be temporal,
which will be eventually discarded, or long-term needs. As discussed in [4], peo-
ple usually interact very little with information retrieval tools, such as search
engines, so forcing them to add their own profiles would definitely decrease the
functionality and usability of our system. Therefore, PIA features techniques to
make it possible to modify a user’s profile implicitly. Using a term extraction
algorithm and a profile learning scheme, interests can be discovered and popu-
lated without any user interaction. Explicit profile creation is possible, as well
as modification of the system’s suggested interests, available through the profile
editor interface, but it only constitutes an optional feature.

3.2 The Extractor Algorithm

The extraction algorithm strives to extract a set of representative words, from
user search iterations, with respect to their information needs. Apart from the
search terms, it takes into consideration the search engine snippets and sum-
maries of recently viewed documents, since these directly reflect to the user’s
information need. Query terms directly express the user’s search requirements
and are applied an extra weight compared to the other words in the set. For
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experimentation purposes, three retrieval models have been made available: A
boolean model, a frequency model and the well-known TF-IDF model.

After performing thorough tests with all schemes and measuring their perfor-
mance in a variety of circumstances, we deduced that the frequency model gives
the best results for out application. Taking into account the frequency model’s
formula, where the weight of each term equals to the number of times it occurs
in the collection, it is easy to observe that the extracted set of terms is less likely
to be random.

3.3 The Profiling Generation Algorithm

The profile learning model is based on the assumption that users will always
visit documents related to their search requirements. Therefore, after the user
performs a search, web pages that have been viewed are considered to be more
relevant than the rest in the result collection. The profiler extracts the most
representative words for a query, by continuously monitoring user interaction and
exploiting this information to discover representative terms. Before providing a
more detailed description of how profiles are created implicitly, some knowledge
is needed regarding the extractor algorithm.

We used clustering techniques to detect various facets of users’ interests. Hav-
ing extracted a set of terms from the visited documents in the result set, a
single-pass clustering algorithm is applied, using using cosine coefficient as the
similarity matching function.

As discussed earlier on, the aim was to profile users’ requirements with the
least possible effort from them. One of the main issue, that arises, is labeling in-
terests. Asking users to fill in interests’ names explicitly is not an option, because
we want to go beyond this explicit feedback gathering model. Cluster labeling
is one of the most major information retrieval issues. Due to time constraints,
simple, but efficient, cluster and interest labeling algorithms were used for this
purpose. The most frequent terms, appearing in an interest or a cluster, are
most likely to describe it correctly. So, by labeling the interest using the n most
popular terms seems to work effectively enough and hence used.

3.4 Finding Additional Documents

The reason for implementing all these algorithms is to present to the user ad-
equate additional relevant documents related to his interests. When the user
re-visits the portal, he will get a listing of new documents associated with his
interests in a personalized home page, illustrated in figure 1 above. The sys-
tem takes advantage of the profiler algorithm and formulates a new query by
extracting n most frequent words from an interest. During the implementation
and evaluation of our system, it was observed that 4-6 query terms are adequate
to retrieve additional relevant documents from the web. Finally, it issues an on-
line search using the query formulated and adds m documents retrieved to the
related interest.

This process occurs whenever a user logs in to the system, but at most once
a day to avoid updating the suggested documents too often. In fact, the whole
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document updating procedure is completely transparent to the user with no
slow-down at all. The system suggests them some documents that might be of
interest and they decide whether they want to delete them or not.

4 Conclusion

We have designed, deployed and evaluated a system aiming to supply users
with up-to-date information regarding their personal needs. By using an implicit
information gathering model we eliminate the necessity of forcing users to create
their profiles explicitly. By formulating queries based on the users’ interests
and automatically seek more information on the web, the assistant recommends
additional documents that might be of interest to the users. We also present
techniques to keep up with users’ evolving needs effectively such as the term
extractor scheme and the profile management algorithm.
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