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Abstract. It is important to integrate contextual information in order
to improve the inaccurate results of current approaches for automatic
image annotation. Graph based representations allow incorporation of
such information. However, their behaviour has not been studied in this
context. We conduct extensive experiments to show the properties of
such representations using semantic relationships as a type of contextual
information. We also experimented with different similarity measures for
semantic features and results are presented.

1 Introduction

Multimedia content, and especially image and video, is produced at highly in-
creasing rates. This indicates the need for effective methodologies for storing
and organising multimedia content in order to render it accessible and reusable.
Early Content Based Image Retrieval (CBIR) systems were solely based on in-
dexing low-level visual features. The success of such systems, however, was lim-
ited mainly due to the semantic gap [1]. A solution towards bridging the semantic
gap is to index images using also semantic features, such as keywords, describing
the content of the image. The majority of Automatic Image Annotation (AIA)
systems incorporate statistical approaches for finding correlations between im-
age visual features and words used to annotate images in a training set. The
learnt correlations can then be used to annotate new images.

Often not all the keywords are distinguishable from the visual features alone.
For example the concepts of ’meeting’ and ’corporate leader’ are two of the
concepts used in the TrecVid 2006 evaluation campaign [2]. Contextual image
information can be used to identify concepts non-distinguishable from visual
features and improve object detection. Recently, it was shown that relationships
between semantic features can be utilised to improve the annotation performance
of existing algorithms [3]. Removing irrelevant terms and identifying others more
relevant to be included in the annotation can significantly improve performance.

Graphs and graph learning algorithms provide an interesting alternative for
the problem of inference using multi-modal representations of documents. Graph
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representations of image collections have been previously used for Automatic Im-
age Annotation in [4] and Image Retrieval in [5]. In [4] only similarities between
visual features are incorporated in the graph while, in [5] relationships incor-
porating image usage information are also considered. In this paper a graph
representation is extended to incorporate semantic relationships and the effects
in annotation performance as well as the properties of the correlation measure
between graph nodes are investigated. Doing so we wish to study the poten-
tial of graph models and graph correlation measures for integrating contextual
information in an ad-hoc manner.

2 Images and Their Captions as a Graph

An image can be represented by a number of low-level visual features which can
be global (extracted from the whole image) or local (extracted from image regions
after a segmentation algorithm and concatenated to a single vector describing
the image region). In either case an image can be decomposed into a number
of feature vectors. Images, their corresponding feature vectors and words can
be represented as nodes in a graph G =< V, E >, where V is the set of all
nodes and E is the set of all edges. A similar strategy with those in [4] and [5] is
followed to construct the graph. Let W be the set of nodes representing unique
words w used as captions for all the images in the collection. Also let F be the
set of nodes representing all the feature vectors f extracted from all the images.
Finally let I be the set of all nodes representing images i in the collection. Then
the vertices of the Image Graph (IG) can be defined as V = I ∪ F ∪ W .

The relationship between images and their feature vectors can be encoded in
the IG by a pair of edges (in, fj) and (fj , in) connecting image nodes in and
their feature vectors fj . In a similar way relationships between images and their
caption words are encoded by a pair of edges (in, wj) and (wj , in). Now assume
that a function dist(fi, fj) returns a positive real value measuring the distance,
or dissimilarity, between two feature vectors. This function can be the Euclidean
distance or any other valid distance metric on feature vectors. Using this func-
tion, the k nearest neighbours of each feature vector fi are selected and a pair
of edges {(fi, fk), (fk, fi)} for all the k nearest neighbors, is used to denote their
similarity in IG. Similarly, assume a function dist(wi, wj) or sim(wi, wj) return-
ing a positive real number quantifying the distance or similarity of two words.
We will discuss these two functions in the next section. Again the k nearest
neighbours of each wi can be selected and a pair of edges {(wi, wk), (wk, wi)},
for all k, is included to the graph to represent semantic relationships between
words.

2.1 Finding Correlations between Graph Nodes

One measure of correlation between nodes in a graph can be derived as follows.
By performing a random walk on a graph the long term visit rate, or the station-
ary probability, of each node can be calculated. Random Walks with Restarts
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Fig. 1. Image graph with nodes corresponding to a new query image and its feature
vectors, QI, Qf1 and Qf2. k = 1 for this graph

(RWR) [6] are based on the same principle but the stationary probabilities are
biased towards a specific node, referred to as the restart node. Starting from a
node s, a RWR is performed by randomly following a link to another node at
each step with a probability a to restart at s. Let x(t) be a row vector where
x(t)

i denotes the probability that the random walk at step t is at node i. s is a
row vector of zeros with the element that corresponds to the starting node set
to 1. Also let A be the row normalized adjacency matrix of the graph IG. In
other words A is the transition probability table where the element ai,j gives
the probability of j being the next state given that the current state is i. The
next state is then distributed as

x(t+1) = (1 − a)x(t)A + as (1)

To annotate a new image it’s feature vectors are calculated and the corre-
sponding nodes are inserted to the graph, see Fig. 1. The starting node is set to
the new node corresponding to the query image (QI in Fig. 1). The stationary
probability of all words are calculated by recursively applying (1) until conver-
gence. Words are sorted in decreasing order of their stationary probability and
the top, say 5 words are selected to annotate the new image.

3 Semantic Relationships

In this study we adopt two approaches for calculating the semantic similarity of
words used as captions of images. The first method exploits the co-occurrence of
words in the WWW assuming a global meaning of words. The second exploits
the co-occurrence of words in the training set in order to identify particular uses
of words in the image collection.

3.1 Normalized Google Distance

Although the WWW is not the most reliable source of information, it does re-
flect the average interpretation of words’ meaning globally. Cilibrasi and Vitanyi
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[7] propose a method for estimating a distance between words by utilizing page
counts returned from web search engines. The probability of a word wi can be
taken to be the relative frequency of pages containing wi thus p(wi) = f(wi)/N ,
where f is a function which returns the number of pages containing wi in the search
engine’s index and N is the number of web pages indexed by the search engine.
Similarly the probability of a word wj , p(wj) as well as the joint probability of the
two words p(wi, wj) can also be obtained using a web search engine. Therefore the
conditional probability p(wi|wj) can be estimated as p(wi|wj) = p(wi, wj)/p(wj).
Since p(wi|wj) �= p(wj |wi), the minimum is taken in order to calculate a distance
between wj and wi giving dist(wi, wj) = min{p(wi|wj), p(wj |wi)}.

Based on this simple measure the authors in [7] develop the Normalized Google
Distance (NGD) that utilizes the Google search engine to estimate the meaning
and similarities of words. NGD is expressed as

NGD(wi, wj) =
max(log(1/f(wi)), log(1/f(wj))) − log f(wi, wj)

log N − min(log f(wi), log f(wj))
(2)

3.2 Automatic Local Analysis

Automatic Local Analysis (ALA) is mainly used for query expansion in tradi-
tional IR [8]. It utilises documents returned as a response to a user query in
order to calculate co-occurrences of words. Then the query can be expanded
with highly correlated keywords. The aim of the approach followed in this study
is to calculate a similarity between words regardless of the query, in order to
enhance the structure of the image graph with semantic relationships. Images
can be considered as documents while the frequency of a word in an image is
either 1 or 0.

Let H be an N × M matrix where N is the number of unique words used to
annotate the image collection and M is the number of images in the collection.
An element Hi,j is equal to 1 if and only if word wi is in the caption of image
wj and 0 otherwise. The co-occurrence correlation between wi and wj is then
defined as corr(wi, wj) =

∑M
t=1 Hit × Hjt

This measure gives the number of images where the two words appear to-
gether. Words that appear very often in the collection will tend to co-occur
frequently with most of the words in the vocabulary and thus the score can be
normalized to take into account the frequency of the words in the collection.

NormCorr(wi , wj) =
corr(wi, wj)

corr(wi, wi) + corr(wj , wj) − corr(wi, wj)
(3)

Using (3) the neighborhood of a word wi can be defined as a vector swi =
{NormCorr(wi, w1), . . . , NormCorr(wi , wN )}. Words having similar neighbor-
hood frequently co-occur with a similar set of words and thus they have some
synonymic relation. The semantic relationship between two words can then be
calculated using the cosine of swi and swj .
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4 Experiments and Results

In this study a subset of the Corel image collection consisting of 5000 manually
annotated images was used. The dataset is divided into a training set (4500
images) and a test set (500 images). For this dataset image regions are extracted
using the NormalisedCuts algorithm and visual features extracted from each
region are concatenated in a single vector. The visual features used are average
and standard deviation of RGB and LUV values, mean oriented energy and 30
degrees increments, region and location of the region, region convexity, region
angular mass and the region boundary length divided by the region’s area. For
more information about the features extraction and segmentation process refer
to [9]. The dataset is available for download1 and is extensively used in the
literature [9,10,11].

For the first run (RWR) of the algorithm described in Section 2, edges be-
tween word nodes denoting semantic relationships are discarded while individual
features in the region feature vectors are normalized to 0 mean and 1 variance.
The values for the restart probability and the number of nearest neighbors for
each region feature vector, as have been shown in [4], can be set empirically to
a = 0.65 and k = 3 respectively. The second run (RWR+ALA) incorporates
edges between word nodes indicated by the similarity of words as calculated
by Automatic Local Analysis described in Section 3.2. Finally in the third run
(RWR+NGD) the Normalized Google Distance is used to create edges between
word nodes based on their semantic distances.

Results in Fig. 2(a) and Fig. 2(b) are reported using average Accuracy [4],
Normalized Score[12] and average Precision-Recall [9,11,10] measures. Accuracy
for an image is defined as the number of correctly annotated words divided by the
number of the expected words for the particular image. The expected number of
words is the number of words in the true annotation of the image taken from the
test set. Normalized Score is defined as NS = Accuracy − inci/(Nw − ei) where
inci is the number of incorrectly predicted words for the ith image, Nw is the
number of words in the vocabulary and ei is the number of expected words for
the ith image. Averages are taken over all images in the test set. Precision and
Recall are measured for each word in the vocabulary and are defined as follows.
Precision is the number of correctly annotated images with a particular word
divided by the number of images annotated by that word. Recall is the number
of correctly annotated images divided by the number of relevant images in the
test set. The relevant images are simply the images having the particular word
in their true annotations. In this study we report average Precision Recall values
over all the words in the vocabulary.

Despite the small increase in performance, the differences in the Accuracy
and Normalized Score averages between the RWR and RWR+ALA runs are
statistically significant using a paired t-test with a 0.05 threshold. On the other
hand, the average differences between the RWR and RWR+NGD runs are not
statistical significant. This indicates that semantic relationships calculated using

1 http://kobus.ca/research/data/eccv 2002/

http://kobus.ca/research/data/eccv_2002/
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(a) Avg. Accuracy and Normalised Score (b) Avg. Precision and Recall

Fig. 2. Results obtained from the three runs of the algorithm. See text for description.

Automatic Local Analysis in the image graph can improve the annotation per-
formance although the increase is not dramatic.

Thenot statistically significant improvementof results obtainedbyRWR+NGD
can have two possible explanations. Firstly, in contrast to the assumption of the
authors in [7], NGD is not symmetric NGD(wi, wj) �= NGD(wj , wi). In [7] is as-
sumed that the Google search engine returns the same number of pages regard-
less of the order of the words in the query. Thus the second term in the numerator
of (2) is assumed to be symmetric. However, during this study it was found that
f(wi, wj) �= f(wj , wi) which was probably due to changes in the implementation
of the Google search engine. Secondly, NGD reflects the co-occurrence of words in
the WWW. While for some words these can be beneficial for image annotation, for
others might lead to the opposite results.

The improvement in performance in the RWR+ALA run is due to the im-
proved detection accuracy of particular words. Studying the raw results we found
that only 5 words are affected by the semantic relationships and the correspond-
ing Precision Recall values are given in Fig. 4. Studying the Precision Recall
measures for each individual word we also found interesting properties of the
stationary probability obtained by RWR. Firstly, we found that although for
some words there are significantly more training images in the training set than
for other words, most of the time the more frequent words are erroneously pre-
dicted. For example, for the word ’water’ there are 1004 images in the training
set. The Precision and Recall for this word is 0.269 and 0.931 indicating that
this word is erroneously predicted mostly due to its frequency in the training
set. On the other hand, for the word ’jet’ the corresponding Precision and Recall
values are 0.705 and 0.63 while there are only 147 images in the training set.

Secondly we found a relationship of the restart probability with the number
of words having at least one image correctly annotated. As the restart probabil-
ity increases the number of words with at least one image correctly annotated in-
creases. For a small restart probability only the most frequently occurring words in
the training set are predicted, while for a larger restart probability the stationary
probability favours word nodes closer to the query image node. In this context the
distance between nodes is the geodesic distance in the graph. In Fig. 4 we show how
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the number of words with positive recall behaves for different values of the restart
probability. For this experiment we did not use semantic relationships; however the
behavior is similar to when edges between word nodes are incorporated regardless
of the method used (ALA or NGD).

RWR RWR+ALA
Word Precision Recall Precision Recall

grass 0.22929 0.70588 0.23076 0.70588
rocks 0.16279 0.31818 0.16666 0.31818
ocean 0.35714 0.55555 0.38461 0.55555
tiger 0.62532 0.5 0.66666 0.6

window 0.33333 0.125 0.52356 0.125

Fig. 3. Precision Recall values for the five
words which are affected from semantic rela-
tionships

Fig. 4. Number of words with posi-
tive recall for different values of restart
probability

These findings suggest that the stationary probability obtained by RWR is
mostly affected by the frequency of occurrence of the words in the training
collection. In other words, it is affected by the connectivity of the nodes in the
graph. The notion of distance between nodes in the graph is reflected by the
restart probability, although there is not an explicit relation. We conclude that
both connectivity of nodes and the geodesic distances in the graph are important
properties that must be explicitly considered in the correlation measure.

5 Discussion and Conclusion

Although we achieved a small statistically significant improvement in annotation
performance, we have identified two drawbacks to the stationary probability as a
correlation measure. First, in contrast to traditional machine learning techniques,
the number of training samples for a particular word had negative effect on
annotation performance. Second, although the geodesic distances of nodes in the
graph are of significant importance in order to facilitate inference, the stationary
probability does not define a distance in the graph. The notion of distance is
encoded by the restart probability, but the relation is not clear.

One of the most successful applications of the stationary probability obtained
by Random Walks with Restarts is the so called PageRank[13] measure of web
page relevance. PageRank is an indicator of relevance based on the quality of
web page citation measuring in-links of each web-page. In such application the
edges in the graph denote attribute value relationships of the form ”page A
suggests/links to page B”. For AIA, the majority of edges in the image graph
denote similarities or distances between nodes. We conclude that for such type
of edges a correlation measure based mostly on the connectivity of nodes in the
graph is not appropriate, leading to the problems above mentioned.
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The graph representation, however, provides an interesting approach for inte-
grating contextual information which is vital for improving performance. There
are number of different graph correlation measures that can be defined which
might be more appropriate for the Automatic Image Annotation problem. We
are currently experimenting with other measures such as the Average First Pas-
sage Time [14,15].
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