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Abstract Image searching is a creative process. We
have proposed a novel image retrieval system that sup-
ports creative search sessions by allowing the user to
organise their search results on a workspace. The work-
space’s usefulness is evaluated in a task-oriented and
user-centred comparative experiment, involving design
professionals and several types of realistic search tasks.
In particular, we focus on its effect on task conceptuali-
sation and query formulation. A traditional relevance
feedback system serves as a baseline. The results of this
study show that the workspace is more useful in terms
of both of the above aspects and that the proposed ap-
proach leads to a more effective and enjoyable search
experience. This paper also highlights the influence of
tasks on the users’ search and organisation strategy.

Keywords User evaluation · Image retrieval ·
Relevance feedback · Workspace · Recommendation
system

1 Introduction

Content-based image retrieval (CBIR) systems have
still not managed to find favour with the public even after
more than a decade of research effort in the field. There
are two main reasons for this lack of acceptance: first,
the low-level features used to represent images in the
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system do not reflect the high-level concepts the user
has in mind when looking at an image (semantic gap);
and – partially due to this – the user tends to have ma-
jor difficulties in formulating and communicating their
information need effectively (query formulation
problem) [1].

Our objective is to find a solution to these prob-
lems by supporting an alternative search strategy. We
have designed a system, EGO, that combines the search
and the management process [2]. This is accomplished
by introducing a workspace alongside a recommenda-
tion system. While searching for images, the creation of
groupings of related images is supported, encouraging
the user to break the task up into related facets to orga-
nise their ideas and concepts. The system can then assist
the user by recommending relevant images for selected
groups. This way, the user can concentrate on solving
specific tasks rather than having to think about how to
create a good query in accordance with the retrieval
mechanism.

We have designed a user experiment to evaluate the
effectiveness of our approach for solving real-life image
search tasks. We compare EGO’s performance to that
of a traditional relevance feedback system. In the rel-
evance feedback system, the user is given the option
of selecting relevant images from the search results in
order to improve the results in the next iteration. Our
aim is to collect evidence on the systems’ effectiveness
as perceived by the users and in particular, we will focus
on the workspace’s usefulness. By observing and anal-
ysing the user’s organisation strategy we will answer
the following questions: How was the workspace used?
What influence did the task have on this? More impor-
tantly, however, we would like to determine the work-
space’s role in helping the user to both conceptualise
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their search tasks and overcome the query formulation
problem.

The experiment was completed in two stages. The
underlying experimental methodology is described in
Sect. 4. Experiment 1 involved 12 participants using the
two systems for category search tasks and a design task.
The results analysis is presented in Sect. 5. In this exper-
iment, we only studied two different tasks from which
the design task was only performed on the workspace
system. So to be able to further study the effect of task
on searching and organisation behaviour, we needed to
investigate a larger variety of tasks. Therefore, a second
experiment was conducted with new tasks and 12 new
participants, thus allowing us to analyse the usefulness
of the system in a wider context. Sect. 6 summarises our
findings. We provide the combined results of Experi-
ments 1 and 2 in Sect. 7 and a summarising discussion in
Sect. 8. Finally, Sect. 9 concludes the paper.

2 Motivation

Image retrieval systems are tainted by problems caused
by the interaction with typical CBIR user interfaces
mainly due to the semantic gap and the query formu-
lation problem. It has become apparent that the user
plays a very – if not the most – important role. Without
the users’ knowledge of the world and their superior vi-
sual system, CBIR system capabilities are rather limited.
Moreover, user satisfaction greatly depends on subjec-
tive judgements of image contents as well as relevance.
It is impossible to accommodate the huge diversity of
users, yet systems can adjust to individual users by learn-
ing their preferences.

From the user’s perspective, however, searching for
and performing a selection of images is usually embed-
ded in other tasks, and thus it is at least equally important
to understand and capture the work flow [3,4]. There-
fore, a solution to accommodate the needs of users must
be flexible, should support multiple tasks, and allow ex-
changes or even seamless integration with other appli-
cations used for the work tasks. Moreover, the search
process often takes place in a collaborative context, in
which people work together, are inspired and learn from
each other’s activities.

What is needed is a holistic view on personal image
organisation and retrieval. A “retrieval in context sys-
tem” offers a great opportunity for learning, adaptation
and personalisation, which can overcome the problem
of detecting the usage context dependent meaning of
images. These considerations have led us to the design
of EGO (Effective Group Organisation). The combina-

tion of retrieval and management system is achieved by
providing a workspace in the interface which allows
the user to organise their search results. Images can be
dragged onto the workspace from any of the other pan-
els (or imported from outside the system) and organised
into groups. The grouping of images can be achieved in
an interactive fashion with the help of a recommenda-
tion system. For a selected group, the system can rec-
ommend new images based on their similarity with the
images already in the group. The user then has the op-
tion of accepting any of the recommended images by
dragging them into an existing group.

The same problems render image retrieval systems
particularly difficult to evaluate. To date, there still does
not exist a common testbed despite several efforts to this
end (e.g. the Benchathlon network [5] and more recently
ImageCLEF [6]). What makes creating a testbed so chal-
lenging is the lack of objective measures for realistic im-
age search tasks. People have employed category search
and target search tasks, where the set of relevant images
can be determined beforehand and hence traditional
precision and recall measures [7] can be used. However,
image searching is an inherently creative activity. Our
target user population is expected to use our system for
design-related work tasks. In these scenarios, it is sel-
dom the case that an image retrieval system is consulted
to search for such a clearly defined set of images. On the
contrary, the underlying information need is typically
vague, and the result set is fuzzy.

For these reasons, we have adopted a user-centric,
task-oriented experimental methodology. We have
devised several design-oriented tasks and asked design
professionals to participate in order to create a realistic
search experience. Each task description is accompanied
by a scenario, which describes a simulated work task [8].
The simulated work task situation is aimed at re-cre-
ating tasks from an individual’s real working life. This
allows the users to develop their own interpretation of
the task and use their own judgement for choosing rel-
evant images. This way, we can study how information
needs evolve and what influence the interface has on
their search and organisation strategy.

3 The EGO system

3.1 Retrieval system

The underlying retrieval system has been described in
[2,9]. Images are represented by a set of low-level vi-
sual features and modelled according to the hierarchical
object model [10]. The distance between an object in
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the database and a given query representation is com-
puted in two steps: computing the individual feature
distances by the generalised Euclidean distance; then
combining the individual distances linearly with a set
of feature weights. The relevance feedback algorithm
is implemented by an optimised framework for updat-
ing the retrieval parameters as proposed in [10]. It at-
tempts to learn the best query representation and fea-
ture weighting for a selected group of images (positive
training samples).

3.2 The interface

The EGO interface depicted in Fig. 1 comprises the fol-
lowing components:

1. Query panel: This provides a basic query facility to
search the database by allowing the user to compose
a search request by entering search terms or add-
ing example images to the query-by-example (QBE)
panel provided here. Clicking on the “Search”
button in this panel will issue a search.

2. Results panel: The search results from a query con-
structed in the Query panel will be displayed in this
panel. Any of the returned images can be dragged
onto the workspace to start organising the collection
or into the QBE panel to change the current query.

3. Workspace panel: The workspace holds all the
images added to it by the user, and serves as an
organisation ground for the user to construct group-
ings of images. Groupings can be created by right-
clicking anywhere on the workspace, which opens a
context menu in which the option can be selected
or alternatively using a button located in the tool-
bar on the top of the workspace. Traditional drag-
and-drop techniques allow the user to drag images
into (or out of) a group or reposition the group on
the workspace. An image can belong to multiple
groups simultaneously. Panning and zooming tech-
niques are supported to assist navigation in a large
information space. Also, the recommendations are
displayed close to the selected group on the work-
space (see centre of workspace in Fig. 1). So as not
to burden the user, the number of recommended
images (set to 10 in this evaluation) is based on the
standard cognitive limits [11].

4. Group results panel: For each query or recommen-
dations issued the existing groups will be ranked in
order of similarity to the current query/group and
the five top matching groups will be displayed in
this panel. Each returned group contains a link to
the original group on the workspace.

4 Experimental methodology

It has been argued that traditional IR evaluation tech-
niques based on precision-recall measures are not suit-
able for evaluating adaptive systems [8,12]. Hence, we
used a task-oriented, user-centred approach [12]. We
have designed the experiments to be as close to real-life
usage as possible: we have chosen participants with a
design-related background and have set tasks that are
practical and relevant.

We employed a subset of the Corel collection (CD 1,
CD 4, CD 5, and CD 6 of the Corel 1.6M dataset), con-
taining 12,800 photographs in total. Twenty-four search-
ers used two systems in a randomised within-subjects
design.

A within-subjects design is an experiment in which
the same set of dependent variables is measured repeat-
edly on the same participant under different “treat-
ments" (levels of independent variables). In our case,
the treatments are system type and task type. The depen-
dent variables are the responses from the questionnaires
and other data collected from usage logs. The advantage
of a within-subjects design is that effects due to the dis-
position of participants are minimised. This is beneficial
because the variability in measurements is more likely
due to differences among conditions than to behaviour-
al differences between participants. There is one major
weakness of this type of design: the learning effect, as
participants’ behaviour in one condition will affect their
behaviour in another.

To counterbalance the effect of learning, the order of
the systems and tasks was rotated according to a Latin-
square design. A Latin square is an n×n table filled with
n different conditions in such a way that each condition
occurs exactly once in each row and exactly once in each
column. Figure 2a shows an example Latin square for
two conditions. In this case, participants are randomly
assigned to groups of equal size: Group 1 is given condi-
tion A followed by condition B, while Group 2 is given
condition B followed by condition A. Figure 2b and c
shows the Latin squares if three or four conditions are
tested.

4.1 The interfaces

1. Workspace interface – WS: The interface used in
the evaluation is a simplified version of the EGO
interface. EGO has some additional features for
personalisation and can, in principle, accommodate
any sort of query facility. Since our main objec-
tive in these experiments is to evaluate the use-
fulness of the workspace, this interface is referred
to as the Workspace Interface (WS). The query
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Fig. 1 Annotated EGO interface

a)

A B
B A

b)

A B C
C A B
B C A

c)
A B C D
D A B C
C D A B
B C D A

Fig. 2 Example Latin squares

facilities available in the WS interface used in
Experiment 1 are: (1) manually constructed queries
by providing one or more image examples (QBE),
and (2) user-requested recommendations (REC).
The experimental interface also comprises a Given
items panel, which contains a selection of images
(three per task) provided for illustration purposes
and can be used to bootstrap the search. This panel
replaces the Group results panel in Fig. 1.

2. Relevance feedback interface – CS: The baseline
system is a traditional relevance feedback system,
referred to as CS (for Checkbox System). Figure 3
shows the CS interface with the following
components:

1. Given items panel: As above.
2. Query panel: As in Sect. 3.2.
3. Results panel: As in Sect. 3.2, but instead of

dragging a relevant image onto the workspace
the user has the choice of labelling it by select-
ing a checkbox underneath the image. After
relevant images have been marked the user can
ask the system to update the current search
results (based on the feedback provided) by
clicking the “Update Results" button in this
panel.

4. Selected items panel: All items selected rele-
vant during the course of the search session
are added to this panel. The user can manually
delete images if they change their mind at a
later change.

To summarise, the look-and-feel of the interface is sim-
ilar to WS (without the workspace facility). Finally, CS
supports two query facilities: (1) manual queries as
above (QBE), and (2) automatic query reformulation
by the feedback provided in the search results (RF).



Evaluating a workspace’s usefulness for image retrieval 359

Fig. 3 Annotated CS interface used in Experiment 1

4.2 Participants

Our sample user population consisted of post-graduate
design students and young design professionals.
Responses to an entry questionnaire indicated that our
participants could be assumed to have a good under-
standing of the search and design task we were to set
them. We could also safely assume that they had no prior
knowledge of the experimental systems. There were 24
participants in total: 16 male and 8 female. The age range
was 20–50 with an average age of 27 years. They had
on average 5 years experience in a design-related field
(graphic design, architecture, and photography). Most
people dealt with digital images at least once a day as
part of their course or work.

4.3 Tasks

We used a simulated work task situation as conducted in
[8]. This scenario allows for evolving information needs
in just the same dynamic manner as might be observed
in an individual’s real working life. A description of the

work task scenario and tasks is provided in Fig. 4. The
tasks were:

A/B. In the category search scenario users were asked
to find as many images as possible from a given topic.
The topics in Task A represent simple and concrete
topics (“mountains”, “tigers”, “elephants”), while
the topics in Task B comprise multiple facets (“ani-
mals in the snow”, “African wildlife”, “underwater
world”).

C. The design task resembles an open-ended design
task, where the participants had to search for and
make a choice of 3–5 images.

4.4 Hypotheses

As investigating the workspace’s usefulness is a high-
level goal, the experimental hypothesis has been broken
up into the following more manageable sub-hypotheses:

1. The addition of a workspace leads to a more
effective system and increased user satisfaction.
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Task Scenario
Imagine you are a designer with responsibility for the design
of leaets on various subjects for the Wildlife Conservation
(WLC). The leaets are intended to raise awareness among the
general public for endangered species and the preservation of
their habitats. These leaets [...] consisting of a body of text
interspersed with up to 4–5 images selected on the basis of their
appropriateness to the use to which the leaets are put.
Category Search Task (Tasks A and B):
You will be given a leaet topic from the list overleaf. Your task
involves searching for as many images as you are able to nd
on the given topic, suitable for presentation in the leaet. In
order to perform this task, you have the opportunity to make
use of an image retrieval system, the operation of which will be
demonstrated to you. You have 10 minutes to attempt this task.
Design Task (Task C):
This time, you’re asked to select images for a leaet for WLC
presenting the organisation and a selection of their activities
(some of WLC’s activities are listed overleaf but feel free to
consider other topics they might be involved in). Your task is to
search for suitable images and then make a pre-selection of 3-5
images for the leaet. You have 20 minutes to attempt this task.

Fig. 4 Task description for Experiment 1

2. The workspace helps users to conceptualise their
tasks better.

3. The grouping and recommendations help to over-
come the query formulation problem.

4.5 Procedure

Our experiment started with an introductory orienta-
tion session and a pre-search questionnaire. The actual
search tasks were divided into two parts: the category
search part and the design part. For the first part, the
participants performed one category search task on each
system (one topic of Task A on the first system and one
of Task B for the second system). Each search session
(max 10 min1) was preceded by a training session on
the system, and followed by a post-search questionnaire.
After having completed the two search sessions, the par-
ticipants were asked to complete an exit questionnaire
comparing the two systems. For the second part, the par-
ticipants were asked to perform the design task on WS
(max 20 min), followed by a post-search questionnaire.
The total time for one experiment was 120 min.

4.6 Data capture

1. Questionnaires: The questionnaires elicit people’s
opinion on the tasks performed, the images found
during the search session, the usability of the sys-
tems and their satisfaction with their task perfor-
mance. Their opinion was captured on five-point

1 A maximum time was set for all tasks in order to limit the total
time spent on the experiment.

semantic differentials, five-point Likert scales and
open-ended questions. The results for the seman-
tic differentials and Likert scales are in the range
[1, 5], with 5 representing the best value. In the
results analysis, statistically significant differences
are provided where appropriate with P ≤ 0.05 us-
ing the two-tailed version of the non-parametric
Wilcoxon Paired Sample test. CS and WS denote
the means for CS and WS, respectively, while ˜CS
and ˜WS denote their medians.

2. Usage logs: The data logged include total session
time, images selected during the search, types and
number of queries issued. These results are
analysed and summarised to reflect the users’ per-
formance and required effort to complete the tasks.

5 Experiment 1

The first stage of the experiment involved 12 partici-
pants using the two experimental systems on the tasks
described above. There are two objectives of this experi-
ment: (1) to compare the two systems according to their
effectiveness and user satisfaction; and (2) to analyse
how people make use of the workspace depending on
the nature of the tasks in order to determine its effect
on task conceptualisation.

5.1 System comparison

The comparison is based on the category search tasks,
involving 24 searches in total (one topic per system
per user). The questionnaire results present a subjective
view indicative of the system’s acceptability and usabil-
ity, while the log data provides a means of judging task
performance objectively.

1. Task performance: From the usage logs we can obtain
information on the total number of relevant images
found for the category search tasks.2 Table 1 shows
the number of relevant images for each of the top-
ics and systems. The total number of relevant images
varies greatly per task. The level of recall (number of
relevant images found over number of total relevant
images for the topic) attained depends therefore not
only on the complexity of the task but also on the
number of relevant images available in the system.
Users generally performed better on CS independent
of the nature of the task. Yet, the questionnaire anal-
ysis below suggests that there was a stronger focus in

2 The ground-truth was obtained by manually labelling relevant
images in the collection for each topic.
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Table 1 Number of relevant
images found and
corresponding levels of recall
per category search topic

Task A Task B AVG

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6

Total #relevant 549 114 103 220 865 402 375.5
#Rel AVG 56.5 14.0 15.25 44.0 38.75 36.75 34.2
#Rel CS 71.5 18.0 18.5 54.5 50.5 34.0 41.2
#Rel WS 41.5 10.0 12.0 33.5 27.0 29.0 25.5
Recall AVG 10.3% 12.3% 14.8% 20.0% 4.5% 7.8% 11.6%
Recall CS 13.0% 15.8% 18.0% 24.8% 5.8% 8.5% 14.3%
Recall WS 7.6% 8.8% 11.7% 15.2% 3.1% 7.2% 8.9%

WS to find appropriate images for the leaflet, facili-
tated by better tools for exploring the task and the
collection.

2. User satisfaction: After having completed a task the
participants were given a post-search questionnaire
about their search experience. Finally, they were
asked to compare the two systems in the exit ques-
tionnaire. In this section we analyse the users’ opinion
on the systems as inferred from the answers provided
in these questionnaires.
1. Post-search questionnaire: In the post-search

questionnaire, people were asked about the task
they performed, the images received through the
searches, and the system itself.

• Task: The first part of the post-search ques-
tionnaire covered the user’s perception of
task complexity. The tasks were rated accord-
ing to the five-point semantic differentials:
clear, easy (vs. difficult), simple (vs. com-
plex) and familiar. The results are shown
in Table 2 (scores from 1 to 5, higher = bet-
ter). There are no significant differences on
any of the differentials and all scores are
well above 3, showing that the users gener-
ally considered the tasks to be clear, easy,

Table 2 Semantic differential results for the task, search process,
and images parts

Differential CS ˜CS WS ˜WS P

Task
Clear 4.8 5 4.8 5 –
Easy 4.5 5 4.3 5 –
Simple 4.8 5 4.5 5 –
Familiar 3.8 4 3.7 4 –

Search
Relaxing 4.6 5 3.9 4 –
Interesting 3.6 4 4.3 4 0.02
Restful 3.8 4 3.7 4 –

Images
Relevant 4.2 4 4.2 4 –
Appropriate 4.2 4 4.3 4 –
Complete 3.3 3 4.1 4 0.03

simple, and familiar. However, the tasks were
considered slightly easier and simpler on CS.
Note that their perception depends on the
users’ overall search experience on a particu-
lar system, since these responses are received
in the post-search questionnaire.

• Search process: The users were asked to rate
the search process according to the five-point
semantic differentials: easy (vs. stressful),
interesting (vs. boring), and restful (vs. tir-
ing). The search process was considered
slightly more relaxing and easier on CS, but
significantly more interesting on WS. How-
ever, people tended to agree more with the
statement that they had enough time to com-
plete their task on CS: CS = 4.6, ˜CS = 5 and
WS = 4.3, ˜WS = 4.

• Images: The retrieved images were consid-
ered equally relevant, but slightly more
appropriate and significantly more complete
on WS (see Table 2).

• System: The users considered CS significantly
easier than WS, while they considered WS
to be significantly more stimulating, flexible,
and novel. Table 3 shows the results for these
differentials. People found CS significantly
easier to learn to use, while there was only
a marginal difference between using them.
By contrast, people thought WS helped them
to explore the collection better, as well as
analyse the task better. The results for the
responses to these statements are provided
in Table 4.

2. Exit questionnaire: After having completed both
category search tasks having used both systems,
the users were asked to determine the system
that was (a) easiest to learn to use, (b) easiest
to use, (c) most effective, and (d) they liked best
overall. They could choose between WS, CS, and
no difference. It turned out that, while it is eas-
ier to learn to use CS (42% for CS and 25% for
WS), people did not have a problem using WS
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Table 3 Semantic differential results for the System and
Interaction Parts

Differential CS ˜CS WS ˜WS P

System
Wonderful 3.7 4 4.1 4 –
Satisfying 3.9 4 4.1 4 –
Stimulating 3.2 3 3.8 4 0.01
Easy 4.6 5 4.1 4 0.03
Flexible 2.8 3 3.9 4 0.01
Novel 3.1 3 4.2 4 0.02
Effective 4.3 4 4.3 4 –

Inter
In control 4.3 4 4.2 4 –
Comfortable 4.4 5 4.6 5 –
Confident 4.3 4 4.4 5 –

Table 4 Likert-scale results for system part

Statement CS ˜CS WS ˜WS P

Learn to use 4.8 5 4.1 4 0.03
Use 4.5 5 4.0 4 –
Explore col. 3.3 3 4.3 4 0.03
Analyse task 3.1 5 4.5 5 0.02

(CS: 42%; WS: 50%), and the majority of people
thought it was more effective (50% compared to
33% for CS) and preferred WS (67%).

5.2 Organisation analysis and information need
development

The second objective of the study is to judge the work-
space’s usefulness in helping the user to conceptualise
their task. We provide a detailed analysis for all tasks
based on both experiments in Sect. 7.2.

To summarise, we found a correlation between the
complexity of the task and the number of groups cre-
ated (1.2, 4.3, and 4.4 for Tasks A, B, and C, respec-
tively). Further, responses in the questionnaires showed
that the management of search results was deemed more
helpful in the design scenario, which is more flexible
and open to interpretation than the category search sce-
nario. In the category search scenario, the usefulness
of the organisation also depended on the complexity of
the task: the more facets the task comprised, the more
useful the workspace was considered. This strong depen-
dency between both the number of groups created and
the users’ perception of the workspace’s usefulness, led
us to the conclusion that our approach indeed helps in
conceptualising the task.

We have also analysed the nature of the information
need and compared how each of the systems supported

the user in either fulfilling or evolving their needs. The
responses suggest the participants had a clearer idea of
the images relevant for the task in the category search
scenario (average 4.4), compared to the design scenario
(3.7). While users’ initial idea did not vary much across
the systems for the category search tasks (CS = 4.2,
˜CS = 4 and WS = 4.4, ˜WS = 4), WS still helped more to
develop their need: The users detected more aspects of
the category than initially anticipated on WS (CS = 2.4,
˜CS = 2 and WS = 4.4, ˜WS = 5; p = 0.02). This was
especially true for the multi-faceted topics (CS = 2.7
and WS = 4.7).

On the other hand, people tended to be equally satis-
fied with their search results in both systems (CS = 3.6,
˜CS = 4 and WS = 3.6, ˜WS = 4). There is no apparent
correlation between actual task performance and per-
ceived task performance. This shows that people had
other performance criteria apart from finding as many
images as possible. As mentioned above, we suspect that
the users of WS, by providing better tools for exploring
and analysing the retrieved images, concentrated more
on selecting images of good quality. This can be ex-
plained by the fact that the task description not only
asked for finding as many images as possible, but also
had the additional qualifying statement “suitable for
presentation in the leaflet”.

5.3 Discussion

By analysing users’ behaviour in different task scenar-
ios, we have been able to show that the grouping facility
was used to reflect the various task facets, and therefore
helped to conceptualise tasks. On the other hand, the
conclusion on the second hypothesis, namely that our
approach leads to a more effective and usable interface,
was ambiguous.

The responses in the questionnaires suggest that the
participants were more satisfied with their overall search
experience on WS and that it was at least as effective.
By contrast, the actual task performance does not reflect
the users’ perception. The number of relevant images
found per task were generally higher on CS than on
WS. Based on the analysis of the questionnaire data, the
reason for this is that the selection of relevant images
is much faster than the dragging of images. Also, the
users spent time on creating groups of images and mov-
ing images between groups in the WS system. There is
an additional cognitive effort underlying these activi-
ties on WS. The users spent more time thinking about
task aspects and groups to create, as well as about which
images are appropriate for the leaflet. Since we have set
a maximum time limit, the performance was better on
CS where the user was not “distracted” by managing
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their search results. On top of this, the task description
was found to be ambivalent. We suspect that people had
a slightly different objective in WS, which supported a
more selective search strategy.

In addition, the failure of the recommendation system
has most probably contributed to these results. Analy-
sing the users’ comments, we could identify that many
people thought the recommendation system would
potentially have been a useful feature, but was not
employed due to its inability to recommend relevant
images. The main problem was that only the top ten rec-
ommendations were accessible, whereas in CS the top
100 images were shown. The overall hypothesis under-
lying this work, namely that the recommendation sys-
tem helps to overcome the query formulation problem,
could not be verified directly. On the other hand, when
analysing the way the users manually created queries,
we could observe an interesting pattern. They usually
started off with a small number of example images (from
the given items, and some initial results). Once they had
created a group on the workspace that contained several
relevant images, they used the whole group in the QBE
search to find similar images to the group. We assume
that, had the recommendation system worked better,
users would have used the recommendations instead of
the QBE search. Since this was not the case, they had
to resort to the manual facility of finding more similar
images for the group.

In conclusion, the difference in performance can be
attributed to the additional effort – both physical (slower
selection process) and cognitive – required in WS. While
the users commented on the additional physical effort,
they did not perceive the additional cognitive effort as
negative. On the contrary, they thought the organisation
to be supportive for solving their tasks as well as poten-
tially beneficial for others to use in the future. Given
these results, a second phase of the experiment was de-
signed incorporating a number of new tasks. This would
allow us to study the effect of tasks on searching and
organisation behaviour further and hopefully lead to
more insights on the query formulation process in both
systems.

6 Experiment 2

After the results obtained from the first set of partici-
pants, we have improved the system by taking into ac-
count the lessons learnt. The changes made were:

• The recommendation system in WS was not used to
its full potential, due to its inability to recommend

relevant images. This has been addressed in two
ways. First, instead of just showing the top ten recom-
mendations on the workspace, the Results panel now
also shows the complete results (limited to 100 im-
ages). Second, a textual search facility has been intro-
duced, because the visual features seemed not suffi-
cient to solve more abstract tasks providing a more
realistic search experience. Textual annotations ob-
tained from [13] were incorporated and
implemented according to the vector-space model
[14]. Visual and textual features are combined using
a rank-based list aggregation method [9].

• The retrieval mechanism was further improved by
allowing negative feedback, as people complained
about the inability to continue a search when the
majority of returned images were irrelevant. Since
incorporating negative feedback is a difficult endeav-
our [15], we have opted for a quick and safe
approach: irrelevant images are added to a negative
filter excluding them to be returned for the same
search. It was straightforward to implement this in
CS where negative feedback can easily be provided
explicitly. In WS however, we have chosen an im-
plicit feedback strategy, whereby an image is auto-
matically added to a negative filter for a group when
it has been ignored (i.e. not dragged into this group)
after having been returned three times amongst the
top ten recommendations.

• A new set of tasks has been introduced. We felt that
more tasks were needed in order to draw definitive
conclusions on the workspace’s usefulness in helping
to conceptualise tasks. In addition, after having ques-
tioned design professionals about their “usual" kind
of work and search tasks it became apparent that
they rarely have to perform an exhaustive search on
a specific topic as is required in the category search
task. Therefore, a greater emphasis was placed on
creativity and realism when devising the new set of
tasks.

• Finally, no time limit was set on the tasks, addressing
this problem in the previous setup and supporting an
even more creative search session.

With this improved evaluation set-up, Experiment 2
should help clarify the validity of the experimental
hypotheses.

6.1 Changes to the experimental methodology

The following changes were made to the experimen-
tal methodology described in Sect. 4: slightly modified
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interfaces, a new set of tasks, and a slightly different
procedure.

1. The interfaces: The interfaces described in Sect. 4.1
were slightly modified. The query panel has an addi-
tional text box for a user to enter a set of keywords
to use in a search. Since the keyword search pro-
vides an adequate solution to bootstrap a search
session, we no longer needed to provide a set of
given items. Hence, the given items panel is no
longer present in the interfaces. WS in Experiment
2 has the same panel layout as the screenshot in
Fig. 1. The results panel in the new CS interface is
modified to allow negative feedback: the checkbox
for marking relevant images is replaced by three
combo boxes to mark images as one of relevant,
irrelevant, or neutral (see Fig. 5).

2. Tasks
D. In the theme search task, a theme was illustrated

by three example images and the task involved
searching for and selecting one further image
complementing this set (see Fig. 6; note that the
textual description was not shown to the users).

E. The illustration task involved illustrating a
piece of text for publication on the WWW or
an advertising slogan with three images. There
were four topics in total from which the partici-
pants had to choose two (one on each system).
One example scenario and task description is
provided in Fig. 7.

F. In the abstract search task people were asked
to select at least one image representing a given
abstract topic. The simulated work task situa-
tion prescribed to select an image for a photo
competition.

3. Procedure: A total of 12 users participated, none
of whom had taken part in the first experiment
or used the systems before. Each participant per-
formed four search sessions, completing two tasks
with a different topic per system. Each system was
used twice. Tasks and systems were rotated accord-
ing to a Latin-square design in order to compen-
sate the learning bias. The procedure involved a
pre-search questionnaire, the four search sessions

Fig. 5 Relevance feedback
in CS

followed by a post-search questionnaire each time,
and finally an exit questionnaire/interview compar-
ing the systems. A search session was preceded by
a training session if the system was used for the first
time. The whole procedure lasted approximately
2 h.

6.2 Results analysis

In the results analysis, the systems are first compared
according to (a) their effectiveness, and (b) user satis-
faction. Finally, the users’ organisations of images on the
workspace are analysed and related back to the task that
was performed and the nature of the users’ underlying
information needs. The analysis is based on 48 searches
in total, 12 users performing four searches each.

1. Effectiveness: The systems’ effectiveness is investi-
gated both objectively and subjectively: from the
perspective of the required effort as determined
from the usage logs and from the perspective of the
participants.
1. User effort: Due to a lack of objective perfor-

mance measures for the tasks in Experiment
2, we provide an analysis of the number of im-
ages selected per task and the amount of user
effort required to select them. These include:
total search time and number of queries issued.
People can issue either manual queries – con-
structed in textual form, by providing image
examples or a combination of both – or rele-
vance feedback queries. The latter correspond
to relevance feedback iterations in CS or group
recommendations in WS.
Table 5 reveals that less queries were issued
and more images were selected on WS. In par-
ticular, more relevance feedback queries were
requested on WS, while more manual queries
were constructed on CS (with the exception of
Task F). The RF queries were particularly use-
ful for Tasks E and F. The search session lasted
on average longer on WS. By contrast, Task
E stands out for being completed in less time
on WS (with a difference of about 4 min) but
still achieving a slightly larger selection of im-
ages in the end. Again, this indicates that WS
is particularly useful for design-oriented tasks.
We also observed that the selected images on
WS were of better quality. Subjectively, the
participants felt that the images they had
retrieved on WS were more complete
(CS = 3.5, WS = 3.8) and slightly more
relevant (CS = 4.0, WS = 4.1). Also, they per-
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Fig. 6 Image sets for task D
topics

ceived their performance more successful (see
below). In addition, we asked people to judge
the relative quality of the result sets obtained
in the experiment to quantify this observation.
We randomly selected 16 pairs of result sets per
task (48 in total), where one set was retrieved
with WS and the other with CS. The partic-
ipants were given a copy of the original task

Example illustration task (Task E):
Imagine you are the web designer for an online travel agency
called PerfectHoliday. In order to gain more customers, they have
decided to hold a competition entitled “Win your dream holiday”.
They have provided you with the details of the competition (see
below) and have asked you to select some images to illustrate the
text.
Your task is to nd one main and two additional images that
you would place on the webpage along with the competition
details. The images should draw people’s attention and spark their
imagination.

Win your dream holiday!
What if you could make your dream holiday become
reality? Where would you go and what would you
do? PerfectHoliday is giving you the chance to
win that dream! We will be giving away £2000 to
the lucky winner for the holiday of their dreams!
What would you do with the money? Swim with
the dolphins? Stay on a French castle or sail the
Mediterranean on a luxurious sailboat? Do you
imagine yourself white water rafting in the Alps? Or
would a secluded beach with pearly white sands be
for you? No matter what your dream holiday looks
like, we will make your dreams come true.
To enter this competition, simply send us a descrip-
tion of the perfect holiday before midnight on [...]
So don’t hesitate! Send your details to [...] and you
could be packing your bags!

Abstract search (Task F):
Imagine you want to take part in a photo competition, where you
could win £100 for a picture that depicts the following theme:
Dynamic [//Cute]
In order to get ideas for the competition, you want to look for
already existing photographs conveying the same theme. Your task
is to select at least one images that represents the theme well.

Fig. 7 Task descriptions for Experiment 2

Table 5 User effort indicators per task and system

Task D Task E Task F CS WS

Time 10’58” 16’22” 11’56” 12’40” 13’35”
#Images 11.0 18.3 15.7 13.7 16.2
#Queries 10.7 20.3 16.4 16.4 15.3
Manual 8.0 14.0 11.7 11.9 10.6
RF 2.7 6.4 4.8 4.6 4.7

description and a pair of result sets obtained
for this task. They were then asked to (a) select
one overall image from the two sets, which – in
their opinion – was most suitable for the task;
(b) cross out any images they thought were not
relevant for the task; and (c) state which set
they preferred overall. Sixteen people, judging
on average three different pairs each, took part
in this study. Out of the 48 pairs, there were 36
preferences for the sets obtained with WS and
only 12 for the CS sets. Only on three occa-
sions, people picked the best image from the
set they did not prefer, and on one occasion the
best image was present in both sets. The num-
ber of instances the best image was selected
from the WS sets was 36 again, compared to
13 for CS. Moreover, people disagreed more
with the images in the CS sets: 2.9 images were
deleted from these sets on average compared
to 1.6 from the WS sets. There was no apparent
trend that people simply preferred the larger
result set: 26 votes for the larger set, 22 for
the smaller. Hence, the general consensus is
that the selection of images obtained in WS is
better.

2. User perception of task performance: After
each task the users were asked if they thought
they had succeeded in their performance of
the task and also rate potential problems that
might have affected their performance. Table 6
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Table 6 User perception of task performance per task and system
(performance: higher = better, problems: lower = more problem-
atic)

Task D Task E Task F CS WS

Performance success 4.4 4.1 4.3 4.2 4.4
Did not understand task 4.9 4.9 4.8 5.0 4.8
Images not in collection 4.3 3.5 3.6 3.9 3.8
No relevant images returned 4.2 3.6 4.4 4.0 4.1
Not enough time 4.8 4.3 4.8 4.7 4.5
Unsure of next action 4.3 4.3 4.2 4.2 4.4

reflects the general perception of performance
success for each task. The table also highlights
the problems that affected the performance
(there were no significant differences). The
biggest problem encountered was that people
thought the images they were looking for were
not contained in the collection, followed by the
system not returning relevant images. People
were slightly less satisfied with their perfor-
mance for Task E, mainly because they could
not find the images they were visualising (i.e.
because the images were not in the collection
or the system did not return relevant images).
Also, time was more of an issue in this task.
These results can be expected, since this is the
most creative of the three tasks.
Performing a task on WS was generally more
successful. The understanding of the task and
time were the two issues that had a larger im-
pact on task performance on WS than CS3.
On the other hand, people’s performance was
hindered more by an uncertainty of what ac-
tion to take next on CS. Together with the user
comments presented below this indicates that
– though a simple concept in principle – provid-
ing relevance feedback brings uncertainty as to
which images to select for feedback in order to
achieve better results. This corroborates simi-
lar results in textual information retrieval [16].
On a side note, the implicit negative feedback
strategy in WS did not seem to leave people
feel out of control. Although negative items
could not be reset for groups, that did not
have an impact, since the negative feedback
was not used for changing the retrieval param-
eters. For long-term usage of the systems, this
would probably become more of an issue.

3 In Experiment 1, people also tended to agree more with the
statement that they had enough time to complete their task on
CS: CS = 4.6, and WS = 4.3

2. User satisfaction: In this section, we discuss the re-
sults to the responses concerning user satisfaction
with the system in general and the interface features
in particular.

1. Tasks, search process and retrieved images: The
trend on the user’s perception of the tasks
themselves is reversed in Experiment 2: the
tasks were considered slightly more clear, easy,
simple, and familiar on WS. As in Experiment 1
there were no significant differences concern-
ing the tasks, however. The search process was
once again perceived significantly more inter-
esting on WS and the set of images received
through the searches were more complete. The
results for this part are shown in Table 7.

2. System and interaction: There is a clear trend
that the participants were more satisfied with
WS. They regarded WS to be significantly more
flexible and the scores for the remaining differ-
entials – wonderful, satisfying, stimulating, effi-
cient, and novel – were higher for WS as well.
CS, on the other hand, was only thought to
be easier. Table 8 shows the results for these
differentials.
A similar trend is apparent concerning the
interaction with the system. People felt more
comfortable and confident while using WS.
However, WS was deemed slightly more diffi-
cult to learn to use but equally easy to use.

3. Interface support: In Experiment 2, people
were asked how effective they found the inter-
face and rated the contributing features.
Table 9 summarises these results. Overall, WS
was regarded significantly more effective. The
three top rated features on WS were that it
helped to organise images, explore the collec-

Table 7 Semantic differential results for the task, search process,
and images parts

Differential CS ˜CS WS ˜WS P

Task
Clear 4.6 5 4.7 5 –
Easy 3.8 4 3.9 4 –
Simple 3.6 4 3.8 4 –
Familiar 3.4 4 3.5 4 –

Search
Relaxing 3.7 4 3.7 4 –
Interesting 3.6 3 4.3 4 0.009
Restful 3.7 4 3.5 3 –

Images
Relevant 4.0 4 4.1 4 –
Appropriate 4.1 4 4.1 4 –
Complete 3.5 3 3.8 4 –
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Table 8 Results for the system and interaction differentials, and
Likert-scales in the system part

CS ˜CS WS ˜WS P

System diffs
Wonderful 3.3 3 4.1 4 –
Satisfying 3.2 3 4.0 4 –
Stimulating 3.5 3 4.3 4 –
Easy 4.0 4 3.8 4 –
Flexible 2.9 3 4.2 4 0.004
Efficient 3.3 3 3.9 4 –
Novel 3.7 4 4.4 5 –

Inter
In control 3.6 4 3.6 4 -
Comfortable 3.7 4 4.3 5 –
Confident 3.1 3 3.8 4 –

Likert
Learn to use 4.1 4 3.9 4 –
Use 3.9 4 3.9 4 –

Table 9 Interface effectiveness

Statement CS ˜CS WS ˜WS P

Effective 3.7 4 4.4 5 0.032
Analyse task 2.8 3 4.3 5 0.001
Explore collection 3.5 4 4.6 5 0.001
Find relevant images 4.2 4 4.2 4 –
organise images 2.7 3 4.7 5 0.001
Detect/express task aspects 3.0 3 4.2 4 0.003

tion, and analyse the task. The ordering of fea-
tures on CS was: find relevant images, explore
the collection, and detect/express different task
aspects. While both systems were considered
equally effective to find relevant images, all
other features were rated significantly higher
on WS.
Table 10 compares the adaptive querying
mechanisms in both interfaces: the relevance
assessment in CS and the grouping in WS. It
turns out that the grouping was considered sig-
nificantly more effective and useful. Also note
that the relevance assessment was even con-
sidered more difficult than the grouping.
In open-ended questions the participants were
asked to state the most and least useful tools
of the interface. The most useful tools in CS

Table 10 Relevance assessment on CS versus grouping on WS

Differential CS WS P

Easy 3.8 4.4 –
Effective 3.3 4.3 0.019
Useful 3.7 4.4 0.017

were stated as, in order of frequency of re-
sponses: textual query (ten responses4), QBE
search (9), and relevance feedback facility (7).
The least useful tools were: result filters for var-
ious features (5)5, relevance feedback (4), and
lack of storing facility/overview of selected im-
ages (4). It emerged that the relevance assess-
ment was mainly useful for specific searches,
for which users stated it as helping them to
improve and/or narrow down their search.
However, for other tasks people often felt the
system returned unexpected results and they
were unsure of which items to select to im-
prove the results. In this case, people had to
resort to manual search facilities.
In WS, people unanimously liked the grouping
facility on the workspace. The three most use-
ful tools in WS included the grouping of images
(14), group recommendations (10) and textual
queries (5), and the least useful tools were:
QBE (4), top 10 window of recommendations
(3) and text search (2). This shows that using
groups and recommendations was considered
more useful than the manual search facilities.
Especially the QBE facility was superfluous
in this system. There was a plethora of com-
ments about the workspace demonstrating its
advantages, such as grouping was useful to keep
track of associated images, emphasis was on
sorting rather than searching; workspace and
groups were used to categorise images and ex-
plore those categories further. The grouping’s
only disadvantage that became apparent was
that it was difficult to remove images from
existing groups.
These results support our view that WS, with
its grouping and recommendation facility, as-
sists the user in the query formulation process,
while removing the need to manually reformu-
late queries. The picture in CS is quite differ-
ent: people were divided on the usefulness of
the relevance assessments and some still relied
heavily on the manual query facilities. On aver-
age, people selected 2.4, 3.2, and 3.8 images
per relevance feedback iteration for Tasks D,
E, and F, respectively. Compared to that, the
groups in WS contained 4.9, 4.6, and 4.4 images.

4 This question was asked after each task, thus 24 responses are
possible per system.
5 Apart from the overall results based on both features, the user
could look at the individual results for the visual and textual fea-
tures, respectively.
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Table 11 Organisation and
information need
development results

Task D Task E Task F AVG P

CS WS CS WS CS WS CS WS

# Selected images 9.6 12.3 17.9 18.6 13.6 17.8 13.7 16.2
Initial idea 3.9 4.6 4.1 4.5 4.0 3.4 4.0 4.2 –
Detect more aspects 2.9 3.6 3.0 3.9 2.8 4.3 2.9 3.9 0.05
Satisfied with results 3.3 4.5 3.4 4.1 3.9 4.3 3.5 4.3 0.04

So the manual selection process was less pro-
ductive than collecting the images in groups.
Moreover, the grouping process has the addi-
tional benefit of supporting a diversifying
search by allowing to declare and pursue
various task aspects simultaneously.

4. System rankings: After completing all four
search tasks, the users were again asked to state
their preferences for the two systems. 67%
liked WS best and the majority also thought
it was more effective (42% compared to 8%
for CS). CS was clearly easier to learn to use
(75%), whereas the ranking for using the
systems was balanced (42% for both).

3. Organisation analysis and information need devel-
opment: Experiment 1 has already pointed to differ-
ences between users’ organisation behaviour
depending on the nature of task they performed.
Following on the investigation into this dependency,
three more types of tasks were introduced in Exper-
iment 2. We observed once more that the more open
or complex a task is, the more groups were created
on the workspace (1.5, 2.9, and 2.6 for Tasks D, E,
and F, respectively). For these types of tasks the
organisation was deemed most useful and recom-
mendations were requested more often. Again, the
overall results are presented for both experiments
below in Sect. 7.2.
We also analysed the nature of the groups cre-
ated by the participants for any given task (the
detailed results have been omitted due to space lim-
itations). The groups different users created often
overlapped in the overall themes, but not necessar-
ily in the images themselves. This shows that groups
are definitely task-dependent and hence people
would benefit from using and working with other
people’s groups.
Moreover, we were interested in the systems’ sup-
port in developing and fulfilling the user’s informa-
tion need. While their initial idea was clearer on WS,
especially for Tasks D and B, they also discovered
significantly more task aspects during the search on
WS (see Table 11). As could be seen in the per-

formance analysis in Experiment 1 (Sect. 5.1), the
category search tasks were more successful on CS.
For the tasks in Experiment 2, on the other hand,
the participants managed to find a larger selection
of images on WS than on CS. The participants were
significantly more satisfied with their results across
all three tasks, and as we have seen earlier in Table 6
also perceived their overall task performance more
successful.

6.3 Summary

All in all, Experiment 2 has essentially reinforced the
findings of Experiment 1 regarding the strengths and
weaknesses of WS. In addition, it could be shown that
the effectiveness for realistic, design-based tasks is actu-
ally better on WS. There was also more evidence that
the grouping and recommendations caused less
confusion and were more natural to the users than the
relevance feedback approach. Before drawing the fi-
nal conclusions, we will provide the combined results
of Experiments 1 and 2 in the next section.

7 Combined results

In this section, we present the combined experimen-
tal results with an emphasis on a task-based compari-
son. It provides a discussion on users’ perception of task
characteristics and performance in order to analyse the
specifics of each task. Further, a summary of the organi-
sation analysis should help to clarify how people useed
the workspace for all tasks performed on WS. Last but
not least, we present the overall results concerning
usability and user satisfaction for all 24 users.

7.1 Task analysis

We have created a variety of realistic tasks, ranging from
category search, an image-based theme search, abstract
topic search, illustration task and an open design task.
The tasks were designed to vary in terms of complexity,
degree of abstraction and creativity. The participants
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Table 12 Summary of task descriptions and number of user samples per system

Task Description Objective CS WS

A Simple or focused category Find as many images as possible for the specified 6 6
search tasks topic

B Complex or multifaceted Find as many images as possible for the specified topic 6 6
category search tasks

C Design task Choose 3–5 images to design a leaflet 0 12

D Theme search tasks
Choose one image to complement a provided set of
three images of a specific theme 8 8

E Illustration task
Choose three images to illustrated a provided piece
of text or advertising slogan 8 8

F Abstract topic search tasks Choose one image of a specified abstract topic 8 8

Table 13 Semantic
differentials about task
perception per task

Differential Task A Task B Task C Task D Task E Task F CS WS P

Task
Clear 4.8 4.8 4.8 4.8 4.8 4.4 4.7 4.7 –
Easy 4.4 4.3 3.9 3.9 3.8 3.7 4.0 4.0 –
Simple 4.7 4.7 3.9 3.6 3.6 3.7 4.0 4.0 –
Familiar 3.6 3.9 3.8 3.5 3.4 3.4 3.6 3.6 –

Search
Relaxing 4.0 4.5 3.9 3.6 3.8 3.8 4.0 3.8 –
Interesting 3.9 3.9 4.1 3.8 4.3 3.9 3.6 4.3 0.006
Restful 3.3 3.4 3.6 3.6 3.6 3.7 3.6 3.5 –

Images
Relevant 4.4 3.9 4.3 4.2 4.0 4.1 4.1 4.1 –
Appropriate 4.5 4.0 3.9 4.1 4.0 4.2 4.1 4.2 –
Complete 3.5 3.6 3.3 3.8 3.6 3.8 3.4 3.9 0.006

confirmed that they were familiar with these types of
tasks and that they encountered similar tasks in their
own time. The tasks are described in Sects. 4.3 and 2,
and are summarised in Table 12. The number of users
per task is also specified there.

Through the analysis of task characteristics and the
resulting performance, we hope to identify the types
of tasks that each system is most appropriate for. So
first, we look at the task characteristics from the users’
perspective. Table 13 (scores from 1 to 5, higher = bet-
ter) shows that the tasks were perceived equally clear
with an exception of the abstract search task. The cat-
egory search was considered the easiest and simplest,
followed by the design task, the theme search and the
illustration task on a par, and finally the abstract search.
This shows that task complexity is related to the decision
making process required. The decision making process
was less crucial in the category search tasks since the
objective was to find as many images as possible from a
(well-defined) given category. Furthermore, the search
process was considered the more interesting, the more
creativity was asked for in a task. However, people’s
expectation of the appropriateness of the retrieved im-
ages was also higher for the creative tasks. Thus, the
more specific the task, the more people thought the sys-

tem helped to retrieve the right images (relevant and
appropriate).

It also emerged that the perception of task complexity
sometimes varied depending on which system the task
was performed on. Most importantly, the search process
was considered significantly more interesting on WS for
all tasks. The most notable difference was between the
two category search tasks. Tasks A and B were consid-
ered more simple on CS than WS: 4.8 and 4.5, respec-
tively. Task A led to the most stressful search process
on WS (CS: 4.5, WS: 3.5) and the images were con-
sidered less relevant (CS: 4.7, WS: 4.2) and appropriate
(CS: 4.7, WS: 4.3). The opposite was true for the com-
plex categories (3.7 for both image differentials on CS;
4.2 and 4.3 for WS, respectively)6. In addition, the judge-
ment of Task D changed depending on which system was
used. It was considered more clear (CS: 4.6, WS: 4.9) and
easy (CS: 3.6, WS:4.3) and less complex (CS:3.6, WS:4.0)
when using WS.

Next, the task performance has been looked at in
the results analysis sections for Experiments 1 and 2
(Sects. 5 and 6.2, respectively). We briefly reiterate our

6 It is also interesting to note that these two differentials scored
the same on average for both the simple and complex categories
on WS.
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observations on the users’ perception of their success in
performing a given task. People were least happy with
their performance in the more creative tasks, mainly due
to not having had enough time to complete the task.
People were more satisfied with their performance on
WS, although time was a bigger issue here. On the other
hand, uncertainty about the next action affected their
performance more on CS. The actual task performance
for the category search tasks was consistently better on
CS. However, there was no correlation between actual
and perceived task performance.

Finally, we analysed the amount of user effort
required to solve a task (for Experiment 2). Most time
was spent on the illustration task, reconfirming user’s
perception on task performance in this respect. How-
ever, more images were selected and more queries were
issued during the course of this task. Adaptive queries
in the form of relevance feedback iterations or group
recommendations were considered especially valuable
for this type of task. WS helped the user to select more
images for all three Experiment 2 tasks.

To conclude, we could see differences in the percep-
tion of tasks and the actual effort required both depend-
ing on the nature of the task as well as the system be-
ing used. In summary, CS seems to be good for quickly
finding many images for a specific/narrow topic. The
strengths of WS show particularly for more complex
or creative tasks. Especially if the information need is
vague in the beginning, the grouping facility on WS al-
lows the user to explore the collection and to discover
and express different task aspects. Therefore, users of
WS are encouraged to diversify their search. The work-
space makes it possible to make a more informed deci-
sion on the final images selected from a larger set of
alternatives.

7.2 Organisation analysis

In this section, we summarise people’s organisation and
the nature of their information need for all tasks per-
formed on WS. Table 14 shows the relevant data per
task. We can observe that the number of groups created
corresponds to the number of facets the users detected
and followed up on. From this perspective, Tasks A and
D were represented by a single facet (approximately),
while the other tasks had about 3–4 facets. Tasks C–F
had clear instructions on how many images had to be
selected. These targets are closely reflected in the num-
ber of groups created, with the exception of Task F. The
target for Task F was to select only one image, but was
represented by 2.6 groups on average. Since the topic
for Task F was abstract (especially compared to Tasks A
and D), people explored several alternatives, which cor-

respond to the number of groups they created. Task B is
also interesting in this respect. Although the target was
the same as in Task A, namely to find as many images
as possible, people created more groups for the topics
in Task B, which were more complex than the topics in
Task A. Hence, the number of facets is influenced by
two factors: (1) the complexity of the task and (2) the
number of images that were required for the task.

The nature of the underlying information needs is
captured by asking how clear people’s initial idea (be-
fore starting the search) was and if they detected more
aspects while searching. The responses for their initial
idea are again an indicator for how focused the tasks
were perceived. Tasks F and C have the lowest score of
initial idea, and are indeed more open to interpretation
than the other tasks. As mentioned before, Task F is the
most abstract and Task C the most creative. Interest-
ingly, there is a relationship between the scores of initial
idea and task aspects: they are roughly inversely pro-
portional. So, the less defined their initial idea, the more
aspects users detected during the search and vice versa.
Task B is the only exception: the information need was
well-defined but people also detected more aspects. This
is not too surprising, because people can think of many
images for a category such as “African Wildlife" from
the top of their head – unlike the abstract topic of Task F.
Since these topics comprise a large number of facets (at
least 4.3 that were detected on average) people can still
find some more during the search they had not thought
of before.

The large difference in result satisfaction between
Tasks A–C and Tasks D–F can possibly be explained by
the improved retrieval system in Experiment 2. Still, we
can see that the creative tasks (Task C in Experiment
1 and Task E in Experiment 2) have the lowest scores
compared to the other tasks in the same experiment.
We believe that this is due to higher expectations for
these tasks. People are instructed to create a composi-
tion of images rather than select images with a specified
requirement. As seen above, time restrictions were an
issue affecting their performance satisfaction, probably
affecting their satisfaction with the results as well.

Finally, the organisation feature was regarded as very
useful. The only exception was for finding a large num-
ber of images from a focused topic. In fact, CS was
generally preferred for this task.

7.3 User satisfaction with systems

In both Experiments 1 and 2, the participants were asked
to rate the system they had just used in the post-search
questionnaires. These results are given per experiment
above. Nonetheless, we provide the combined results for



Evaluating a workspace’s usefulness for image retrieval 371

Table 14 Organisation and
information need
development for all tasks on
WS

Task A Task B Task C Task D Task E Task F

# Groups 1.2 4.3 4.4 1.5 2.9 2.6
Initial idea 4.5 4.3 3.7 4.6 4.5 3.4
Detected more aspects 3.0 4.7 4.3 3.6 3.9 4.3
Satisfied with results 3.7 3.5 3.0 4.5 4.1 4.3
Organisation useful 3.0 4.8 4.4 4.6 4.8 4.7

all 24 users of both experiments in this section, since a
larger sample size leads to more reliable results.

Table 15 shows the results for the system part in the
post-search questionnaires. The participants considered
CS easier than WS, while they considered WS to be
significantly more stimulating, flexible, and novel. The
scores for the remaining differentials, wonderful, satis-
fying and efficient, were generally higher for WS as well.
While using the system, people felt more comfortable
and confident. However, WS was deemed more difficult
to learn to use and to use. Table 16 shows the users’ pref-
erences of systems for the statements asked in the exit
questionnaire. 67% liked WS best and the majority also
thought it was more effective. CS was clearly easier to
learn to use, whereas the ranking for using the systems
was relatively balanced.

In open-ended questions, the participants were asked
for their opinion on what they liked or disliked about
each system. The advantages listed for CS were that it
was easy to use, fast and efficient especially for specific
searches: e.g. easy to drill down and find 1 or 2 images you
were looking for at the start. Its disadvantages included
that the users felt they did not have enough control

Table 15 Results for the system part (Experiment 1 + 2)

Differential CS ˜CS WS ˜WS P

Wonderful 3.4 4 4.1 4 –
Satisfying 3.5 4 4.0 4 –
Stimulating 3.4 3 4.3 4 0.007
Easy 4.3 4 3.8 4 –
Flexible 2.9 3 4.1 4 0.000
Efficient 3.6 4 3.9 4 –
Novel 3.4 3 4.3 5 0.005
In control 3.8 4 3.8 4 –
Comfortable 4.0 4 4.4 5 –
Confident 3.6 4 4.0 4 –
Learn to use 4.3 4 4.1 4 –
Use 4.2 4 3.9 4 –

Table 16 Comparison of system rankings

System Learn Use Effective Liked best

CS 14 (58%) 10 (42%) 5 (21%) 4 (17%)
WS 5 (21%) 11 (46%) 11 (46%) 16 (67%)
Same 5 (21%) 3 (13%) 8 (33%) 4 (17%)

over the search and that its interface was less intuitive
(too abstract, slightly confusing). People appreciated WS
as an organising tool. The workspace enabled them to
plan their tasks and pursue alternative search threads,
without losing the overview of intermediate results and
searches: e.g. ability to group and then follow alterna-
tive search threads, very useful if looking for a variety of
different images in the same topic. In addition, the sys-
tem’s flexibility and more control options were noted
as advantages, e.g. it allowed flexibility [...] therefore I
selected more, then dispensed with those that weren’t use-
ful. In Experiment 1, the disadvantages were mainly
concerned with the poor quality of the recommenda-
tions and that the handling of groups was sometimes
cumbersome. Both of these issues are not inherent in
the interaction paradigm of the proposed system itself,
and were consequently improved for Experiment 2. The
recommendation quality was improved by taking textual
annotations into account. The handling of the groups
and images within groups was changed so that the sys-
tem now automatically arranges the layout of the images
in a group. Consequently, none of these issues resurfaced
in Experiment 2.

8 Summary

Although a workspace has been introduced in a few
information retrieval systems before albeit with lim-
ited functionality, for instance ImageGrouper [17] and
SketchTrieve [18], its usefulness has not been evaluated
formally yet. Above all, it has not been studied how re-
sults organisation assists image retrieval. With this two-
stage experiment, involving 24 participants on a variety
of real-life search tasks, we aimed at filling this gap and
answer the following questions: How was the workspace
used? What influence did the task have on this? Does it
help to conceptualise tasks? Does it help overcome the
query formulation problem? These are the answers we
found for our specialised domain of results organisation
for image retrieval:

How was the workspace used and what influence did
the task have on this? As determined in the organisa-
tion and information need analysis, the workspace was
used to create different groupings that reflected differ-
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ent semantic facets of the task. These facets were often
overlapping amongst the users for the same task.

In addition, we found a correlation between task char-
acteristics and organisation behaviour. The workspace
is most useful for exploratory searches with vague infor-
mation needs or complex, multi-faceted tasks. Possible
explanations include that it helps to analyse the task
better, discover more aspects of the task than initially
anticipated, and explore the collection better, which was
indicated in the questionnaires.

On the other hand, CS was better for tasks that
required selection of a large number of images for a
very specific topic. However, the organisation was still
deemed useful for focused tasks, because it helped to
maintain a better overview and hence better compari-
son opportunities of the selected images. For these tasks,
the focus shifts naturally to selecting images with good
quality rather than the pure quantity of images. In the
users’ eye this was a more realistic goal of image search-
ing tasks.

Does it help to conceptualise tasks? Grouping search
results on the workspace incites the user to organise re-
sults for their search/work task. This enabled the users
to break up their overall search task into a small set of
individual search tasks. Hence, the grouping process has
the benefit of allowing the user to explore the task. Peo-
ple can pursue a progressive search strategy by follow-
ing multiple search threads simultaneously, while main-
taining a constant overview of intermediate results and
searches. The groups are equivalent to task aspects, and
the search threads are equivalent to trains of thought.
This shows that the workspace helps users conceptualise
and diversify their tasks better (experimental hypothesis
2).

Does it help overcome the query formulation problem?
The grouping facility was not only considered easier,

more effective and useful than the relevance feedback
approach in CS, but was praised unanimously in open-
ended questions. In addition, the relevance feedback
facility caused more confusion. It became apparent that
providing relevance feedback brings uncertainty as to
which images to select for feedback in order to im-
prove the results. Hence, people relied more on the
manual query facilities on CS than WS. Although both
systems have the same underlying retrieval mechanism,
the workspace approach is more successful at eliciting
constructive feedback while hiding the internals of the
retrieval mechanism. Since the groups are equivalent to
task aspects, users find it easier to categorise images into
these aspects and interpret the system’s results accord-
ingly. Consequently, people selected more images for
feedback and requested more recommendations on WS
than RF iterations on CS. Thus, one can conclude that

the grouping process is better at overcoming the query
formulation problem (hypothesis 3).

The ability to group search results together with the
recommendation facility, has increased the effectiveness
of the system. The required effort to complete a task
was lower on WS: less queries were issued to find a
larger selection of images. In particular, users created
less manual queries but issued more system recommen-
dations. The participants also perceived their perfor-
mance as more successful on WS and the interface was
perceived significantly more effective for completing the
tasks. This shows that the workspace increased the effec-
tiveness of the search (hypothesis 1).

These observations have led us to accept all three
experimental hypotheses. However, this study also
helped to identify the limitations of the workspace. WS
was more difficult to use and the cognitive effort
required to solve a task was higher. This was reflected
in the questionnaire responses; in particular users had
more difficulty in understanding the task and it took
longer to complete it. However, the longer learning
period and increased cognitive effort is not perceived
as a disadvantage of WS; after all, 16 people preferred
WS over CS. More importantly, we found evidence that
attributed the prolonged search session to the system’s
ability to support the user in exploring the tasks from
different perspectives. As mentioned before, people were
able to diversify their search better and follow up on
multiple trains of thought simultaneously. Still, one has
to keep in mind that it takes longer to become famil-
iarised with this interface, although we strived to make
its operation as intuitive as possible by using standard
commands which the user may already be familiar with
wherever possible.

Finally, we did not explore the use of WS for collabo-
rative image retrieval. On the workspace, people leave
footprints of their activities behind for later usage. We
also observed that people’s groups overlapped in their
overall themes, which could be exploited in a collabo-
rative context. Such a feature will be explored in future
studies.

9 Conclusion

In this paper, we have established the usefulness of the
workspace system for image retrieval. We have created a
realistic experimental study, in which design profession-
als performed a variety of realistic search tasks. Based
on the results of this experiment, we argue that the work-
space is an indispensable tool in an image retrieval sys-
tem. It is used for organising the results according to
the different aspects or facets of the task. This helps
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users greatly in analysing and exploring the task as well
as the collection. Moreover, the workspace supports a
more intuitive search process and helps to overcome the
query formulation problem. All these factors lead to a
more effective and enjoyable search experience.
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