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Abstract
This thesis has focused on the automatic video indexing of sports video, and in par-

ticular the sub-domain of football. Televised sporting events are now commonplace

especially with the arrival of dedicated digital TV channels, and as a consequence of

this, large volumes of such data is generated and stored online. The current process for

manually annotating video files is a time consuming and laborious task that is essen-

tial for the management of large collections, especially when video is often re-used.

Therefore, the development of automatic indexing tools would be advantageous for

collection management, as well as the generation of a new wave of applications that

are reliant on indexed video.

Three main objectives were addressed successfully for football video indexing, con-

centrating specifically on audio, a rich and low-dimensional information resource proven

through experimentation. The first objective was an investigation into football video

domain, analysing how prior knowledge can be utilised for automatic indexing. This

was achieved through both inspection, and automatic content analysis, by applying the

Hidden Markov Model (HMM) to model the audio track. This study provided a com-

prehensive resource for algorithm development, as well as the creation of a new test

collection.

The final objectives were part of a two phase indexing framework for sports video,

addressing the problems of:segmentation and classification of video structure, and

event detection. In the first phase, high level structures such as Studio, Interview,

Advert and Game sequences were identified, providing an automatic overview of the

video content. In the second phase, key events in the segmented football sequences

were recognised automatically, generating a summary of the match. For both problems

a number of issues were addressed, such as audio feature set selection, model selection,

audio segmentation and classification.

The first phase of the indexing framework developed a new structure segmentation and

classification algorithm for football video. This indexing algorithm integrated a new

Metric-based segmentation algorithm alongside a set of statistical classifiers, which

automatically recognise known content. This approach was compared against widely

applied methods to this problem, and was shown to be more precise through experi-

mentation. The advantage with this algorithm is that it is robust and can generalise to
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other video domains.

The final phase of the framework was an audio-based event detection algorithm, utilis-

ing domain knowledge. The advantage with this algorithm, over existing approaches,

is that audio patterns not directly correlated to key events were discriminated against,

improving precision.

This final indexing framework can then be integrated into video browsing and annota-

tion systems, for the purpose of highlights mapping and generation.
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Common Terms
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HMM Notation
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ot the observation vector at timet
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ai j the transition probability of moving of moving from statei to statej

b j(ot) the emission density PDF for state j

M number of mixture components

k kth mixture component

α jk thekth mixture component for statej

µjk the mean vector for thekth mixture component for statej

Σ jk the covariance matrix thekth mixture component for statej

Λ set of HMMs
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Chapter 1

Introduction

This thesis is a report of an investigation into the problem of video indexing, focusing

specifically on the sub-domain of football video. Each step taken in the development

of two audio-based domain specific indexing tools for football video, is described.

1.1 Background

The development of automatic indexing tools for video is important for a variety of

reasons. The current process for manually annotating video files, required for efficient

storage of video, is a time consuming and laborious task. This task can take a team

of trained librarians ten hours to fully index one hour of video (Del Bimbo (1999)).

Automating the annotation process will assist the workload for current annotators, as

well as provide a relatively cheap means of efficient archiving for all, particularly for

those collections that cannot afford to be managed by trained librarians.

Efficient storage is essential for the management of large collections, especially when

video is often re-used. For example, searching for specific historical content is often

required for the production of current news reports. Automatic video indexing will

allow for video summary generation, mapping of content, and efficient browsing1.

Video indexing is a difficult problem encompassing many different research fields,

such as computer vision, pattern recognition and signal processing. In this thesis, I

1Appendix C provides a general overview of video indexing and the many problems faced.

1
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reviewed work from a variety of related fields, such as audio parametrisation, feature

selection, content analysis, statistical modelling and model selection, audio segmenta-

tion and speech recognition. Reviewing these related fields was necessary for gaining

an understanding of the tools and techniques, borrowed from such research domains,

for solving the problems faced in video indexing.

One particular video indexing challenge is recognising high-level semantic content

through the classification of low level features. Attempting to bridge this semantic gap,

between high-level content and low level features, for general video is challenging. To

minimise this problem, there has been recent focus on specific video domains, such as

news, film and sport, with prior knowledge of the genre being utilised for developing

domain specific indexing tools. This was a motivating factor, as to why, I have focused

on the sports video domain, and in particular the sub-domain of football video.

Another reason why video retrieval is difficult, is the number of modalities that en-

compass a video stream, such as vision, motion, audio and text. To narrow the video

indexing problem further, this thesis concentrated solely on developing audio-based

indexing tools for video. Audio is a rich, low dimensional information source that

has been shown through experimentation to be an important modality (Alatan et al.

(2001), Chaisorn et al. (2003)). Developing a robust audio indexing algorithm first,

before further modalities can be integrated in the future.

The aim of this thesis, is to develop techniques that can automate the annotation process

for football video. In particular, this thesis focuses on three main problems for domain

specific video indexing. The first problem is the gathering of domain knowledge, an

important step towards effective indexing algorithms.

Two specific indexing problems are also identified in this thesis:structure segmenta-

tion and classification, andevent detection. Structure segmentation and classification

is required for identifying the semantic components that constitute a football video se-

quence, allowing the entire video content to be mapped. The video structure can be

presented to the user in a form similar to the table of contents of a book, allowing for

instant access to areas of interest, or even whole segments to be skipped, during play-

back. Mapping video content is important and can enable efficient browsing, retrieval

of specific sequences, and support further high-level indexing algorithms.

Event detection is crucial for automating highlights generation, and in general provid-
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ing detailed video summaries. Logging these key moments can enable future search or

summarisation. This technique is also useful for digital TV, where current interactive

services allow the viewer to watch highlights during the match. Automating the largely

manual highlights generation process is desirable.

As part of this thesis, I rigorously evaluate a number of widely applied techniques,

across a large and varied test collection, for the two defined indexing problems. The

reasoning behind this, is to facilitate a shortage of comparative research into techniques

for audio-based content indexing across a common test collection. Comparing a num-

ber of approaches over a large test collection, provides an insight into which techniques

are accurate for both indexing problems. The methodologies applied in this thesis, and

the outcome, are now summarised below.

1.1.1 Thesis Summary

A number of steps were taken to address the problems identified at the start of the

thesis. The first step was to analyse the football video domain, gathering as much

knowledge as possible. One of the major weaknesses of current sports indexing algo-

rithms was found to be a lack of understanding, for each sports domain, or the under

utilisation of domain knowledge. Many algorithms did not take full advantage of con-

tent found in sports video that can be integrated during the development of indexing

algorithms. As part of the thesis, a large test collection was generated and manually

inspected2. A video model for football broadcasts was also defined, which assisted the

annotation of the test collection, and algorithm design. This video model reflected the

temporal relationship of known structures contained in a typical broadcast.

The next step was to review related research into acoustic modelling and parametri-

sation. A limitation identified in current audio indexing algorithms was the choice of

feature sets. A standard solution was to apply the same approaches used in automatic

speech recognition systems, for modelling non-speech sound. To address this limita-

tion, three well-researched feature sets were evaluated across a large test collection:

Cepstral Coefficients (CC), Mel-frequency Cepstral coefficients (MFCC) and Linear

Predictive Coding Cepstral coefficients (LPCC). The candidate feature sets were cho-

2The generation of a large test collection for football video was required because currently there was
not a standard test collection for football video freely available.
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sen after reviewing the current state of the art in a variety of fields, such as automatic

speech recognition and general audio classification. The overall aim was to evalu-

ate the suitability of each, for representing content found in football audio, especially

given the many non-speech structures.

To evaluate the three feature sets, a suitable statistical model was required for mod-

elling audio content. From modelling typical acoustic content found in football, the

discrimination properties of each feature set could be measured in terms of classifica-

tion error. The rationale for deciding upon a modelling solution, was that such frame-

works were proven to be more successful than the application of ad hoc techniques.

Applying heuristic rules were proven not to generalise well, because of the variation

found across video, even from the same domain. Thus, two statistical models were

selected, and compared, throughout the thesis: the Gaussian Mixture Model (GMM)

and the Hidden Markov Model (HMM). Another shortcoming of current research into

audio indexing was a scarcity of comparative studies, over a large test collection, and

was the reason why two frameworks were selected. Evaluating a number of approaches

provided a guide to the final accuracy of each indexing algorithm, given the absence

of a baseline system.

The GMM was applied to the evaluation of the three candidate audio feature sets, using

a labelled data set of audio content found in football video. From experimentation

it was discovered that employing the Mel-frequency Cepstral coefficients minimised

classification error, and was significantly better the other two feature sets.

A number of related works in audio indexing also apply the MFCC feature set, using

the same coefficients employed in speech recognition systems. From further evaluation

of the MFCC, it emerged that using a simpler feature set with coefficients not normally

applied to speech recognition systems, resulted in a significant increase in accuracy. In

fact, the typical ASR feature set resulted in a significant increase in error, in some cases

by 10%. Drawing a conclusion from this experiment, it was highlighted that modelling

broad content found in football audio, required different feature set configurations, than

for recognising speech alone.

Provided with a method for parameterising the test collection acoustically, the entire

audio track was then modelled, using the HMM, for the purpose of discovering the

underlying data structures found in football audio. Previously, the HMM had been
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utilised for problems, such as data mining and clustering temporal data, with a degree

of success (Li & Biswas (2000) and Smyth (1997)). Automatic content analysis was

planned for two main reasons. The first reason was to verify that the HMM was a

suitable representation of the given data. The second reason was to discover struc-

tures and sub-structures found in the audio track, gathering further domain knowledge.

Those data structures found by the HMM were then compared to the content discov-

ered through manual inspection.

The findings from both investigations reported similar trends. The automatic content

analysis also recognised new sub-structures not previously identified through inspec-

tion. Two objectives of the experiment were verified, highlighting that the HMM was

a robust tool for mining the underlying data structures found in audio.

After identifying the main semantic structures found in football audio, through manual

inspection and automatic content analysis, statistical representations were generated

for each content class, using both GMM and HMM. However, HMM application for

video indexing was often applied, for general audio classification, in an ad hoc manner.

In particular, there was little consideration for the underlying data structures found in

different content classes (Eickeler & Muller (1999), Huang & Wang (2000), Wang

et al. (2000), Xie et al. (2002)). A standard solution was to apply the same HMM

settings for modelling various content, even if these groups differed dramatically. In

this thesis, the effect of poor HMM model selection was verified by comparing three

broad content classes found in football audio. It was highlighted, that HMM models

with a differing number of states and mixture components, were optimal for each class,

in terms of classification accuracy.

It was believed that HMM model selection was an important step in algorithm devel-

opment. The data structure for each content was considered separately during HMM

generation. It was also important to consider problems, such as overfitting, parameter

estimation, and limited training data, during model generation. Hence, three strate-

gies were compared providing an overview of model selection: an exhaustive search

approach, the Akaike Information Criterion (AIC) and the Bayesian Information Cri-

terion (BIC). The classification accuracy for the three model selection strategies was

measured, to evaluate what method chose the best performing model.

The results of the experiment indicated no significant difference, between the three
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selection strategies, however, both AIC and BIC were more effective in terms of com-

plexity and computation, when compared to the exhaustive approach. These methods

were also shown to generalise to different content classes better than an exhaustive

selection strategy. The experiment illustrated the importance of selecting models care-

fully, for new content.

After both the best audio feature set representation, and two statistical frameworks (and

the surrounding implementation issues involved) were identified, each indexing prob-

lem was studied separately. The first problem addressed wasstructure segmentation

and classification. A widely applied method for audio segmentation is a Model-based

approach. Typically the audio stream is divided into equal sized, overlapping windows

that are then classified, given a set of statistical models, with a number of Model-based

algorithms were evaluated and compared across a large test collection. Another method

was also compared; a robust Metric-based segmentation algorithm called BICseg. This

technique was previously applied for the segmentation of speech. In this thesis, this

algorithm was adapted for the problem of structure segmentation, improving both the

accuracy and efficiency. From experimentation, this approach was also shown to be

more effective, than the widely applied Model-based segmentation algorithms to this

problem.

From the experiment, another interesting result reported. Findings from related work

into audio content classification suggested that the HMM outperformed GMM when

directly compared. This finding, however, did not generalise to the broad content

classes found in football audio. No significant difference in classification error emerged,

when comparing both the GMM and HMM as classifiers. This provided evidence that

selecting a complex statistical representation, such as the HMM, before investigating

simpler models (such as GMM), would not necessarily equate to improved classifica-

tion performance.

The second video indexing problem,event detection, was then investigated. Assum-

ing that important events are correlated to periods of commentator excitement and

crowd cheering, key events were recognised by classifying these patterns. These al-

gorithm addressed a particular shortcoming of audio-based event detection algorithms

for sport. Current audio-based event detection algorithms do not consider the audio

similarities of unrelated sounds such as crowd singing, which can easily be mistaken
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for key events. In this thesis, the distinction between these similar sound classes were

recognised automatically by applying domain knowledge, gained through inspection

and automatic content analysis, improving accuracy.

The event detection algorithm, integrating the robust BICseg algorithm adapted for

this problem, was shown to be the most precise strategy, when compared alongside a

number of event detection algorithms. Each algorithm was evaluated measuring the

precision of detecting key events reported in official match reports of football games.

Again both GMM and HMM were compared as classifiers for the event detection al-

gorithm. It was found through experimentation that the HMM provided more accurate

results when compared to the GMM, for this problem. This result differed from the

problem of classifying broad content structures, where there was no difference found

between GMM and HMM. For modelling very specific content such as crowd cheering

and speech, the HMM provided a more robust solution.

1.1.2 Original Contributions

Taken as a whole, the thesis concluded that audio is an important information source

for indexing football video. Three main objectives were also addressed successfully

as part of the thesis. The problem of sports domain knowledge was investigated, both

through inspection, as well as applying an automatic content analysis technique. This

study provided a comprehensive resource for future algorithm development, as well as

a test collection for a comparative analysis. The generation of a large test collection

was required as such a source is not available at present.

A limitation discovered in the sports video indexing literature, was that the problem

of structure segmentation and classificationwas not addressed. Hence, in this thesis

a new structure segmentation and classification algorithm was developed for football

video. The advantage with this algorithm is that it is robust and can generalise to many

problems, as well as transfer to other video domains. The algorithm can be integrated

into a video browsing or annotation systems for mapping content (see Appendix K for

an illustration of such a system).

An audio-based event detection algorithm utilising domain knowledge was also devel-

oped. The advantage with this algorithm, over existing systems, is that audio patterns
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not directly correlated to key events were discriminated against, improving the accu-

racy of the event detection algorithm. This algorithm can also be integrated into video

browsing and annotation systems, for the purpose of highlights mapping or generation.

To summarise, a two layered indexing framework for sports video was developed. In

the first phase, high level structures such as Studio, Advert and Game sequences are

identified. In the second phase, key events in the Game sequences are recognised

automatically, generating a summary of the video.

1.2 Structure of the Thesis

After the introduction, the work in this thesis is divided into ten chapters. An outline

of the remaining chapters is given below.

Chapter 2: The problem of sports video indexing is reviewed in more depth in this

chapter, with particular attention on football video indexing. After reviewing the

current state of the art, potential weaknesses are identified that form the motiva-

tion behind the thesis. Three problems are outlined and solutions are proposed.

Also, the overall thesis aims are discussed in greater detail.

Chapter 3 The findings of an investigation into football video through manual inspec-

tion are recounted. A video model that defines the temporal relationship between

content found in a typical football video is introduced.

Chapter 4: The statistical models that are applied throughout this thesis, and the rea-

soning behind the selection of such frameworks are discussed. The main imple-

mentation issues surrounding each statistical model are also reported.

Chapter 5: A number of related fields are reviewed, identifying three candidate fea-

ture sets for parameterising the audio stream of football video files. The three

chosen feature sets were Cepstral coefficients (CC), Mel-frequency Cepstral co-

efficients (MFCC) and Linear Prediction Cepstral coefficients (LPCC).

Chapter 6: Three candidate feature sets are evaluated, using a test collection contain-

ing typical content found in football video. Once the feature set that minimised

classification error was discovered, the configuration is further analysed through
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experimentation.

Chapter 7: A data mining approach is applied for automatically discovering content

found in the audio-track of football video. Both the application of HMM to the

problem of automatic content analysis, and the findings are reported.

Chapter 8: The importance of optimal model selection is illustrated when applying

the HMM. Three model selection strategies are then formally compared: an ex-

haustive search approach, the Akaike Information Criterion, and the Bayesian

Information Criterion.

Chapter 9: Seven segmentation and classification algorithms are compared, designed

specifically for mapping the content of football video. Five Model-based and two

Metric-based segmentation and classification algorithms are compared formally

over the test collection. These algorithms were integrated into a framework us-

ing either HMM or GMM classifiers. The accuracy of both frameworks is also

compared.

Chapter 10: An event detection algorithm framework is developed. The specific mo-

tivation behind its development is reported, with the approach being compared

alongside a number of other existing algorithms.

Chapter 11: The main contributions that this work has made are presented. Possible

future research directions are discussed as a result of the investigation in this

thesis.



Chapter 2

Sports Video Indexing

2.1 Introduction

Televised sporting events are now commonplace especially with the arrival of dedi-

cated digital TV channels. As a consequence of this, large volumes of such data are

generated and stored online. Efficient indexing of each new video is required during

the archiving process, as content within these large collections is often reused. How-

ever, current archiving methods are manual and labour intensive, where the off-line

logging of video can take a team of trained librarians up to ten hours to fully index one

hour of video (Del Bimbo (1999)). Automatic indexing is a viable alternative to the

labour intensive procedures, currently in practise, although feasible solutions have not

been developed so far.

There have also been recent advancement in how sports video is presented to the

viewer. While watching a sporting event, the viewer can now browse through a number

of interactive services, such as current in-game statistics and match highlight replays.

These interactive services can be accessed whilst watching the match, although gen-

eration of services such as highlight replays, is again largely dependent on human

involvement. Development of tools that can automatically detect key events as they

happen, will minimise human intervention and allow for a new generation of interac-

tive services to enrich the viewing experience.

Automatic indexing of video content is beneficial not only for real time broadcast pro-

10
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duction and interactive services but also advantageous to the consumer. With the ad-

vancement of cheaper storage devices and high quality video compression algorithms,

digital video can be recorded on set top devices, such as Sky+ (SKY+ (2003)) and

TiVo (TiVo Inc. (2003)). Once a video file is captured on disc, the viewer is required

to manually bookmark areas of interest. Through the development of more advanced

indexing algorithms, viewers will potentially be provided with automatic content sum-

maries, efficient browsing and search functionalities once a video file is recorded to

disc, and indexed automatically. This can allow the same interactive services that are

currently enjoyed for entertainment DVDs, such as an interactive table of contents.

Automatic sports video indexing is also important for the generation of new applica-

tions such as video-based sports coaching systems. There has been an increased devel-

opment of interactive coaching tools that reuse pre-recorded video sequences. These

coaching tools are designed to assist coaching by visually illustrating good sporting

technique or for the analysis of team tactics. However, such systems are currently re-

liant on manual video logging by the user (Dartfish (2004)), which is expensive both

in terms of time and annotation expertise. Automating this video annotation process

would increase the availability to the general consumer, and minimise the complexity

of such applications.

For the above reasons, there has been a concerted effort from the video retrieval com-

munity to research methods for the automation of sports video indexing. Such investi-

gation has included the recognition of the pitch markings, player tracking, slow-motion

replay detection, the identification of commentator excitement and crowd cheering

recognition. This chapter will provide an overview of such techniques, with specific

concentration on the sub-domain of football video1. From the review of football video

indexing, two potential indexing problems are identified, which will be examined in

more depth throughout the thesis. These problems are:segmentation and classification

of video structure, andevent detection. Segmentation and classification is important

for mapping content and providing an instant overview of the structures found in each

video. Event detection is beneficial for generating automatic summaries of the im-

portant moments during a football match. The importance of both problems will be

1For the rest of the thesis, the term football will correspond to the sport also known as soccer in
some parts of the world. The terms football and soccer will be interchangeable but will correspond to
the same sub-domain of sports video.
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discussed in more detail throughout the chapter, as well as the benefits for future ap-

plications.

The remainder of this chapter is structured as follows. Section 2.2 provides a general

overview of sports video indexing, reviewing the current state of the art. There is

specific focus on football video indexing, highlighting the limitations within this field.

Following on from this, section 2.3 discusses the motivation behind the thesis, and

how the problems of structure segmentation and classification, and event detection are

addressed. The chapter is summarised in section 2.4.

2.2 Sports Video Indexing

This section provides an overview of sports based indexing. First the methods for iden-

tifying sport sequences are discussed, before focusing upon on specific research into

sporting sub-domains, such as American Football (Chang et al. (1996), Intille (1997)

Babaguchi et al. (2002)), Baseball (Rui et al. (2000)), Basketball (Nepal et al. (2001)),

Motorcar Racing (Petkovic et al. (2002)), Tennis (Sudhir et al. (1998)), Olympic sports

events (Assfalg et al. (2002)), and Football (Assfalg et al. (2003), Gong et al. (1995),

Xie et al. (2002)). In the following sections, these works are studied in more detail.

2.2.1 General Sport

Kobla et al. (2000) implemented a genre detection algorithm for identifying sports

video. A decision tree-based classifier system detected video files that contain sport

sequences using features such as superimposed graphics, detection of slow motion and

camera motion traits, related to sport. The authors assume slow motion replays are

signified by a series of virtually similar sequential frames, that create the effect of slow

motion. The algorithm was 93% accurate in labelling sports clips from non-sports

clips.

Detection of slow motion is also a useful indicator for the recognition of exciting high-

lights (Pan et al. (2002)). The content of slow motion replays is normally an exciting

event, displayed from a number of camera angles. These replays are shown after an

event takes place or as part of an analysis section during breaks in the sport. Replays
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are detected by modelling the broadcast patterns that usually occur in Sports broad-

casts that indicate a highlight replay, which can be used for summarisation. Highlight

replays are assumed to contain exciting incidents. These sequences are modelled by

a Hidden Markov model, which identifies patterns in the visual stream such as high

visual similarities between frames and gradual transition editing effects. Another im-

portant clue is the recognition of logos which signify a slow motion replay. This could

be a logo for the broadcast channel, show or sporting event. 94% of the slow motion

replays were detected across a large data set, but with only an accuracy of 2.1%. Cited

as one of the downfalls of the system was the reliance of a broadcast logo appearing

during the slow motion replay. Reliance of this logo feature does place doubts on how

portable the algorithm would be across various TV shows and channels.

2.2.2 Olympic Sports Categorisation

Assfalg et al. (2002) implemented a genre detection algorithm, classifying sub-genres

of sport, specifically various Olympic sporting events. Visual information was ex-

tracted from keyframes selected from 10 sports sequences, including swimming, judo

and athletics. For each sport, the keyframes were first classified into one of three

classes; “crowd”, “ player” or “ playfield” using edge and colour features. These cate-

gories are related to the different shot types found in sport sequences. The main camera

shot focuses on the playing field (or court) where the sport takes place. The remaining

two shot types are player close ups and crowd close ups.

The keyframe colour distribution, the edge distribution and orientation were all used

to discriminate between various shot types within a Neural Network classifier. For

example, playing field shots were considered to have long lines and edges, with large

regions of colour associated with the playing surface. Player shots would have smaller

regions of colour that represent the player with more edges, while audience shots would

contain a lot of texture and many small edges. The neural network classifier was trained

and tested on 400 keyframes taken from a single Olympic competition. The classifier

was then evaluated on 200 more keyframes, labelling 80% of the “crowd” shots, 84%

“player” shots and 92% of the “playfield” correctly.

Again using a Neural Network, the keyframes were then classified into their appropri-
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ate sport category with a varying degree of success. Only 37% of the javelin keyframes

were labelled correctly, while 88% of all track keyframes were identified. Using only

the playfield keyframes, the accuracy increased, with the worst group again being

javelin with 58%. Swimming (96%) and high diving (97%) were the most accurate

classes.

It would be of interest to evaluate how effective the sub-genre detector would be using

other sport categories or from a different Olympics. The currently selected sports each

have a very distinctive playing surface. For example, soccer is played on a green grass

pitch, track events take place on a red synthetic track shaped in an oval, swimming a

blue pool and a judo competition is fought on white to yellow soft mats. How powerful

this approach would be in discriminating between sports played on very similar playing

fields (e.g. soccer, American football and rugby) would be questionable. A further

layer that modelled the distinctive lines found on each court (Sudhir et al. (1998),

Gong et al. (1995)), instead of utilising edge and line features in a simplistic way,

could improve results.

2.2.3 American Football

American football is a stop and start sport, where each game is divided into individual

plays. The attacking team will have 4 attempts to advance 10 yards, each attempt is

one play. At the beginning of each attempt, both teams will line up either side of the

ball, where lines on the pitch, help identify, how far the team is away from the next

ten yards. The overall goal is to reach the opposing End-Zone, (the last ten yards in

the opponents half). To identify scoring events, Chang et al. (1996) use a combination

of, pitch location, keywords and crowd cheering. Keywords include “touchdown”,

which are identified by utilising a simple template matching procedure. Incoming

audio sequences were matched against these stored keyword templates generated for a

set of pre-determined keywords, associated with scoring.

To improve event detection, Chang et al. (1996) also detected specific playing surface

markings associated with the End-Zone and a simplistic crowd cheering recogniser

(described in further detail in Chapter 10). The End-Zone was detected using edge

detection and pixel linking techniques, to identify lines attributed to the zone. A small
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data set was used to evaluate the performance of these features, detecting 4 out of 5

scoring events using key word detection alone, with 3 false alarms. Combining both

keyword spotting and crowd cheering detection, the same number of events were de-

tected but with only 1 false detection. With the inclusion of the End-Zone recognition

feature, the same number of scoring events were picked up but with no false alarms. It

would be difficult to measure the effectiveness of this approach, especially employing

simple audio and visual statistics from the video file, given the very limited data set

size. Little information was supplied about the data set itself, or if the same data was

used for both algorithm training and evaluation.

Babaguchi et al. (2002) also detected scoring events based on keyword spotting. In-

stead of transcribing speech, keywords were identified in the text stream that accom-

panies some video files. Video sequences were segmented into shots and then labelled

as containing important events, if they were time aligned, with a keyword detected in

the closed caption stream2, such as ‘touchdown’. The disadvantage with this approach

is the availability of closed caption text. For many programmes, closed caption text is

not available, especially for live programmes that require speech to be manually tran-

scribed as it is spoken, which is an expensive and skilled task. Commentators also fre-

quently use keywords such as “touchdown” in regular conversation or when analysing

previous events. However, this information integrated into an event detection system,

similar to Chang et al. (1996) would be a potent event detection tool. As automatic

speech recognisers improve, this type of information source will also be more readily

available.

Intille (1997) implemented a player tracking system for American football sequences

in a closed world environment. The goal of the system was to create a play book

for coaching and sport management purposes. Player tracking was on a single static

camera. This was important so that the pitch markings could be used as a reference

point for both player tracking and player location. Due to the stop and start nature of

American football, the initial location of players can be identified during the start of

each play, by creating a model of the overall playing surface. This model recognised

the markings on the pitch such as each 10 yard lines, and the associated yard numbers.

2A textual stream accompanied by TV programmes in America and Japan, used to display subtitles
for the hard of hearing. Speech is manually transcribed to text either before broadcast, or manually on
the fly for live shows.
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2.2.4 Baseball

A baseball match does not have a set time limit and can therefore span a large number

of hours. Each baseball team has 9 innings to bat, where the attacking team has three

outs per innings. An out occurs when a batter misses three pitches or is caught after

striking the ball. Once the batter hits the ball, the aim is to run around the diamond

touching the 4 bases, the 4th being the home base. Once this home base is reached, a

run is given to the attacking team. The team with the most runs is the winner.

Rui et al. (2000) summarise baseball matches by compressing the video file into a se-

quence of highlight clips. This is achieved by fusing a number of information sources

together. The first information source being the sound of a baseball bat striking a ball,

which marks the beginning of an action sequence. This event is detected using tem-

plate matching (a stored representation of the sound). Periods of excited commentator

speech were also recognised (see Chapter 10) using frequency-based audio features

modelled by a Support Vector Machine (SVM) classifier, where excited speech can be

assumed to be correlated to exciting moments in the game.

Probabilistic fusion was applied to combine the two outputs for baseball hit detection

and excited speech, deciding which sequences were to be labelled as a highlight or

not. 49 out of 66 clips were correctly identified, however there was no indication of

the precision of this algorithm. i.e. whether the algorithm detected a high level of false

events. This algorithm is useful for detecting events where the ball is hit, mapping the

starting location of each. The further level of commentator emotion can filter what

events could be considered exciting. However, a large part of a baseball match is the

battle between the pitcher and batter. If a batter is “struck out”, this exciting event

would be missed.

2.2.5 Basketball

Basketball is a high tempo, high scoring sport. The turnover from attack to defense

is constant, where the aim is to shoot the ball through the opposing teams basket.

Two points are awarded if the attacker shoots inside a semi-circle zone starting from

underneath the basket. Three points are awarded for scoring attempts outside this zone.

Again the aim is to score more points than the opposing team. Nepal et al. (2001) define
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a set of 5 heuristic rules to detect these scoring events in basketball sequences. This

is achieved by crowd cheering recognition, detecting superimposed ‘score’ graphics

overlayed on the video sequence and a change in play detector. It can be assumed that

the crowd react to scoring events by cheering. resulting in an increase in ‘loudness’

in the audio stream. If the audio stream is louder than a threshold, a crowd cheering

sequence is flagged. Thresholding the ‘loudness’ of an audio stream is not a good

discriminator between sound events such as crowd cheering, music and speech, as

illustrated in later chapters.

Recognising on-screen scoring updates can be achieved by detecting on-screen super-

imposed graphics. Coefficients found in the MPEG-1 stream which represent ‘sharp

edges’ associated with graphic overlays are detected. A change in play recogniser

is also used to determine the start and end of each attack, called a turnover. This is

detected by recognising a change in camera movement using the MPEG-1 motion vec-

tors. A change in play is assumed to be associated with a switch from the camera

panning left to right or vice versa.

These features are combined using a set of rules, such as a goal segment will occur

“three seconds surrounding a crowd cheer” and also “10 seconds surrounding a su-

perimposed display of the score graphic”. Two video clips were used to evaluate the

approach, where it was found that combing the play change detector with either crowd

cheering or score graphics detection, was the most effective algorithm. This achieved

88% recall for both video sequences.

From structure based segmentation and classification algorithms for news video (Browne

et al. (2003)), ad hoc rules were found to be too rigid when applied to video indexing.

The rules did not generalise well across a more varied test collection. The basketball

event detection algorithm by Nepal et al. (2001), was only evaluated across a small test

collection. It would be of interest to see how robust these ad hoc rules would be across

a larger number of basketball sequences, rather than those sequences where the rules

were defined. A further comparison against alternative techniques would also validate

the accuracy of the algorithm.
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2.2.6 Tennis

Sudhir et al. (1998) detect the court lines and the player locations to segment and

label tennis sequences into six categories including “baseline-rally” and “serve and

volley”. For tennis, action sequences are filmed by a single fixed camera position,

which is centred on the entire playing surface. After the end of each action sequence,

the director will switch to different shot types that replay the sequence across various

angles as well as displaying player and crowd close up shots. These action sequences

are first segmented and classified by detecting the tennis court, which is only in view

during this main camera shot. A simple line detection algorithm extracts the lines from

each keyframe and is then compared to a predefined geometry model of a tennis court.

If the lines extracted from the keyframe match the model, the shot was labelled as an

action sequence.

Object tracking was then used to label these action sequences into one of six categories

(e.g. “baseline-rally”). During a tennis rally there are two dominant moving objects,

that of the players. By locating the player objects in relation to the court lines, the

rally type can be determined. For example, if both players are found along the baseline

during the entire rally, this would be labelled as “baseline-rally” point. This appears

to be a powerful indexing approach for summarising tennis sequences, however, there

was no overall evaluation on the system.

2.2.7 Formula One

Petkovic et al. (2002) detect exciting moments in Formula-1 grand prix motorcar races

for automatic highlights summarisation. Multi-modal information, such as commen-

tator excitement, keyword spotting in the commentary track, and the annotation of

superimposed graphics that contained driver and lap data, were all used to summarise

races. Another clue used was the detection of a high proportion of dust which indicated

“burn outs”. That is when a car slides off the track, usually resulting in driver retire-

ment from the race. To fuse these information sources together, a Dynamic Bayesian

Network (DBN) is used.

To evaluate the summarisation algorithm, a test collection of three races was used com-

paring DBNs fusing various feature combinations. A DBN with audio alone, correctly
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found 80% of those sequences containing commentator excitement, with the precision

of the DBN being 50%. These commentator excitement events covered 50% of all ex-

citing events. Integrating the remaining information sources, over 80% of all exciting

events were detected, although no information was provided about the precision of the

algorithm.

2.2.8 Football Video Indexing

Research into indexing techniques for football video has included player tracking,

playing surface classification, camera shot classification and crowd cheering recog-

nition. The aim of all these approaches are to locate interesting events that can then

be used for summarisation. The following sections provide an overview of relevant

research for each technique.

2.2.8.1 Player Tracking

Automatic player tracking would be advantageous for both event detection and the au-

tomatic generation of coaching systems (Dartfish (2004)). Team formations and player

movement can be interactively displayed allowing for the analysis of team performance

for future tactics. Specific passing movements or player skills can also be searched by

querying automatically indexed sequences for similar player or team movements. Cur-

rently sports management and coaching systems such as Dartfish (2004) manually in-

dex video. Intille (1997) have made an attempt to automate this process for American

football sequences. However the problem of player tracking particulary on produced

video containing multiple shots is hard. And for the problem of sports coaching, other

solutions such as placing GPS (Global Positioning System) devices on players may be

a more realistic but expensive solution. But tracking player movement is a useful tool

for labelling and summarising important events. Locating the player’s position and

movement can help indicate what type of event has taken place. For example, Yow

et al. (1995) generated image mosaics to display action sequences inside one image.

The proposed mosaic assists visualisation of scoring events, where the movement of

each player and the ball is displayed on the image. How efficient the presentation of a

single image mosaic is, when compared to viewing the 10 second sequence instead is
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debateable. There was no quantitative results presented to indicate the value or accu-

racy of this technique. However tracking the motion of both the players and the ball is

an important step for detecting important events and summarising player movement.

If an opposing player and the ball are closer to the goal posts, then the probability of

an important event occurring increases. Seo et al. (1997) developed a simple player

tracking scheme by recognising peaks in the colour histogram associated with player

uniforms. The location of these peaks were then mapped backed to the original image,

identifying the location of each player. A template matching scheme was applied for

the actual player tracking, where the location and movement of players was related

back to a model of the playing surface. Again, no quantitative results were presented

to determine how accurate the algorithm was.

2.2.8.2 Playing Surface Classification

Another important indexing tool is to classify different areas of the pitch. IT is im-

portant to determine where the main camera is currently focusing (Gong et al. (1995),

Assfalg et al. (2003)). If an algorithm can determine pitch location, it can also de-

termine the probability of scoring opportunities. Gong et al. (1995) divided the pitch

into zones containing different pitch markings, such as the corner flag, 18 yard box

and centre circle. Keyframes taken from a single football sequence were then labelled

into one of eight classes, each a specific location on the playing surface. To classify the

pitch location in each keyframe, image processing techniques such as edge and line de-

tection were applied to extract potential playing surface markings. A geometry model

of the pitch was used to determine the whereabouts of the camera position using these

image features, where lines were matched to the known pitch markings in the model.

A test collection of approximately 120 keyframes was used to evaluate the algorithm

(Gong et al. (1995)). Overall there was a high degree of accuracy across all pitch

locations (averaging over 90%), although the keyframes were taken from the same

football game. It would be difficult to predict how accurate this algorithm would be

across other games where there would be variations in pitch quality, camera location,

light and the weather. These factors effect the algorithm performance, and should be

considered.
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Assfalg et al. (2003) also classify the playing surface as part of an event detection and

labelling system. The playing surface was first divided into 6 zones for one half of

the pitch, 12 zones overall. A play field shape descriptors are then applied to detect

the pitch location using features such as the current lines, line orientation, if the corner

of the pitch is in view, and the size of the (grass) pitch. To do so, both the ratio of

grass pixels and the number of edges and edge orientation were extracted from each

keyframe. Edge orientation bins were used to calculate the number of horizontal and

vertical lines that could represent pitch markings. A Bayes classifier was then used to

classify new keyframes into one of the 12 zones.

Locating the current playfield position was an important part of an overall event detec-

tion algorithm (Assfalg et al. (2003)). A Finite State Machine (FSM) then modelled the

playfield location information with further features such as camera and player location,

for classification of specific highlight sequences found during a match. For example,

a change in camera direction, in relation to the current pitch and player location, can

be an indicator of a turnover from defense to attack. To measure the algorithm, shot

sequences were labelled into several classes, such as an attack on goal, a shot on goal,

a turnover or a freekick. The test collection was approximately 100 sequences taken

from 15 games. There were six classes overall and each new sequence was labelled

using the FSM classifier. The system achieved a high degree of classification accuracy,

over 90% for all new sequences, across each category.

Assfalg et al. (2003) also focused on classification of freekick type in order to differ-

entiate between penalty, corner kick or freekick’s outside the penalty box, where these

freekick types would be considered important events during a football match. Approx-

imately 60 sequences were labelled into one of the three categories, again using a FSM

classifier, with over 95% accuracy, but both experiments did not indicate whether the

training and test sets were the same. For example, if the test set was the same as the

training set for the FSM classifiers then this could result in high classification accuracy

that would not be transferable to new matches.

2.2.8.3 Camera Type Classification

As illustrated by Assfalg et al. (2003), classifying the pitch location is an important in-

dicator for event type and importance. Another important clue is labelling the different
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Figure 2.1: Example of shot types. The top left shot is the main or long shot, where this

camera angle tracks the movement of the ball. The bottom left camera angle is called

a medium shot. This also displays the action but at a closer range. The remaining two

shots are examples of close ups.

shots types found during the game sequence. Figure 2.1 is an illustration of the typical

camera shots found in this segment. Shot types can be grouped into a few main cat-

egories; the main camera angle, medium shots of the game from different angles and

close ups of the players, fans or coaches. Detection of the main camera shot is impor-

tant for extracting information such as pitch location and player tracking. For example,

algorithms used by Assfalg et al. (2003), Seo et al. (1997), Gong et al. (1995) and Yow

et al. (1995) all rely on the main camera angle being detected. Algorithm accuracy

would decrease if there were shot sequences containing medium or close up shots, in

the test collections.

Research by Ekin et al. (2003) and Xie et al. (2002) attempt to detect these camera

angles. Xie et al. (2002) classify football sequences into two states; ‘Play’ and ‘Break.

The ‘Play’ segments correspond to both the main camera and medium shots, where

all the action sequences take place. The ‘Break’ segments correspond to player and

crowd close up shots, which normally occur when there is a stoppage in the match.
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Segmentation and classification of these segments is achieved by using two low level

descriptors; shot activity and grass pixel ratio (first outlined in Xu et al. (2001)). These

features are modelled by a collection of simple 2 to 3 state HMMs. 80% of both

‘Play’ and ‘Break’ segments are classified correctly across four game sequences (this

algorithm is described in further detail later).

Xie et al. (2002) quote that their algorithm is distinctive to that of other work because

“typically no more than 60% content corresponds to play”, in a football sequence.

Detecting the ‘Play’ segments can allow football video files to be compressed by dis-

playing only these ‘Play’ sequences. This however contradicts the description of a

perfect game, as highlighted by Hornby (2000) (see Chapter 3). Hornby indicated that

not everything which is interesting occurs during the ‘Play’ segments. Referee deci-

sions occur during stoppages or ‘Breaks’. Therefore compression of the match is not

necessarily a good thing without analysing both ‘Play’ and ‘Break’ segments together

for interesting content.

Classifying shot types can also be used for event detection. In an attempt to index

not only goals but other exciting events, such as action in and around the penalty box.

Ekin et al. (2003) define a set of heuristic rules based on recognising patterns found

in colour vision features associated with events. After shot segmentation, shots are

labelled into relevant classes; the main camera shot, player “medium” or “closeup”

shots, and “closeups” of the crowd or coach. Both a grass pixel ratio and an object

detection sensor, along with heuristics are used to classify these shots.

First keyframes that contain a high ratio of grass pixel decided against a predefined

threshold, are automatically labelled as a main shot of the pitch. The grass colour

identification is performed in the HSV space. Grass is said to occupy 65-85 degrees

HUE (Ekin et al. (2003)). If the shot does not contain a high ratio of grass pixels, it

proceeds into the object detection stage. Keyframes with a small number of detected

objects and grass pixels are labelled as ‘medium’ shots of players. The remaining shots

are grouped as ‘close ups’ of the audience or crowd. To evaluate the algorithm, 184

keyframes from each class were taken from a collection of shots from three games, with

an overall accuracy of 89% using object and grass pixel features, a 13% improvement

over applying the grass ratio measure on its own.

After classifying shot type, goal events and close up sequences of the referee are found
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(Ekin et al. (2003)). By identifying shots containing the referee, moments when a

yellow or red card is shown can be found. The authors work under the assumption that

the referee wears a unique uniform compared to the opposing players. This assumption

dose not hold entirely, as both goalkeepers are likely to have unique that is both bright

and distinctive, also. Heuristics are again used to find the referee sequences in medium

shots based on this unique ‘uniform’ assumption. A medium shot containing colour

objects, not associated with the outfield player uniforms or grass pixels, is assumed to

be that of the referee. 16 out of 19 appearances of the referee were detected. It was not

mentioned whether the test collection contained keyframes of the goalkeepers, who

also wear differing uniforms to the outfield players.

Goal events were found again using heuristic rules (Ekin et al. (2003)). First the lo-

cation of the main camera is determined using a penalty box detector. The hough

transformation was applied to detect the three parallel lines of the penalty box. Then

rules based on football video production are used to determine if a scoring event has

occurred. For example, after a goal event, it is common for both slow motion replays,

that were manually detected, and “closeup” shots of players and the crowd celebrating

to directly follow the event. These sequences will then be followed by a main shot of

the game commencing again. Goals are flagged if this sequence is followed, where the

algorithm detected 27 out of 30 goals from 15 test sequences, with 45.8% precision.

2.2.8.4 Crowd Cheering

At many sporting events, and in particular football matches, the crowd react to exciting

events by vocally cheering. Baillie & Jose (2003) developed a set of statistical classi-

fiers that identify segments of audio that correspond to crowd cheering, for the purpose

of event detection. The audio track was first divided into overlapping sequential seg-

ments, and then each segment was classified into one of seven pattern classes, using

a maximum likelihood decision process. An “event window” filter then identified the

location of key events.

Xiong et al. (2003a) followed a similar method, although the audio track was manu-

ally segmented instead. Audio sequences were classified into crowd cheering, speech

and music groups, using a set of statistical models. Events were again assumed to be

correlated to crowd cheering. However, Xiong et al. (2003a) ignored the audio similar-



Chapter 2. Sports Video Indexing 25

ities of other sounds such as crowd singing, not so directly correlated to key incidents,

resulting in a number of falsely detected events. Baillie & Jose (2003) identified that

the accuracy of event detection can be affected by poor discrimination, between crowd

cheering and other sounds, however, this algorithm also suffered from the same prob-

lem.

For both Baillie & Jose (2003) and Xiong et al. (2003a), an in depth investigation

into the application of the statistical models applied, was minimal. A particular short-

coming of the models applied by Xiong et al. (2003a), where that each model shared

similar parameters even when the content differed in structure. As part of this thesis,

this issue is investigated in more detail (Chapter 8).

Both algorithms were similar to event detection algorithms by Chang et al. (1996)

for American football and Nepal et al. (2001) for basketball, although more complex

audio feature sets were employed. Instead of applying heuristic rules, both Baillie

& Jose (2003) and Xiong et al. (2003b) applied statistical representations of known

crowd cheering to recognise key event locations. There has been no direct comparison

between ad hoc and statistical modelling approaches, for audio-based event detection.

However, for other video indexing problems, such as news story segmentation, statis-

tical models have been found to be more robust to the varying nature of video (see

Appendix C for more details).

2.2.9 Discussion

Research into sports video indexing in general, has concentrated on a small number

of problems, such as the detection of sports video, sub-genre detection3, and event

detection. Genre detection is advantageous for labelling video, while event detection

is beneficial for instant summarisation and generation of automatic replays. From

reviewing the current state of the art, there appeared to be minimal investigation into

the problem of structure segmentation and classification. This process is important for

mapping video content, providing an instant overview in a similar fashion to the table

of contents for a book.
3Both these problems come under the banner of genre detection, see Appendix C for more details

about this problem for general video.
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For the many sports video indexing algorithms, it was apparent that domain knowl-

edge can assist accuracy. For example, knowledge of both the rules and production

values of a sport can assist the development of indexing algorithms. An illustration,

is the recognition of pitch markings for detecting key events. The closer the action

is to scoring areas on the playing surface, the higher the possibility of a score event

occurring. However, from reviewing the related work, a limitation of current research

showed that domain knowledge was under used (Ekin et al. (2003), Xie et al. (2002)).

A more in depth analysis of both the production of sports video, and the rules for each

sport would be advantageous for indexing development.

Audio, visual and motion features are prominently used as information sources for

sports video indexing. The application of audio, especially for the problem of event

detection is simplistic (Chang et al. (1996), Nepal et al. (2001)). In other domains

such as news, audio has been identified as a highly descriptive information source (see

Appendix C). For sport, audio is an important clue for event detection, where the

crowd and commentators react excitedly to important events. Many applications apply

simplistic audio feature sets in an ad hoc manner (Chang et al. (1996), Nepal et al.

(2001)), instead of maximising audio as in other video domains or research fields, such

as automatic speech recognition (Rabiner & Juang (1993)). Given that the application

of audio has been successful for other video domains, a more in depth investigation in

suitable audio feature set, is planned in Chapter 5.

Ad hoc rules and statistical models are applied for detecting key events in sport. For

other video domains such as news and film, statistical models have been shown to be

more effective than applying heuristics, particulary given the varying nature of video.

Heuristic rules do not generalise well to these variations (Appendix C provides a more

in depth review). For the problem of event detection a number of statistical models

have been applied, for representing audio patterns. These frameworks include the Sup-

port Vector Machine, the Gaussian Mixture Model (both Rui et al. (2000)) and the

Hidden Markov Model (Baillie & Jose (2003), Xiong et al. (2003b)). There has been

little investigation into the suitability of such frameworks applied to event detection,

analysis of the important issues applying statistical models, and a comparison of such

frameworks across a large test collection.
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2.3 Thesis Motivation

From reviewing the related research into sports video indexing, three problems were

identified: a lack of domain understanding, structure segmentation and classification,

and event detection. These problems are the motivation behind this thesis and are

discussed in the following sections.

2.3.1 Domain Knowledge

The utilisation of domain knowledge is important for domain specific indexing algo-

rithms. However, current research into sports video indexing did not maximise the

advantages of domain knowledge. There is a current limitation and in-depth investiga-

tion into specific sports domains, resulting in a lack of understanding for domains such

as football video. This has resulted in the generation of sub-optimal algorithms (Ekin

et al. (2003), Yow et al. (1995), Xie et al. (2002), Xiong et al. (2003b)). Effective in-

dexing tools will only be generated once there is an in-depth understanding about both

the rules and the production of sporting events. Clues gathered from both the rules

and video production are important for automatic annotation. News video is one par-

ticular example, where an understanding of this domain has assisted the development

of effective story segmentation algorithms (Eickeler & Muller (1999), Chaisorn et al.

(2003)).

2.3.1.1 Proposed Solution

To address this problem, in this thesis the content structures found in football video are

investigated both manually (Chapter 3) and with data mining techniques (Chapter 7),

before the development of indexing tools. A specific goal is to develop a video model

for football video that can be used as a guide for algorithm development. By gathering

as much domain knowledge as possible, the relationship between content structures

can be modelled statistically. Hence, for new football videos, these structures can be

automatically recognised.

For the problem of event detection, I also investigated what key events are required

for accurate summaries for football video, in Chapter 3. This also provided an insight
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into the motivation behind why crowd cheering is an important indicator for event

detection.

2.3.2 Structure Segmentation and Classification

At present, there has been no investigation into the problem of structural segmentation

and classification for sports video. Segmentation and classification is the mapping

of each semantic component found in a sports broadcast, such as player interviews,

studio analysis segments and the actual sporting event. This mapping is important for

a variety of reasons, such as providing an instant overview of content, video browsing

and retrieval, as well as the recognition of high level content using domain knowledge.

A general overview of the problem for all video domains is provided in Appendix C.

Mapping a video provides an instant overview of the content to the viewer, similar

to the table of contents found in most books. This mapping of content can allow for

specific segments of interest to be retrieved rather than the entire video, whilst query-

ing content. Segmentation and classification also enables efficient browsing, where a

viewer can skip to areas of interest rather than linearly searching through the video.

Provided with an automatically generated table of contents, the viewer can jump to

points of interest or even skip commercial breaks. Also, the automatic segmentation

and classification of low level semantic structures can reduce both the time and work-

load for manual annotators. Given an automatic overview of the video content, the

logger is provided with reference points to begin annotation (see Appendix K for de-

tails on such a system).

Current research into sports video indexing has focused on identifying patterns in the

specific sport sequences only. These sequences have been manually segmented from

the remaining sections of the video file, where an entire sports broadcast contains other

segmentation structures, other than those, representing the actual sporting event. It

would be advantageous for indexing algorithms focused solely on summarising the

sport, if the segmentation of such sports sequences was automatic, in terms of time

and human involvement. In other words, a preprocessing step before event detection.

The problem of segmentation and classification of content is well researched (but still

an open problem) in other video domains, such as the news and film (see Appendix C
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for further details). A reason for the popularity of this problem for news and film, are

the benefits of mapping video content automatically. Mapping video structure auto-

matically, is also advantageous for developing tools that index higher level concepts.

Classification of each semantic structure can enable domain specific indexing tools

to be enhanced using prior knowledge of this content. For example, algorithms that

classify camera shots (Assfalg et al. (2003), Ekin et al. (2003)) are an important step

for event detection and player tracking. However, these algorithms are only effective

when applied to sequences containing the actual sports sequence. Deploying the algo-

rithm on adverts or sequences filmed inside a studio would be meaningless, and would

generate false errors. Mapping the complete structure in football video files can then

allow for such algorithms to be automatically run on the appropriate sequences. So au-

tomating this process is desirable rather than being dependent on human intervention

through manual segmentation and labelling.

Another important reason for segmenting and classifying each content structure is that

many of these semantic components, other than the Game sequences, will also contain

content important information, which can be indexed. For example, before and after

football game sequences, segments are filmed inside a studio to both introduce the

match and provide a link between advert and game sequences. These studio compo-

nents will also contain match highlights and critical analysis of important events. Both

the replays and match analysis can be a rich source of information for summarisation,

and extracting game or player information.

2.3.2.1 Proposed Solution

The problem of structure segmentation and classification is a challenging research

problem (see Appendix C for further details). Video is a collection of many modalities

such as visual, motion, textual and audio information. Recognising known content,

and the transition between one semantic structure and another within these modalities,

is difficult. To minimise this problem, the thesis concentrates on one modality optimis-

ing the algorithm for audio. Breaking the problem down into a number of achievable

goals will help simplify the problem. Once the algorithm has been optimised for one

modality, the integration of further modalities can be achieved with a higher degree of

accuracy.
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One reason for concentrating on audio as an information source, is that audio is a very

under utilised modality for sports video indexing, in particular football video. Audio

has been found to be a rich information source important for both film and news video.

Changes in audio from one semantic structure to another can be modelled statistically.

Applying simple visual features for structure segmentation and classification, can also

generate more problems than solutions. A simple illustration would be using colour

distributions (Xie et al. (2002)). The green grass pitch that appears both during the

match will also be displayed in other sequences. Figure 2.2 is an example of visually

similar shots from both Game, Studio and Advert sequences.

Another reason for selecting audio to begin with, is low-level visual features such as

grass pixel ratio detectors (Ekin et al. (2003), Xie et al. (2002)) or edge orientation

(Assfalg et al. (2003)) will not always be portable across new football sequences. Fea-

tures such as grass pixel detectors will be affected by changes in colour due to factors

such as light (e.g shadows, day to night, floodlights), weather elements including rain

or snow, or even deterioration of the pitch over the course of a game. It is also common

for the grass pitches to be cut so that complex patterns are visible. Figure 2.2 is a sim-

ple example of a playing surface containing different grass segments. These patterns

could be a problem for line detection or edge algorithms (Gong et al. (1995), Assfalg

et al. (2003)).

There has been little investigation into how these factors could affect accuracy (Assfalg

et al. (2003), Ekin et al. (2003), Xie et al. (2002)). For this reason, attention is focused

on extracting information from the audio stream, with the intension of integrating vi-

sual information in future work. Audio provides a rich, low dimensional alternative to

visual features, already proven to be effective for other video domains (Chaisorn et al.

(2003)).

For this thesis, audio is investigated in depth for segmentation and classification of

structure, found in football video. Suitable feature sets are first identified, for parame-

terising audio in football video. Audio parametrisation is a well researched problem for

speech recognition, there has ,however, been little analysis of suitable representations

for sports video. It is essential to review the state of the art for audio parametrisa-

tion in a variety of related research fields, identifying suitable audio feature sets (see

Chapter 5). Given a candidate set of audio features, these feature sets can be evaluated



Chapter 2. Sports Video Indexing 31

Figure 2.2: This is an illustration of the visually similar information contained in unrelated

semantic units found in football video. These keyframes are taken from the same video

file. Frames from the top row were taken from Game sequences, the middle row from

Studio sequences, and the bottom were taken from Adverts.

formally across content found in football video sequences (Chapter 6).

Audio patterns related to known content can then be statistically modelled allowing

for future video sequences to be labelled automatically. Within this thesis, statistical

models that are suitable for modelling content found in the football audio are analysed.

The main reason for investigating statistical frameworks, is that for related video do-

mains, those segmentation and classification algorithms that applied statistical models

performed better than the more heuristic based techniques (Appendix C). Algorithms

based on heuristic rules are found not to generalise well across different video se-

quences. For example, rules set for one video sequence will not always be appropriate

for another. A degree of flexibility is required in the decision process to account for

expected variability. Statistical modelling is assumed to be a possible solution for rep-

resenting this variation.

As part of this investigation, the important issues surrounding the application of such

models for football video content are also addressed, such as model selection and au-

dio segmentation. These issues are discussed in depth for the problem of structure

segmentation and classification (Chapter 8).
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A final limitation of indexing algorithms for sports video, is the lack of algorithm

comparison across a large test collection. For news video, a large scale test collec-

tion by TREC has been introduced recently to compare story segmentation algorithms

(Smeaton & Over (2003b)). This has provided an insight into which frameworks per-

form best for this domain. To address this issue for football video, a number of sta-

tistical models (and implementations), are compared across the same test collection.

The accuracy of each algorithm is measured identifying the best performing strategy

for segmentation and classification.

2.3.3 Event Detection

The majority of sports video indexing algorithms concentrate on detecting important

events. There are many methods proposed for solving this problem, from player track-

ing (Seo et al. (1997)) to playing surface classification (Assfalg et al. (2003)), to crowd

cheering recognition (Baillie & Jose (2003), Xiong et al. (2003a)). Event detection

is an important step in providing automatic highlight summaries of the key moments

in a football match. Automatic event detection will enable the indexing of these key

moments. This is desirable for automating interactive services for digital TV such as

in game highlights. Logging of key events in these highlight sequences is currently

a manual process. Automating this process will enable generation of highlight sum-

maries, minimising human involvement.

By detecting events, video that is recorded to disc can be indexed automatically allow-

ing for more efficient content browsing, and content querying. Users interested solely

on important events would be able to locate goal or scoring events. This is beneficial

for a variety of applications such as home set top devices (SKY+ (2003), TiVo Inc.

(2003)), and sports coaching software (Dartfish (2004)).

2.3.3.1 Proposed Solution

By first concentrating on audio as an information source, the problem of event detec-

tion for football video is addressed, within this thesis. This is similar to the problem

of segmentation and classification. The event detection algorithm is optimised for au-

dio first, before concentrating on the integration of other modalities. Again audio is
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believed to be a rich, low dimensional information source, which has been utilised in

a variety of problem areas, such as speech recognition and audio content classification

(see Chapter 5). The same reasons outlined for selecting audio first for segmentation

and classification, also apply for the problem of event detection.

The audio stream of football video also contains a very important information source

for event detection is human reaction to an exciting event. The crowd and the com-

mentator react to exciting events, with the crowd cheering, and the commentator(s)

becoming vocally more excitable. For other sports such as American football (Chang

et al. (1996)), baseball (Rui et al. (2000)) and basketball (Nepal et al. (2001)), audio has

been employed to detect events. Recently this has been applied to football video (Bail-

lie & Jose (2003), Xiong et al. (2003a)). However, there has been little investigation

into the various similarity in sound classes not related to commentator excitement and

crowd cheering. This limitation is addressed, using the results from both the manual

and automatic analysis of football content (see Chapter 10).

Important patterns for event detection are also statistically modelled. Related research

for audio-based event detection such as Chang et al. (1996) and Nepal et al. (2001)

rely on simple heuristic rules on simple audio features. These algorithms are not ro-

bust to other environmental sounds unrelated to crowd cheering. Applying heuristic

rules have also been shown through experimentation, not to generalise well for other

video domains when directly compared to systems employing statistical frameworks

(Appendix C.4.3).

Recently audio-based event detection algorithms for sport (Baillie & Jose (2003), Rui

et al. (2000), Xiong et al. (2003a)) have utilised statistical models successfully. How-

ever, these models are not necessarily implemented in a optimal way. One particular

problem is how the audio track is segmented. There has also been little analysis for

segmenting audio in sports sequences effectively. A number of strategies are investi-

gated for segmenting the audio stream in difficult game sequence (Chapter 10).

It would also appear that statistical model frameworks in the sports domain, and in

Video Retrieval in general, are very much applied in an ad hoc manner (Rui et al.

(2000) and Xiong et al. (2003a)). There has been little investigation into what type

of modelling framework would be appropriate for each information source, as well

as any large scale comparison between modelling frameworks. There has also been
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minimal research into model and parameter selection. Therefore, in Chapter 10 sta-

tistical models for event detection are analysed in further detail, and in particular the

implementation issues surrounding such algorithms.

2.4 Chapter Summary

A summary of the main thesis objectives are:

• to develop a robust segmentation and classification that can automatically map

the content contained in football video,

• to automatically detect key events in football sequences that can enable match

summarisation.

In order to achieve these aims, a number of steps were outlined:

• to generate a large test collection for football video.

• to first investigate, through manual inspection and automatic content analysis,

the main structures and content found in football video. Part of this task will be

to identify domain knowledge that can be utilised to assist indexing algorithms.

There will be specific concentration on important information contained in the

audio track of football video.

• to identify and then formally evaluate what feature set representations are suit-

able for parameterising football audio.

• to investigate which statistical models would represent known content identified

in the audio track, for future classification of new video files.

• to identify the important issues surrounding the application of such statistical

frameworks and the relevant steps that should be taken. These issues include

model design, selection and application.

• to formally compare a number of algorithms over the test collection (for both

problems). This will provide an insight into what techniques are the most accu-

rate.



Chapter 3

Football Domain Knowledge

3.1 Introduction

Domain knowledge is important for the generation of effective video indexing tools,

where prior knowledge of content can be utilised for indexing video sequences. The

accuracy of indexing algorithms can be improved by applying clues identified from

both the video production process, and the rules of the sport. An in depth understanding

of the domain can also aid the development of more robust algorithms, as highlighted

in related research from other genre, such as News and Film (see Appendix C for more

details).

The following sections report a manual investigation into the sub-domain of football

video. A brief guide to the rules of football are first described, in section 3.2, present-

ing an insight into the sport. A limitation in the field of sports video indexing is the

availability a standardised test collection for comparing algorithms. At present such a

collection does not exist. As a result of this limitation, a large collection of football

video was generated for algorithm development, allowing for algorithm evaluation.

This test collection is described in further detail in section 3.3. The test collection is

then investigated, recording the main structures and production clues found in football

video. The findings from this study, are outlined in this section. Provided with the

overall findings of the study into football video, a topology model of a typical video

sequence is then defined, in section 3.4. Particular attention is given to which high-

lights are required for a complete summary of a football match, in section 3.5. This

35
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Figure 3.1: The markings on a football pitch.

served as a guide for developing an effective event detection algorithm. The chapter is

summarised in section 3.6

3.2 The Rules of Football

The rules and regulations for a football game have a major influence on how a live

match is broadcasted (FIFA (2003)). These rules also provide useful clues that can

assist automatic annotation and indexing algorithms. For example, Figure 3.1 is a

typical example of a football pitch where it can be seen that the rectangular grass pitch

contains distinct markings. A common visual indexing tool is to detect these markings

for recognising player or camera location, an important indicator to the whereabouts

of the action, at any one time, during a football sequence (Assfalg et al. (2003), Gong

et al. (1995), Ekin et al. (2003)).

These markings include the centre line and centre spot, that are surrounded by a circle.

In either half of the pitch there is an 18 yard box, also called the penalty box. Inside

the penalty box is a 6 yard box, originally used as a guideline for the goalkeeper during

penalty kicks, or for taking a goal kick. A penalty is taken from the penalty spot, 12

yards from the centre of the goalposts. The goal posts are found on the ‘touch line’

in the centre of the 6 yard box. The height and distance of the goalposts are again

specific.
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For a football match, the 2 competing teams are each made up of 11 players, 1 goal-

keeper and 10 outfield players. The goalkeeper wears a different colour uniform from

the outfield players in his or her team. The uniforms of both teams are not allowed

to be similar; hence a team has both a home and away uniform. The visiting team

normally wears their away uniform if there is a clash of colours. Detecting players and

uniforms is an important and very much active research area (Yow et al. (1995), Seo

et al. (1997), Assfalg et al. (2003) Ekin et al. (2003)).

A game is umpired by a referee and two assistant linesmen who also wear distinctive

uniforms. Traditionally the uniform is all black but recently uniforms include bright

yellow or green, dependent on the opposing team’s colours. The referee has the au-

thority to caution (yellow card) or dismiss (red card) players. A player is allowed one

caution during the game, a second would result in a dismissal from the rest of the

match. A caution can be a result of a foul such as an illegal tackle, a handball, etc.

Detection of the referee is an important method of identifying cautions (Ekin et al.

(2003)).

A foul outside the penalty box results in a freekick for the opposition. The closer the

foul is to the penalty box, the better the scoring opportunity. A foul inside the penalty

box results in a penalty kick, a free kick at goal from the penalty spot. If the ball goes

out of play from the bye-line, the result is either a corner kick for the attacking team

or a bye-kick. A bye-kick is when the defending team have a free kick from their six

yard box. A corner kick is taken at the corner of the bye-line and touchline. If the

ball crosses the touchline, a ‘throw in’ is taken by a member of the opposing team.

Freekicks are an important event in football matches and classifying specific freekick

types is an active research area (Assfalg et al. (2003)).

The aim of a football game is to score goals, and the winning team is obviously the

team that scores the most goals. That is when the ball crosses the bye-line (see Fig-

ure 3.1), in between the goal posts (often called the goal-line). If the score is level after

90 minutes, the game is drawn, unless the match is during a ‘cup’ competition. The

duration of a match is approximately two 45 minute halves, give or take a few minutes,

added on for stoppages. Normally, for ‘cup’ matches, the game proceeds into a further

two 15 minute halves, known as ‘extra time’ in the case of a draw. If the game is still

tied after extra time, the game proceeds to a penalty shoot out, where each team is
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allowed 5 penalties each, to decide the match. For a more concise version of the rules

please refer to FIFA (2003).

3.3 Football Domain

In this section, the details and findings of a small experiment are provided for manu-

ally investigating a collection of football videos. As of yet, there are no standardised

test collections for sports video, the only existing large scale test collection is for the

news video domain (Smeaton & Over (2003b)). Therefore, the first important step for

evaluating assumptions, and gathering domain knowledge, is to generate a large col-

lection of football videos. This collection is manually inspected, noting the common

structures and production clues that could be used to solve the two indexing problems

this thesis addresses: structure segmentation and classification, and event detection.

Using these findings, the test collection is then annotated manually.

3.3.1 Test Collection

In order to develop and evaluate indexing tools, a test collection of over 48 games

from the 2002 FIFA World Cup Football competition were captured. Each match was

recorded and then digitally stored on disc using the MPEG-1 compression format (see

Appendix B for details on MPEG-1). A schedular, similar to a home video recorder

was used to capture the games. The files were taken from two British Digital Broadcast

channels, one containing commercial breaks (ITV1) and the other not (BBC1). The

overall length for each video file ranged from 2 to 3 hours in length. As a result, each

video file contained programmes that were not part of the broadcasted football match.

Also, the start or end of the broadcast was sometimes missed. The official match report

for each match was also stored. These contained game facts and statistics taken from

the official FIFA site (FIFA (2002)).

Using this test collection, the files were then manually inspected recording any useful

findings. The overall aim of this task was to identify the various structures found in

football video, and identify any important production clues that could be used in the

development of automated indexing tools.
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3.3.2 Structure of Live Football Videos

Each video file in the test collection was inspected locating any useful information,

and noting similar trends that could be employed for indexing. The overall aim is to

gather as much domain knowledge as possible about the test collection. Firstly discov-

ered was that the rules that govern a football match dictate to a large extent the overall

structure of a live televised football match. For example, a typical match consisted of

approximately two ‘45’ minute game sections, separated by a ‘15’ minute studio unit.

These studio units were further broken up by commercial breaks, dependent on sched-

ule constraints or the importance of the match. However, for the matches recorded on

the BBC channel(s) there were no advertisement breaks. The game units were usually

sandwiched between two further studio segments on either side, to introduce and then

wrap up the football match.

In the various semantic units of a broadcast, the audio and visual environment differed

in terms of production, sound quality, background noise, location and other peculiari-

ties including music and sound effects. An example would be the difference in sound

quality of an interview held in a silent studio environment, compared to an interview

recorded inside a noisy football stadium. These clues in production were an important

guide for developing indexing algorithms. The main findings are now presented.

3.3.2.1 Game Sequences

The Game sequences contained the actual match. Such sequences were a mixture of

both speech and vocal crowd reactions, alongside other environmental sounds includ-

ing whistles, drums, clapping, etc. Microphones are strategically placed at pitch level

to recreate this stadium atmosphere for the viewing public. The stadium atmosphere is

then mixed with the commentary track to provide an enriched depiction of the action

unfolding. A typical Game sequence contains one or two commentators, usually based

in the press box inside the stadium. One speaker leads the commentary, describing

the game, while the other summarises. Each commentator is assigned a band-limited

dynamic microphone (see Appendix A for an explanation on dynamic microphones),

specially designed to limit interference from noise and crowd sounds, producing the

best possible audio quality. These microphones are designed to limit the effect of envi-
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ronmental noise within the stadium interfering with capturing the commentary. Special

dynamic microphones also record the stadium atmosphere.

Typically, Game sequences contain many exciting events that the crowd inside the sta-

dium react to by cheering and clapping. Game sequences contain other audio content

such as music played inside the stadium. For international matches, the national an-

them of each team is normally played at the beginning of the match. Music is also

played as part of the goal celebrations for many games. Sections of the crowd may

also play musical instruments, in particular drums, which are used to generate an at-

mosphere inside the stadium.

3.3.2.2 Studio Sequences

The main function of a Studio sequence for a football broadcast is to introduce and

wrap up the match, as well as host an organised discussion and analysis. These units

are normally set inside a controlled soundproof environment to minimise unnecessary

noise that can affect sound quality. For example, each speaker is assigned an isolated

condenser microphone (see Appendix A), tested before the show for ‘optimal’ mixing

levels. Each Studio sequence has a host (or anchor-person) who introduces the pro-

gramme and chairs discussions with expert panellists. These discussions can contain

game analysis or other debates, about various aspects of the match.

The order of each Studio unit dictates content as well. For example, the first Studio

segment introduces the team lineups and any other important information with respect

to the current match. Studio sequences that follow a Game sequence, in particular

the halftime and fulltime Studio sequences also contain highlights and analysis of the

game. This match analysis involves the examination of highlight replays plus debate

on all major incidents.

Studio units also contain many sub-structures such as musical segues, post match in-

terviews and outside reports. These components could be considered independent of

the actual studio sequences, particularly those sequences filmed outside the confines

of the studio. These, are briefly outlined in following sections.
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3.3.2.3 Interview Sequences

There are many types of interview found in a football broadcast. These include an

impromptu ‘pitch side’ interview with a player or coach, a pre game press conference

with a coach, or a player interview staged in a controlled environment such as a stu-

dio set. These interviews can be recognised by changes in sound quality and other

acoustic characteristics. For example, a ‘pitch side’ interview consisted of an inter-

viewer and interviewee sharing a microphone. In order to limit the background noise

the microphone was usually band-limited. As a result of the interviews being held in

busy stadiums, the sound quality would normally be low, containing noise and crowd

sounds.

A press conference interview is again not set in a completely controlled environment.

The recording microphone would normally be placed as close to the interviewee as

possible to reduce the effect of environmental sounds. However, as press conferences

contain many journalists, broadcasters and photographers contesting for attention and

asking questions, the resulting sequence would often contain a lot of background envi-

ronmental noise, such as hushed speech, the sound of cameras clicking, etc.

Studio or prearranged interviews on the other hand contained minimal background

noise. These interviews appeared to be planned and normally set in a controlled en-

vironment. Each speaker would be given an isolated microphone, where the optimal

sound levels for each microphone were probably checked. These steps are taken to

minimise unwanted noise if the interview is pre-recorded. Any eventual unwanted

interference could then be smoothed out using postproduction techniques that can en-

hance the sound quality.

These three main types of interview were grouped into three broad categories; ‘Sta-

dium’, ‘Press Conference’ and ‘Studio’ based from reviewing the test collection.

3.3.2.4 Report Sequences

Report sequences were used to provide details on teams, provide player profiles, or

present current sporting news. These reports were similar to news reports, where one

main reporter would provide a running commentary throughout the piece. These re-

ports were also interspersed with interviews. Reports were normally pre-recorded;
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therefore the sound quality was enhanced. Another feature of reports were that they

often included music or other sound effects to add to the appeal.

3.3.2.5 Musical segues

A musical piece usually accompanied the start and end to a show. These musical pieces

are also known as the opening and closing titles. Music can also be an entertaining

device directors use to grab the audience’s attention. For example, segues that replay

previous game or player highlights were set against a musical soundtrack for greater

impact. These ‘Musical segues’ sometimes contain edited commentary and crowd

atmosphere to add to the piece.

3.3.2.6 Advert Sequences

A ‘45’ minute half in a football match is continuous; hence an advertisement break

can only occur before and after a Game segment and during the half time interval. An

Advert break can be identified by the almost chaotic mixture of highly produced music,

voice and other sound effects that grab the consumer’s attention. A key identifier of

Advert sequences were a series of black frames accompanied by complete silence that

indicated the beginning and end of an advert1.

3.4 Football Video Model

From the in depth study of the test collection, it became apparent that the production

of live football provided a number of clues for automatic video indexing. In particular,

the audio track itself contained a wealth of information that could be utilised. For

example, the transitions from one semantic unit to another often resulted in a change

in recording quality, and audio environment, with the method for capturing speech

varying between content structures such as Game and Studio. Also, the occurrence

of specific background or environmental sound would be beneficial for distinguishing

1Note: From experimentation in Chapter 7, the silence found separating commercial breaks differed
from the silence or pauses between speech in the Studio segments. These pauses still contained low
levels of noise while the silence between commercial breaks did not.
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Figure 3.2: A video model for a live football broadcast displaying the temporal flow

through the video, and the relationship between known content structures.

between content structures. It was believed that the differences between each identified

unit could be modelled for the purpose of automatic segmentation and classification of

structure.

To assist automatic structure segmentation and classification, a model containing the

typical structures found in football video file was defined (see Figure 3.2). The model

encapsulating the temporal flow between each major unit was a summary of the main

components identified from the test collection investigation. The video model con-

tained three main structures: the Game (the green units), Studio (the orange units)

and Advert sequences (yellow). Within these sequences were a number of different

sub-structures, such as Reports, Interviews and Events.

A typical football programme would begin with an opening title sequence, before mov-

ing onto the main studio section, where, the anchorperson would introduce the match.

From the Studio section, the video would alternate between a number of segments,
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such as Reports, Interviews or proceeding directly to Game sequences. Once in the

Game sequence, the match would usually commence and finish after 45 minutes. How-

ever, for extra time sequences this would be reduced to 15-30 minutes, dependent on

the actual match. From Game sequences, the video file would then switch to Adverts

or back to the Studio segment. This entire process would be repeated until the final

closing titles, which signify the end of a broadcast.

As part of the Studio sequence, match highlights from other games were also shown.

This was the reasoning behind defining a Game Highlights sequence (and why these

sequences are partially coloured both green and orange). These sequences are not

related to the current game, but display a previously played match(es). The audio track

from such sequences would often differ from the actual Game sequences.

The temporal flow of the video model was selected over other representations, such

as a linear or left to right model. The reasoning behind this, was that it was assumed

that the variation found within football video could be modelled more efficiently. This

representation was believed to encapsulate the temporal flow between the important

structures, and also model a range of possibilities or variation. For example, some

matches contain extra time (further Game sequences) if the match is drawn. Also,

in the test collection, some video files did not contain Advert sequences that were

recorded from the BBC TV channel.

In short, the video model represented the main structures found in football video as

well as representing the variation and temporal flow between these structures. The

model also accommodated the possible variations found across the domain. Provided

with this model, a structure segmentation and classification indexing algorithm was

developed.

3.5 Summarising Football Video

In this section, a number of reference points are introduced that can be used for event

detection in football video. These reference points were identified during the observa-

tion of the test collection. It was noted that football differs from other sports that have

been researched in video retrieval, such as American football, tennis, baseball and bas-

ketball. In these sports, there is often a quick play, such as a point in tennis, a play
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in American football, a pitch in baseball or an attack in basketball. These plays are

clues for locating the start and end point of each logical unit. For example, after each

play the game either stops in the case of American football, tennis and baseball, or in

basketball matches the defending team then attacks the opposing basket. Identifying

the transition from one play to another allows for the entire game to be mapped. These

plays can be used as a reference point for mapping each attack, serve or pitch, by lo-

cating the start and end point of every action sequence, thus providing an overview of

the content to the viewer.

Football does not contain such immediate reference points. One reason for this is

that football is not a high scoring or “end to end” sport, especially in comparison to

other comparable sports such as basketball. It is very common for close games to end

with no scoring. It is also characteristic in tight or competitive games, for the two

opposing teams to battle for possession, of the ball, in the middle of the pitch for long

periods. In these cases the distinction between attack and defence is difficult. This

does not suggest that such a match does not comprise of exciting events. As a result,

is important to recognise other reference points that can be utilised for football video

summarisation.

3.5.1 Example of a Football Summary

A popular journalist and writer once described what events would occur in his perfect

football match; “Seven Goals and a Punch-up - Arsenal v Norwich, 4.11.89” (Hornby

(2000)). The author stated that “for a match to be really, truly memorable, the kind of

a game that sends you home buzzing inside with the fulfilment of it all, you require

as many of the following features as possible:”. Events include plenty of goals, poor

refereeing decisions, a missed penalty, a red card and a “disgraceful” incident such as

a brawl. To illustrate, he reflected on the atmosphere of a previous game involving his

favourite team. His team, Arsenal, won 4-3 but only after a last gasp fight back that

resulted in an ordering off of an opposition player. His team was typically involved in

a mass brawl as well, which added to the drama.

If he had not attended the match, he would have been interested in watching the high-

lights. These highlights would include all the major incidents that took place. The
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important events would include the goals, but also the key moments that affected the

outcome of the match. In this specific case, the mass brawl and the dismissal of an

opposing player. For a perfect video summary, the highlights would include all these

incidents. This memory is an individual example of what events a supporter would use

to summarise a game. Highlights include not only goals but also key incidents that

determined the outcome. This can be an attractive passing movement, an attempt at

goal or a poor refereeing decision.

A typical football match contains key events that determine the result, alongside the

other possible talking points that are of interest to expert panellists, journalists and

fans. An appropriate automated match summary should include all of these important

events, not just the goals.

3.5.2 Reference Points for Event Detection

From inspecting the test collection, one possible reference point for the detection of a

significant event is the reaction of the crowd within the stadium. For example, the sup-

porters of a scoring team celebrate a goal by cheering, singing and clapping. However,

the reaction to a ‘dismissal’ can vary from a chorus of cheering or booing, depending

on the team each set of fans follow. In contrast, a round of applause often occurs to

acknowledge an exciting skill, possibly from both sets of supporters.

Another recognisable reference point was found in the commentary track. During an

exciting event, the emotion of the commentator(s) voice can be an important indicator.

For example, during a goal, it is typical for the commentators voice to become excited,

raising the pitch of the voice. This was another indicator for the occurrence of a key

event.

When designing automatic indexing tools for football such as an event detection algo-

rithm, it would be important to utilise information sources such as crowd cheering and

commentator excitement. Both of these reference points are correlated to key events.
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3.6 Chapter Summary

The aim of this chapter was to investigate the domain of football video, recording

particular domain knowledge that can be utilised for the problems of segmentation

and classification of structure, and event detection. First, rules of the sport were dis-

cussed. A test collection was then generated and manually inspected, providing a

detailed description of the production of football video. Clues in the soundtrack were

also recorded for future algorithm development. The final outcome of the chapter was

a video model describing the main content found in football video (see Figure 3.2).

Those key events that are required for accurate match summaries were also noted. Ex-

amining the test collection provided two possible reference points for the identification

of such events.
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Modelling Audio Data

4.1 Introduction

In this chapter, two statistical frameworks suitable for modelling audio data generated

from football videos are outlined: the Gaussian Mixture Model (GMM) and the Hidden

Markov Model (HMM). From applying these models to efficiently represent specific

content found in football audio sequences, the same structures can be automatically

detected in future sequences. Identifying appropriate statistical model frameworks is

an important step for the two indexing problems: structure segmentation and classifi-

cation, and event detection.

Related research into statistical modelling for audio content is reviewed, before in-

troducing the two modelling frameworks, which have been widely applied in audio

content classification and speech recognition (GMM and HMM). These two modelling

frameworks dominate current audio classification and speech recognition research, for

a number of reasons. Both have been applied to audio classification problems accu-

rately, where speech (and other sound classes) are modelled by multivariate Gaussian

probability density functions, even if the underlying data structure is non-Gaussian.

Investigation into the underlying data processes is required for efficient model repre-

sentation, particularly for non-speech sound. Therefore, the surrounding application

issues of both the GMM and HMM are discussed, including model design, model se-

lection and classification.

48
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The remainder of the chapter is structured as follows. In section 4.2, I will introduce

the motivation behind the selection of both the GMM and HMM. The GMM and HMM

are discussed in sections 4.3 and 4.4 respectively. The important issues that have to be

considered when applying both frameworks will subsequently be examined, finally

summarising the chapter in section 4.5.

4.2 Background

There have been numerous strategies for modelling audio content. These include:

• Template matching and Dynamic Time Warping (DTW),

• k-Nearest Neighbours (kNN),

• the Support Vector Machine (SVM),

• the Gaussian Mixture Model (GMM),

• the Hidden Markov Model (HMM).

Template matching has largely been superseded in terms of performance by algorithms

such as the kNN, SVM, GMM and HMM for audio classification (Theodoridis &

Koutroumbas (1999), Rabiner & Juang (1993)). One of the main difficulties in au-

tomatically recognising broad sound classes, such as those found in football video (as

described in section 3.3), is that many sub-structures are contained within each class.

Although different video sequences, from the same content class, will include the same

sub-structures, and often found in the same order, the precise timing and duration of

each sub-unit will not necessarily match. As a result, efforts to recognise broad content

by matching them to templates, will provide inaccurate results if there is no temporal

alignment.

A Dynamic Programming technique called Dynamic Time Warping (DTW) can ac-

commodate differences in timing between new sequences, and the corresponding tem-

plates (Theodoridis & Koutroumbas (1999)). This algorithm is used to determine how

similar new sequences match a predefined template. DTW is applied to select the

best-matching template, when given a set of possible templates. Again this technique,

which has been used for word recognition (Chang et al. (1996)) and baseball hit de-
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tection (Rui et al. (2000)), has been superseded in terms of accuracy and performance

by other pattern recognition tools for audio indexing (Theodoridis & Koutroumbas

(1999), Rabiner & Juang (1993)).

The kNN algorithm can be thought of as a non-parametric equivalent of the GMM,

often used for the classification of sound (Duda et al. (2000)). GMM is a parametric

mixture model that is used as a statistical representation of a content class, where new

data are grouped into the class that most likely generated the sequence. The kNN

on the other hand, determines the similarity of new audio sequences with estimates

from a labelled training set, with the distribution of each class not pre-supposed by a

statistical model. Instead, a new audio sequence is labelled into the class with the ‘k’

closest examples in the training sample. The advantage of the kNN is that no prior

knowledge is required about the data distribution for each class. During a training

phase, the regions and boundaries in the feature space, between each sound class, are

learned. New data sequences are then labelled as belonging to the closest class in the

feature space to that sequence.

There have been numerous papers comparing GMM and kNN for problems such as

speech/music recognition (Scheirer & Slaney (1997)), speech/non-speech recognition

(Rui et al. (2000)) and music genre recognition (Tzanetakis & Cook (2002)). A dis-

advantage with kNN over GMM, is the complexity of classifying new sequences es-

pecially given high dimensional data sequences (Theodoridis & Koutroumbas (1999)).

Also, performance wise the GMM has been proven to be as effective for audio classi-

fication, if not more so (Tzanetakis & Cook (2002)).

Recently, the non-parametric Support Vector Machine (SVM) has been applied to gen-

eral audio classification problems, such as excited speech detection (Rui et al. (2000)),

musical instrument recognition (Marques & Moreno (1999)) and sound-effect classi-

fication (Guo & Li (2003)). The SVM defines a hyperplane in the feature space that

separates two data classes (Burges (1998)), estimated during a training phase with la-

belled data samples. The SVM has been shown to outperform both the GMM and kNN

classifiers (Rui et al. (2000), Marques & Moreno (1999), Guo & Li (2003)). The SVM

is essentially a binary classifier and requires a complex decision process for multi-

class problems. To address this problem, Guo & Li (2003) implemented a binary tree

decision process for multi-class audio classification. Marques & Moreno (1999) also
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discriminated between classes, by examining one classifier against all remaining clas-

sifiers (one versus all), or by comparing all pairwise combination of classifiers for each

new sample.

The SVM is a promising application for audio classification, however, research into the

accuracy of this framework is still at an early phase. At present, there has been no large-

scale comparison between SVM and more established acoustic modelling frameworks,

such as the HMM. For the purpose of this thesis, I focused upon the more established

models for this reason, with the GMM and HMM being investigated instead of the

SVM.

A reason for the popularity of HMM (and GMM), is that audio content such as speech

can be efficiently represented by multivariate Gaussian distributions (Rabiner & Juang

(1993)). Complex sound classes can be represented by a mixture of simpler com-

ponents, even when the underlying data assumption is highly non-Gaussian. Re-

search from a number of related fields have demonstrated that audio content, when

parameterised by perceptual feature sets, such as the Cepstral coefficients (CC), the

Mel-frequency Cepstral coefficients (MFCC), and the Linear Prediction Cepstral co-

efficients (LPCC), are well modelled by multivariate Gaussian distributions (Reyes-

Gomez & Ellis (2003), Roach & Mason (2001), Adams et al. (2003)).

The HMM models the time varying nature of audio data, which is another assumed

advantage over other statistical frameworks, such as GMM and SVM. In comparison,

both these frameworks require the audio signal to be pre-segmented first, in order to

account for time varying nature of audio. To manage temporal data, the audio signal

is divided into equal sized units, which are then classified. The HMM can be applied

in this manner, and also as a segmentation tool itself, using a Dynamic Programming

algorithm called Viterbi to both segment and classify audio sequences in one pass

(Rabiner & Juang (1993)).

However, for accurate segmentation and classification, when applying statistical mod-

els, the number of content classes must be known. This is an important reason why

both domain knowledge, through manual inspection (as described in section 3.3) and

automatic content analysis (introduced later in Chapter 7), are vital for accurate seg-

mentation and classification. With detailed domain knowledge, both the GMM and

HMM can be applied within a segmentation and classification framework for complex
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multi-class problems with a high degree of accuracy (as illustrated in Chapter 9), in-

cluding audio classification (Spina (2000)), and automatic speech recognition (ASR)

(Rabiner & Juang (1993)). In fact, for the majority of ASR systems, the HMM is

the most widely applied modelling framework (Ney & Ortmanns (2000)). GMM and

HMM have also been shown to be effective for classifying speech and non-speech au-

dio across a variety of problems. These include the recognition of broad audio classes,

such as video genre [Roach & Mason (2001), Wang et al. (2000), Huang & Wang

(2000)], sound-effects [Cowling & Sitte (2003), Reyes-Gomez & Ellis (2003)], general

audio, such as speech and music [Li et al. (2001), Scheirer & Slaney (1997)], excited

commentator speech (Rui et al. (2000)), crowd cheering (Xiong et al. (2003a)), and

even space rockets blasting off (Adams et al. (2003)).

The main reasons for concentrating on both GMM and HMM in this thesis are:

• Complex audio content can be well modelled by a mixture of multivariate Gaus-

sian probability density functions (Rabiner & Juang (1993)),

• GMM and HMM are among the most statistically mature methods for multi-class

audio classification problems, in comparison to the SVM,

• Both GMM and HMM have indicated good performance and shown to be robust

when applied to the classification of broad audio content,

• HMM is believed to be the current state of the art for ASR (Ney & Ortmanns

(2000)).

In the remainder of this chapter, GMM and HMM will be discussed in further detail.

4.3 Gaussian Mixture Model

In following sections, the basic theory of the GMM is introduced, describing both the

model generation and training steps, and how GMM can be applied for classification.
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4.3.1 GMM Formulation

The GMM is formally denoted as follows. Given a set of independently and identically

distributed feature data vectorsX = {x1, . . . ,xN} for x∈Rd, whered is the dimension-

ality of the feature space. A single multivariate Gaussian PDF can be defined as,

N (X;µ,Σ) =
1

(2π)
d
2 |Σ| 12

exp[
1
2
(X−µ)TΣ−1(X−µ)] (4.1)

whereµ is the mean vector andΣ is the covariance matrix. A GMM contains two or

more Gaussian PDF components to represent one data class e.g. a GMM is a mixture

of several multivariate Gaussian distributions. A mixture of PDFs can represent the

many sub-units in one content class more efficiently than a single PDF, for multi-

modal data. For example, both speech and non-speech periods in a Studio sequence

(see Chapter 3.3). The GMM of a data vector,X, is defined as the weighted sum of

Gaussian PDFs, defined as:

p(X;θ) =
C

∑
c=1

αc N (X;µc,Σc) (4.2)

whereC is the total number of mixture components in GMM,αc is the mixture weight

of the component, where

C

∑
c=1,...,C

αc = 1,(0 < αc < 1)

andθ is the parameter set of the GMM,

θ = {α1,µ1,Σ1, . . . ,αC,µC,ΣC} (4.3)

Figure 4.1 is an example of a two class data set plotted in a two-dimensional feature

space. Both data classes are also displayed separately in the top plots in Figures 4.2

and 4.3. Analysing both figures, it can be seen that both data classes would not be

efficiently represented by a single Gaussian PDF. In fact, both classes seem to contain

at least two sub-structures. To argue this point, it can be shown that class 2, (the red

+) contains a separation in the feature space between the two sub-structures, in that



Chapter 4. Modelling Audio Data 54

−10 −8 −6 −4 −2 0 2 4 6 8
−5

0

5

10

FEAT1

F
E

A
T

2

data1
data2

Figure 4.1: Example of a two class data set. The data points belonging to class 1 are

coloured blue, and data corresponding to class 2, are red.

class (Figure 4.1). This can be shown more clearly in Figure 4.3. It can be argued

that a single multivariate Gaussian PDF would not be a good representation due to the

variation found within this class.

Therefore, a 2 mixture GMM was generated for each data class, illustrated in the bot-

tom plots in Figures 4.2 and 4.3. A mixture of Gaussian PDFs can effectively model

these non-Gaussian distributions, where each ellipse is one mixture component, with

mean (µc) and covariance (Σc). A training phase is required to estimate these parame-

ters for each GMM. This process is described in the following section, focusing upon

how the mode number is estimated (how many mixture components).
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Figure 4.2: An example of a two mixture GMM representation for data class 1. The

top plot is the data plotted in the two dimensional feature space. The bottom plot is the

GMM fitted for class 1. Each mixture is an ellipsoid in the feature space with a mean

vector and covariance matrix.
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Figure 4.3: An example of a two mixture GMM representation for data class 2.
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4.3.2 Training and Parameter Estimation

The process of estimating the number of mixtures and parameter estimation are now

discussed.

4.3.2.1 Mixture Estimation

A particular problem with applying GMM is identifying the correct number of modes.

A typical solution for video or audio indexing, is to apply a fixed number of modes

for each data class. For example, Marques & Moreno (1999) classified music clips

into instrument categories using GMM classifiers, where each instrument class was

represented by a GMM with the same number of fixed mixture components. This

procedure is also followed for other research problems, such as video genre detection

(Roach & Mason (2001)), speech/music classification (Rui et al. (2000), Scheirer &

Slaney (1997)), and music genre detection (Tzanetakis & Cook (2002)).

However, forcing all GMM models to share the same number of modes can generate

unforeseen problems, especially when modelling very broad content classes, such as

video genre. It would be unreasonable to expect that each class will be efficiently rep-

resented by the same number of mixture components. In fact, this approach, although

easy to implement, ignores the differences found in content found across these broad

content classes. A fixed number of modes for one class will not necessarily generalise

to all content classes. For example, estimating an ‘optimal’ fixed number of modes

that all classes share is difficult, especially when a large number of classes contained

in the data.

There are a variety of methods for estimating the number of mixtures for each content

class. Examples include the exhaustive search, a brute force method of finding the

optimal GMM over an exhaustive combination of parameters. Exhaustive search and

cross validation involve implementing a range of models with a varying number of

modes. This pool of GMMs is then evaluated using a criterion, such as predictive

likelihood, to determine the optimal model settings.

Alternative methods include top down or bottom up approaches (Baggenstoss (2002)).

For the top down method, a large number of modes are placed on the training data,

with weak modes being merged or removed until the GMM converges. To determine
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a weak mode, the mixing weight for each mixture componentαc is compared against

a threshold, after each training iteration. Ifαc falls below this threshold, the mode is

pruned or merged. This process is repeated until the GMM converges, again based on

a constraint such as likelihood, or the number of iterations.

In this thesis, unless stated otherwise, a bottom up method is applied. The bottom

up approach initialises the GMM with one mode, which is then split. This process is

repeated until the GMM converges, based on a pre-specified criterion. Splitting each

mode is determined by calculating the weighted kurtosis for each mixture, a method

proposed by Vlassis et al. (1999)1.

It was believed that this method could be more efficient, in terms of time, computa-

tion and complexity, than cross validation or a brute force approach, without effecting

classification performance. This assumption was based on both the number of GMM

models that are required to be implemented, and tested, before the optimal model is

found, and also the performance of the GMM selected by this algorithm.

To summarise the main advantage with the bottom up approach, is that the number

of modes can be estimated for large collections, without implementing a large pool

of models. Starting with one mode was also a contributing factor, when compared to

the top down approach, where an initial number of modes must be estimated. It was

believed that estimation of an appropriate starting number of modes would be difficult,

given the differences between each content class. Therefore, unless stated otherwise,

the bottom up approach to GMM generation was implemented.

4.3.2.2 GMM Training

Parameters in the GMM (θ), such as the mean vector and covariance matrix for each

mixture component, are estimated using labelled training data. For this thesis, to

limit the number of parameters to be estimated in the GMM, the covariance matri-

ces were constrained to be diagonal. Parameters are estimated using the Expectation-

Maximisation (EM) algorithm (Duda et al. (2000)). First, the initial parameters esti-

1A Matlab toolkit was used to implement the training and parameter estimation routines for the
GMM models. The toolkit contains implementations for a standard Expectation-Maximisation training,
and both the top down and bottom up mode estimation strategies. The toolkit also contains training
scripts for managing large quantities of data. For further details about the toolkit please refer to Baggen-
stoss (2002).
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mates are found using k-means clustering algorithm (Duda et al. (2000)), and then the

iterative EM training algorithm is applied. After each iteration, the GMM parameters

are re-estimated, which is repeated until the GMM converges, based on a stopping cri-

terion. In this thesis, the log-likelihood is used as a stopping criterion, with a record

stored after each training cycle. If there was no significant increase log-likelihood over

a number of steps, training is terminated (Baggenstoss (2002))2.

4.3.3 Classification

Assuming that the total number of content classes found in a test collection is known,

a set of GMMs can be generated, with each GMM being a statistical representation of

one specific content class. Given this set of GMMs, new data can then be classified.

Figure 4.4 is an illustration of how a new data sequence, generated by an unknown

class. Previous knowledge of the data indicates that there are two content classes. For

each content class a single GMM has been generated. If the new data sequence is

displayed in the feature space alongside the two GMM models, the class this sequence

most likely belongs to, can be guessed.

From the plot, it can be concluded informally that class 1 (the blue solid ellipses)

would fit the new data sequence better than GMM for class 2 (the red dashed ellipses).

Suggesting the data is most likely to belong to class 1, since class 1 is a better fit,

visually, of the new sequence.

This is a graphical example of a popular method for classifying new sequences when

applying a GMM framework. By calculating the likelihood of the data sequence, gen-

erated by each GMM, new data sequences are labelled into the class returning the

highest model likelihood score. This is often referred to as maximum likelihood clas-

sification.

This can be calculated formally as follows. If the data set containsK content classes

ωk = {ω1, . . . ,ωK}, where each content class is represented by a single GMM,Θ =

{θ1, . . . ,θK}. Then to classify a new data sequence,X = {x1, . . . ,xN} for x∈ Rd, the

likelihood ofX being generated by each GMM is calculated.

2When applying the bottom up approach for GMM generation, after each iteration, modes in the
GMM were also evaluated using kurtosis, and weak modes were split accordingly (Vlassis et al. (1999)).
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Figure 4.4: Classifying new data.

The likelihood that a set of data vectorsX was generated from a content classωk is,

L(X = {x1, . . . ,xN}|ωk) = ∏
i=1,...,N

p(xi |ωk) (4.4)

To classify the data vectorX, the maximum likelihood score is found,

X = arg max
k=1,...,K

L(X|Θ) (4.5)

This is a very simplistic, but effective decision process. There are, however, other

methods that can be applied, such as Hypothesis testing, Log odds ratio (Theodoridis

& Koutroumbas (1999)) and Dynamic Programming (Rabiner & Juang (1993)). In

Chapter 9, Dynamic Programming is analysed further, for the classification of temporal

data.
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4.4 The Hidden Markov Model

The Hidden Markov Model (HMM) is a powerful statistical model that can closely

approximate many time varying processes such as human speech. For this reason

the HMM has been widely used in the field of automatic speech recognition (ASR)

(Rabiner & Juang (1993)). HMM has also been applied recently to video indexing

problems such as shot boundary detection (Boreczky & Wilcox (1998)), news video

segmentation and classification (Eickeler & Muller (1999), Chaisorn et al. (2003)),

TV genre classification (Huang & Wang (2000), Wang et al. (2000)), event detection

(Xiong et al. (2003a)), Play/Break segmentation for soccer video (Xie et al. (2002))

and general audio classification (Adams et al. (2003), Cowling & Sitte (2003)). The

HMM has also been applied to data mining and clustering, discovering the underlying

structure found in temporal data (Li & Biswas (2000), Rabiner & Juang (1993), Smyth

(1997)).

The HMM is able to capture the dynamic properties of audio data such as the variation

of an audio signal over a period of time. Similar static representations, such as the

GMM, are considered to be limited for audio data because they ignore the temporal

properties of such data. This is one of the main reasons why the HMM is the current

model of choice for the majority of ASR systems (Ney & Ortmanns (2000)). In this

section, the Hidden Markov Model is introduced, as well as the main issues concerning

the application of such a framework for audio-based segmentation and classification.

4.4.1 HMM Anatomy

The HMM is now defined following the notation used by Rabiner & Juang (1993). The

fundamental assumption of a HMM is, that the process to be modelled is governed by

a finite number of states,S= {s1, . . . ,sN}. These states change once per time stept in

a random but statistically predictable way, where1 6 t 6 T. The actual state at timet

is denoted asqt . The output generated by a PDF dependent on the current stateqt can

be observed, where the PDF that generatesot , under statej, can be denoted asb j(ot).

At each time step, one observation vectorot is emitted from the current state, where

O = {ot : t = 1, . . . ,T} is one complete observation vector generated by a HMM,λ. It
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is assumed that the current stateqt in a HMM at any one point in time, is dependent

only on the previous stateqt−1. This is called the Markovian assumption.

The basic structure of a HMMλ is

λ = (A,B,π) (4.6)

whereA is the state transition matrix,B is the set of emission probabilities andπ is

the initial state probabilities.A is the collection of probabilities that define the tran-

sition behaviour between states, as well as the topology of the HMM. For example,

the transition probability for moving from statei to statej is defined asai j . States are

connected by these transition probabilities:

ai j = P(qt = j|qt−1 = i),1 6 i, j 6 N (4.7)

According to the Markovian property, given that stateqt−1 is known, the conditional

probability of the next stateqt is independent of the states prior to the current state.

Under this assumption, a change in state will occur once per time step, in a random but

predictable way. Each state has a PDF,b j , defining the probability of generating an

observation vectorot at time stept. For this thesis, the PDF for each state is assumed

to be a singular or mixture of Gaussian components,b j(O), defined as

b j(O) =
M

∑
k=1

c jk N (O;µjk,Σ jk),1 6 j 6 N (4.8)

whereµjk is the mean of mixture componentk for the PDF of statej, andΣ jk is the

covariance matrix3. c jk is the weighting term for each mixture where

M

∑
k=1

c jk = 1,(0 6 c jk 6 1),(1 6 j 6 N),(1 6 k 6 M) (4.9)

Finally, the initial state probability vectorπ = {π j : j = 1, . . . ,N}, contains the proba-

bilities of the HMM commencing at any state, given the observation sequenceO.

3For large data sets such as those found in large vocabulary speech recognition systems, 1000s
of hidden states are required. This can cause parameter estimation problems when using a mixture
architecture for each state in the HMM. Therefore state covariance matrices are often constrained in
practice to be diagonal to limit the number of parameters to be estimated (Rabiner & Juang (1993)).
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Figure 4.5 is an example of a fully connected two state HMM, displaying the transition

probabilities between both states. The relationship between the two states are defined

by the transition probabilitiesai j . The output of each state is defined by the PDFb,

which at each time step, the current state outputs an observation vectorot .

Figure 4.5: An example of an audio sequence O being generated from a simple two

state HMM. At each time step, the HMM emits an observation vector ot represented by

the yellow rectangles.

4.4.2 HMM Design

The design of a HMM is an important factor in performance, where model topology

and state architecture can both have an impact on the accuracy. Design issues in-

clude, the HMM behaviour (A), and whether to implement a discrete or continuous

HMM (b j(O)). Some of the important issues concerning HMM application are now

addressed, which are believed important for robust model generation. These issues

include restrictions inA, which defines the topology and behaviour of the HMM, and
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a suitable architecture forb j(O).

4.4.2.1 HMM Topology

Restrictions in the transition matrixA, can define the topology and behaviour of the

HMM, where allowing movement from one to all states in the HMM, is called a fully

connected or ergodic HMM. That is, every state can be reached from every other state

in one single time step,t. Ergodic HMMs are normally implemented if no underlying

assumptions are made on the audio data. Ergodic HMMs are also suitable for mod-

elling data that is cyclic or repetitive. The transition matrixA for a 3 state HMM would

contain the following probabilities:

A =




a11 a12 a13

a21 a22 a23

a31 a32 a33




Graphically this HMM would follow Figure 4.6.

Figure 4.6: An example of a 3 state ergodic HMM

Restricting movement from the left states to right states only, are called Bakis HMM.

These HMMs are considered suitable for modelling phones in ASR systems, because
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speech is a decaying process. Restricting movement from left to right, can represent

this decaying process better than an ergodic HMM. The transition matrixA for a 3 state

Bakis HMM would contain the following probabilities:

A =




a11 a12 0

0 a22 a23

0 0 a33




Graphically the HMM for the 3 state Bakis HMM can be displayed as in Figure 4.7.

Figure 4.7: An example of a 3 state Bakis HMM

An objective of this thesis, is to efficiently model broad content classes such as Studio,

Game and Advert sequences. Little is known about the underlying data structure found

in each of these classes, as of yet. Therefore, restricting movement between these

states, without prior investigation into these content classes, is justified. The HMM

behaviour is not restricted for all experiments (unless stated), where fully connected

ergodic HMM models are applied4.

4.4.2.2 Continuous or Discrete HMM

Various applications of HMM for video indexing, such as genre detection (Huang

& Wang (2000), Wang et al. (2000)) and sound effect recognition (Cowling & Sitte

(2003)), implement discrete HMM models for audio. This type of HMM outputs an

observation sequence characterised by discrete symbols from a finite alphabet, where

4During the parameter estimation phase, the initial ergodic HMM will not necessarily converge to a
final ergodic representation (see Chapter 7.5.4).
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each state in the HMM is modelled by a discrete PDF. One problem with this approach,

is that the audio signal is continuous, and for problems such as football audio, not all

content is known. To convert the audio stream into discrete form, methods such as

vector quantisation are required. In this form, the audio stream becomes a sequence

of discrete symbols generated from a known “code-book”. However, converting the

audio stream into discrete form can result in serious degradation of the signal, and

information loss (Rabiner & Juang (1993)).

An alternative approach is to employ continuous density HMM models. Continuous

density HMM models are widely applied in speech recognition and other problem ar-

eas such as sound classification (Reyes-Gomez & Ellis (2003)), event detection (Xiong

et al. (2003a)). For each state,b j(O) is represented by a continuous PDF, with the most

widely applied distribution being Gaussian.

Many sound classes such as speech are often non Gaussian and are better represented

by a mixture of Gaussian components. A mixture architecture can represent the varia-

tion found in similar sounds more efficiently than a single PDF, such as slight changes

in environment, speaker and voice. Mixtures enhance the power of a model family

by representing a complex distribution, as a combination of simple components. A

simple example of this is the GMM, where a mixture architecture can be designed to

fit non-Gaussian data robustly. It is common practice to use a mixture of Gaussians

for modelling each state, where the same number of mixture components are normally

fixed across all states. In fact, a single GMM classifier could be considered an example

of a one state HMM.

4.4.3 HMM Application

Both the application and the problem to be solved, be it content analysis, structure

segmentation and classification, or event detection, should be considered before apply-

ing HMM. In particular, considerations concerning HMM state selection and mixture

architecture, which can all have an impact on the HMM accuracy. Application issues

include the size of the model (N) and the number of mixture components per state (M),

where both these issues are dependent on the test collection, the underlying data pro-

cesses and the problem faced. The problem of estimatingN andM is discussed further
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in section 4.4.3.1, outlining possible solutions.

Why and how some of these issues are addressed in the thesis are discussed in the

following sections, analysing two HMM applications. The first application is content

analysis and the second, multi-class classification (structure segmentation and classi-

fication, and event detection). For both these problems, estimation ofN is important

for effective application of the HMM. The difference in applying HMM to both these

problems are mentioned.

The HMM is applied as a data mining tool for the problem of content analysis, where

an optimal HMM representation is chosen for the entire data set, outlined for this

problem in section 4.4.3.2. New video sequences are classified by a set of HMM

classifiers for the second problem, where each HMM is a statistical representation of

a known content class found using both domain knowledge, investigated further in

section 4.4.3.3. First a background to the problem is presented.

4.4.3.1 Background

A crucial decision in HMM design is the selection of the model size (N). EstimatingN,

the number of states in a HMM is a non-trivial problem (Rabiner & Juang (1993), Chen

& Gopinath (1999), Li & Biswas (2000)), where the overall system performance can be

effected by selection of HMM size. Problems, such as parameter estimation, overfitting

and general poor model fit can result from poor model selection. Model selection

is important for generating models that are strong representations of the respective

content class. However, a task such as selecting an appropriate number of states, is

not straightforward, and in the case of video indexing under-researched. Both domain

knowledge and training data availability have to be considered before state selection.

For ASR systems, state number estimation can be achieved using domain knowledge.

For example, speech has a modular structure that can be used to limit the number

of variables required for modelling (Reyes-Gomez & Ellis (2003)), where words are

divided into smaller units, called phones. These units are then modelled by a 3 or

4 state Bakis HMM. To recognise speech, sequences of classified phones are then

examined using language modelling techniques (Ney & Ortmanns (2000))5.

5This problem is discussed in more depth in Chapter 7.2.
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It would be difficult for a HMM designed for speech recognition to generalise to other

types of sound classes, except speech. Content classes found in the audio track of a

football video will contain inherently different structures to that of speech. For exam-

ple, the audio track was reported to contain a collection of very similar types of sound

other than speech, including music, crowd cheering, and sound effects (see Chapter 2).

In the video retrieval literature, this is a popular strategy for selecting the number of

states in a HMM. For multi-class classification problems, the test collection is divided

into known content classes that are represented by a single HMM. Each HMM is then

assigned the same number of states when modelling these differing content classes.

A single state being a representation of a sub-structure found in the content class.

This approach is applied to problems such as genre detection (Huang & Wang (2000),

Wang et al. (2000)), news segmentation and classification (Eickeler & Muller (1999)),

Play/Break segmentation of football video (Xie et al. (2002)) and football event de-

tection (Xiong et al. (2003a)). This strategy can be helpful when matching a known

number of potential states found in the data, such as speech. However, there has been

little investigation into the suitability of this strategy when applied to broad content

classes, such as those found in video files.

Assigning the same number of states to broad content, such as video genre, ignores the

differences in the underlying processes found in such content. Broad content classes

contain various sub-structures, such as speech, music, sound effects, etc. Fixing each

HMM to contain a small number of states will not explain the inter-class variation well

for complex content classes. Too few states can result in insufficient discriminative

information encapsulated in the HMM. Implementing HMMs with a large number of

fixed states, in order to encapsulate all the complexity found within each class, is also

not an appropriate solution. Too many states, for some content classes, can result in

overfitting problems or poor parameter estimation, as well as an increased complexity

and computational costs.

During state selection, some degree of consideration is also required, with respect to

training data availability. As the number of states increase, so does the number of

training samples required to estimate parameters precisely. However, precise and con-

sistent parameter estimation is often limited by the size and quality of the training data

(Jain et al. (2000)). In terms of performance and complexity, as the number of states
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increase the number of computations associated with a HMM grow quadratically (Ra-

biner & Juang (1993)). There exists a trade off in terms of better model fit, associated

with larger more enriched models, versus the number of training samples available.

Larger, more complex models require comprehensive training samples, which are not

always widely available. Some degree of balance is required in terms of model com-

plexity with the size of the training data available. This is taken into consideration in

Chapter 8.2, where model selection is studied further.

In this thesis, HMM is applied as a content analysis tool in Chapter 7. HMM model

selection for specific content classes is studied further in Chapter 8. The importance

of estimating the number of states for both of these problems is now discussed.

4.4.3.2 Solution 1: Content Analysis

A particular problem with generating statistical models for recognising known con-

tent, is that the content classes and sub-classes that are found in the video file must be

known. The main structures contained in football video were discovered through man-

ual inspection, in Chapter 3.3. These structures are investigated further using a HMM

as a data mining tool in Chapter 7. The goal is to generate a comprehensive knowl-

edge of the structures found in the audio stream, with detailed knowledge of both the

main content classes and the sub-units that make up each class. For this problem, each

hidden state in the HMM is assumed to contain a logical meaning. e.g a type of sound.

For content analysis, a HMM is applied to model the entire audio track for football

video. To apply the HMM to this problem, it is required to estimated the number of

states given the data set. This is important, as it is assumed that each state in the HMM

represented a semantic sub-structure found in audio track. Therefore, selecting as

accurate a representation of the audio track as possible was important. This problem

is solved by using a non-discriminative model selection measure (see Chapter 7 for

more details). The type of structures that the HMM modelled, using this unsupervised

approach, are then analysed. These structures are compared to the findings of the study

in Chapter 3.3.
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4.4.3.3 Solution 2: Multi-class Classification

The aim of both manual inspection and content analysis, is to identify a set of known

content classes, where Figure 3.2 is an example of the main content classes found in

football video. These content class can then be statistically modelled by a HMM, en-

abling future video sequences to be segmented and classified, using this set of HMMs

(see Chapter 9 and Chapter 10).

Model selection strategies can be employed to generate robust HMMs for each class,

required for accurate classification. The aim for model selection, is to select the sim-

plest possible model that does not have a detrimental effect on overall system accu-

racy. As explained previously, large complex models will provide more enriched de-

scriptions for each content class, but the larger number of parameters found in more

complex models require a greater volume of training data, for accurate parameter esti-

mation. Model selection can act as a balance between selecting a strong HMM repre-

sentation and the volume of training data available, also avoiding potential problems,

such as overfitting.

Therefore, for estimating both state and mixture number, three model selection meth-

ods are investigated: an exhaustive search approach with a stopping threshold, the

Akaike Information Criterion (AIC) (Akaike (1974)), and the Bayesian Information

Criterion (BIC) (Schwarz (1978)). This problem is addressed in further detail in Chap-

ter 8.

4.4.4 HMM Training

The HMM can model complex processes using low-dimensional data, thereby allowing

the HMM to be trained using a large amount of data. The low dimension is achieved by

segmenting the data into small time steps, from which low-dimensional measurements

are made. Although, the total observation space is large, in terms of observation length

(number of time steps), the dimension of the observations can be kept low. A standard

method for HMM training is followed, for full details on the training process please

refer to Rabiner & Juang (1993).

For each content class, a training sample of representative data is manually generated.
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The parameters for the HMM belonging to that content class are then estimated using

an expectation-maximisation training algorithm, called the Baum-Welch algorithm. To

generate a good model it is important to have good initial estimates. For parameter ini-

tialisation, the k-means clustering algorithm is applied. Afterwards, these parameters

are re-estimated iteratively using the Baum-Welch algorithm until convergence, where

the maximum likelihood is used as a stopping criterion.

4.4.5 Classification

To classify a new audio sequence given a set of representative HMMs, the simplest

classification framework is to use the maximum likelihood criteria. This is identical to

the decision process outlined for GMM (in section 4.3.3). That is, given a set of HMM

models, each a statistical representation of one content class, a new data sequence

is classified into the class returning the highest model likelihood score. A Dynamic

Programming algorithm called Viterbi is applied for calculating the likelihood of a

HMM generating a data sequence (Rabiner & Juang (1993)).

There are alternative methods to maximum likelihood decision process, such as en-

tropic prior HMMs (Xiong et al. (2003a)) and dynamic programming (Huang & Wang

(2000), Xie et al. (2002)). Another method, applied in continuous speech recognition,

is to use a SuperHMM (Eickeler & Muller (1999)). For audio indexing there has been

no comparative research into the merits of each decision process. Therefore, a number

of decision processes for HMM classification are compared in Chapter 9.

4.4.6 Synthetic Data Generation

Given a set of parameters for a HMMλ, it is possible to then generate synthetic data

from that model. Such data are examples of typical sequences generated from that

model. This functionality was utilised for generating synthetic data from HMMs with

known parameters, to test a number of assumptions during training and implementation

phases6. This is possible, because the HMM is a statistical model of the underlying

processes that generate a sound class. This functionality is important for assumption

6The Probabilistic Model Toolkit (PMT) written for Matlab, was used for generating synthetic data
for HMM. For more details about the toolkit, see Cambridge Labs (2003)
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checking and data generation. For more details of this and other HMM issues please

refer to the tutorial Rabiner & Juang (1993). Examples of applications that applied

synthetic data for training and evaluation purposes include Li & Biswas (2000) and

Smyth (1997).

4.5 Summary

An argument was formed in this chapter as to why the GMM and HMM statistical

models were chosen for audio content classification. The main points were that both

frameworks were mature, well research, robust and proven to be effective through

experimentation. Both the GMM and HMM were then introduced outlining the design

and implementation issues that should be considered for application to the football

domain. In particular, issues were discussed concerning HMM application that are

not often researched in the video indexing literature, such as model design and model

selection.



Chapter 5

Audio Feature Representations: A

Review

5.1 Introduction

A number of audio feature representations are reviewed in this chapter, with the sole

purpose of identifying a set of features that would be suitable as a front-end for both

indexing problems1, a front-end, being the process of extracting measurements from

the data, for analysis. This audio parametrisation step is one of the most important

phases in the development of audio-based indexing algorithms. A robust selection

of measurements can help discriminate between known content and assist efficient

classification. The more descriptive the information contained in the feature set is,

the more accurate the representation will be. For example, features such as gender,

age, hair colour, hair style, eye colour, build, height and weight provide a good list

of measurements for describing an unknown person to a friend. The friend can use

this list of features for recognising the described person later. However, a feature list

containing only eye colour would provide a more challenging problem for the friend,

given the task of recognising the described person in a crowded room.

The same problem arises for recognising known audio content in future video se-

quences. Given a list of known content structures to be classified, as much descriptive

1The two problems are: structure segmentation and classification, and event detection.

72
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information as possible about these content classes is desired, so future sequences can

be labelled accurately. An ideal solution would be a feature space with tightly grouped

content classes containing as little variation as possible. Those content classes should

also be well separated in the feature space. A weak selection of audio features can

cause overlapping between classes, making the task of classification difficult. This is

why careful selection of features is critical.

There has been a lot of research into audio feature representations for a variety of prob-

lems including Automatic Speech Recognition (ASR), speaker recognition, General

Audio Data (GAD) classification, video genre detection, Music Information Retrieval

(MIR) and sports event detection. In this chapter, the main audio feature representa-

tions applied to these problems are studied. From reviewing these related works, a

list of candidate feature sets are then chosen, which are believed to contain the best

discriminative properties for the problems faced in football audio. In the following

chapter this candidate list will be examined formally, with the most accurate feature

set being chosen as a front-end for the two indexing algorithms: structure segmentation

and classification, and event detection.

The remainder of this chapter is as follows. In section 5.2 a background into audio

parametrisation is given, while in section 5.3 feature sets that extract statistics from the

audio signal are discussed. An alterative method that converts the original audio sig-

nal into a form that is perceptually similar to how the human auditory systems analyses

sound is then introduced in section 5.4. Features that can be extracted from this percep-

tual representation of the audio signal include the Cepstral coefficients (section 5.4.2)

and Mel-frequency Cepstral coefficients (section 5.5). An alternative method for ex-

tracting information from the audio signal by applying a model of speech is described

in section 5.6. The merits of all these features are then investigated in section 5.8, be-

fore deciding upon what feature sets are believed to be suitable for the football audio.

The chapter is then concluded in section 5.9.

5.2 Background: Audio Signal Representations

Audio features are generated either directly from the audio signal itself (often called

the time domain), or the original signal is converted into a form perceptually similar
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to that of the human auditory system, including the frequency domain and the Mel-

scale. There are also other methods for representing audio such as speech models.

A commonly used example of a speech model is the Linear Predictive Coding (LPC)

model. In this section these audio representations are introduced in further detail.

The time domain is a representation of the basic pressure waves produced by a sound

source. This is the form the audio signal is captured (see Appendix A for a brief

description of sound recording). In this form the audio sequence is described by the

amplitude of the signal over time, where activity in the audio track would result in an

increase in amplitude. Figure 5.1 is an example of an audio signal in the time domain

that contains speech and some background crowd sound. In this representation the

audio signal can be difficult to interpret, particulary when attempting to differentiate

between different sounds. For example, in Figure 5.1 both the periods of speech and

crowd sound are represented by an increase in amplitude.

In the time domain, statistics about the audio signal such as the average amplitude over

a short period of time can be measured. These measurements are often called physical

features. These statistics are often applied for recognising activity such as speech in

the audio signal.

Figure 5.1: An example of an audio signal in the time domain.

In the human auditory system, pressure waves are picked up by the ear and converted

into a more intelligible form, by the cochlea for translation by the brain. The audio

signal can also be converted into a more intelligible form using techniques that attempt

to replicate the human auditory system. A popular method for translating audio is by

converting the signal into the frequency domain. The process of converting the audio

signal into the frequency domain, is achieved by dividing the signal into its many

frequency bands mathematically. The result can then be represented by a spectrogram.

Figure 5.2 is an example of an audio sequence in both the time and frequency domain

of an audio sequence captured during a football match. The audio signal in the time

domain is displayed above the spectrogram.
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In the spectrogram below, the y-axis represents the frequency of the signal over time

(the x-axis). The points in the spectrogram relate to activity at different frequencies.

There is a correlation between the energy of a pattern, and the intensity in the spectro-

gram, where an increase in energy will be represented by darker patterns.

In this form, content in the audio signal can be easier to translate when compared to the

time domain. An experienced spectrogram reader can recognise content found in the

audio signal from studying the spectrogram alone. For example, the intense wavy lines

that are repeated at different frequencies, ranging from 0kHz to 4kHz in Figure 5.1,

correspond to speech. These repeated lines are the harmonics of the voiced speech.

In the same figure, the constant cloud like patterns between 1 and 2kHz that fluctuate

in intensity, is crowd sound recorded in the stadium. At approximately 6 seconds, an

event occurred that triggered a loud crowd response. This crowd response coincided

with an increase in intensity in the spectrogram, at the same time, blurring the speech

pattern. The distance between the speech harmonics also increased at this point, which

is an indication the commentator’s voice became excited during the event.

Figure 5.2: An audio signal captured from a football sequence and the derived spectro-

gram.

Provided with this enriched representation of the audio signal, a number of features can
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be derived, often referred to as perceptual features. Many of these features relate to

how the human auditory system hear sound, such as the pitch, brightness or rhythm of

the signal. From the frequency domain, the spectrum can also be further converted into

other forms such as the perceptually scaled frequency axis of the Mel-scale (Rabiner &

Juang (1993)). A popular set of features for automatic speech recognition are extracted

from the Mel-scale called Mel-frequency Cepstral coefficients.

Alternate audio representations include speech models. An audio signal containing

speech alone can be represented more efficiently, in terms of signal complexity, than

an audio sequence containing multiple sound classes. This property is the motivation

behind speech models (Rabiner & Juang (1993)), where a popular representation is

the Linear Predictive Coding (LPC) model. LPC is one of the most powerful speech

analysis techniques that is used for encoding good quality speech at a low bit rate

by providing extremely accurate speech parameter estimates. This representation is

widely applied to applications such as Telephone bandwidth speech. Coefficients can

also be extracted from this audio representation, and are often applied as the front-end

for ASR systems.

Given these audio representations (time domain, frequency domain, Mel-scale and

LPC), the following sections review applications that apply the prominent feature sets

extracted from each.

5.3 Time Domain Features

Various statistics can be extracted from the time domain that measure changes and

patterns in the amplitude of a signal. These measurements are often referred to as frame

level or physical features (Wang et al. (2000)). Examples of such features include the

short-time energy, zero-crossing ratio (ZCR), short-time fundamental frequency and

the average magnitude difference function (Liu & Chen (1998)). ZCR is a count of the

number of times the signal crosses the x-axis, while the average magnitude difference

is the mean signal amplitude over a short time period2.

Physical features have been applied to various problems including music and speech

2For an in-depth explanation of physical features please refer to studies by Liu & Chen (1998), Wang
et al. (2000) and Rabiner & Juang (1993).
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discrimination (Saunders (1996), Alatan et al. (2001), Lu et al. (2002)) and event de-

tection in sport (Chang et al. (1996), Nepal et al. (2001)). In a two-class problem

such as the discrimination between speech and music sequences, very simple physical

features can be employed with a high degree of accuracy. Saunders (1996) applied a

front-end containing physical features for segmenting music and speech links for ra-

dio broadcast sequences, achieving 98% classification accuracy. Lu et al. (2002) also

applied variations of standard physical features for classifying audio sequences into

groups such as speech, music, environmental sound and silence.

For classification, an heuristic rule-based strategy was adopted, that was 98% accurate

for clean speech and 85% for noisy speech. Discrimination between speech and non-

speech sounds was lower, with only 61% of environmental sound sequences classified.

Alatan et al. (2001) applied a similar technique for classifying film soundtracks into

speech, silence or music with similar performance (see Appendix C.4.3 for further

details on this algorithm).

For detecting events in sports sequences, both Chang et al. (1996) and Nepal et al.

(2001) threshold the ‘loudness’ of the audio stream. Key events are assumed to be

correlated with an increase in crowd reaction that would trigger an increase in signal

amplitude. By thresholding the volume, the authors believed periods of crowd cheer-

ing could be recognised, where the loudness or volume feature is based on extracting

statistics measuring an increase in amplitude over various sub-bands. However, this

increase in amplitude can also be a result of speech, music or other environmental

sound. As illustrated in Figure 5.2, both speech and crowd cheering also occur at the

same period of time. Discrimination between the actual sound process that generated

this increase, would be difficult using volume as a sole measure.

5.3.1 Discussion

In general, for tasks involving multi-class classification it is difficult to determine

sound types using simple physical features alone. In this domain, different sound

classes in the audio signal can display similar traits that can not be measured by these

physical features. From studying the time domain signal in Figure 5.2 this assumption

can be informally proved, where both the occurrence of speech and crowd cheering re-
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sult in an increase in amplitude. Separation between both sound processes is difficult

to recognise visually. The only recognisable difference is a drop or increase in activ-

ity. However, it is very difficult to determine what sound class caused the changes in

amplitude, ZCR or short-time energy. Research using these features alone, require the

audio classes to be, audibly, very different from each other (Saunders (1996), Alatan

et al. (2001), Lu et al. (2002)) such as speech and music. These algorithms begin to

fail when sound classes are similar or overlap such as speech and environmental sound

(Lu et al. (2002)).

For the sports video domain, there are many environmental sounds that can cause an

increase in signal volume as well as crowd cheering. Accordingly, applying physical

features alone, similar to Chang et al. (1996) and Nepal et al. (2001), was ruled out for

this thesis. It would be desirable to convert the audio signal into a perceptually more

intuitive representation, such as the frequency domain, before feature extraction.

5.4 Frequency Domain Features

The original signal is often transformed into frequency domain, to perceive audio in

a manner similar to that of the human auditory system. By doing so, different sounds

are separated in the new signal representation. Figure 5.2 is an example of a fre-

quency spectrogram containing multiple sounds. Voiced speech can be recognised in

the spectrogram as the dark structured patterns with repeated harmonics. On the other

hand, crowd sound is associated with the almost random patterns in the background.

Intuitively, it can be assumed that the frequency domain provides a more enriched

description of the sound source ready for classification.

A series of steps is required for converting an audio signal into the frequency domain.

The signal is first divided into equal sized overlapping frames, a frame being a group

of audio samples (see Appendix B for more details). An equal number of sequential

frames are then further grouped into a window and transformed into the frequency

domain using a Fast Fourier Transform (FFT). FFT is a mathematical function that

separates out the component sinusoids in the original signal3. The final result can then

be displayed as a spectrogram, Figure 5.2 being an example.

3This entire process is described in depth by Rabiner & Juang (1993).
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5.4.1 Perceptual Features

Examples of measurements calculated from the frequency domain include the fre-

quency centroid (a measurement of the mean of the spectrum), bandwidth (the vari-

ance of the spectrum) and the sub-band energy of the signal at specific frequencies

(Wang et al. (2000)). These perceptual measurements have been applied to problems

such as classifying baseball strikes (Rui et al. (2000)), speech and music discrimination

(Scheirer & Slaney (1997)), general audio classification (Chaisorn et al. (2003), Zhang

& Kuo (2001), Wold et al. (1996)) and genre detection (Liu & Chen (1998), Wang

et al. (2000)). Rui et al. (2000) applied short time sub-band energy to generate an au-

dio template of a baseball being hit by a bat. 81% of baseball hits were automatically

recognised across a new test collection, with 14% false detections.

Scheirer & Slaney (1997) extracted 13 simple temporal and perceptual features for

classifying audio into a speech or music class, achieving over 98% classification ac-

curacy. For a similar problem, Zhang & Kuo (2001) applied an heuristic rule-based

procedure to classify audio files containing speech, music, silence and combinations

of both music and speech, found in TV audio. Again, a collection of perceptual and

physical features were extracted for analysing new audio sequences. The experimental

results indicated an average classification accuracy of 90% across each content class.

Liu & Chen (1998) evaluated a set of physical and perceptual features for the task

of classifying audio sequences into the correct genre (weather reports, news, sport

and adverts). Physical features, such as ZCR, were found not to contain sufficiently

descriptive information, when compared to other perceptual features. Bandwidth and

sub-band energy were discovered to contain the most discriminative properties overall.

The same features were also integrated into a system for recognising silence, music

and speech in news video (Chaisorn et al. (2003)). Perceptual features, including pitch,

loudness, frequency centroid and bandwidth have also been applied to retrieve specific

sound events in a database (Wold et al. (1996)).

An alternative strategy to measuring statistics such as the frequency centroid is feature

extraction. This is the process of extracting coefficients directly from the frequency

representation, through dimensionality reduction techniques. An example of this is the

derivation of Cepstral coefficients.
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5.4.2 Cepstral Coefficients

Coefficients can be directly extracted from the frequency domain often named short

time Fourier transform coefficients or FFT Cepstral coefficients. For simplicity these

features will be called Cepstral coefficients (CC) for the remainder of this thesis. CC

are often utilised as the front-end (feature set) for speech detection or recognition sys-

tems due to the potential low dimensionality and low correlation between features.

CC are calculated by computing the inverse FFT of the logarithm of the spectrogram4.

Dependent on the frequency bin size, the CC can be high in dimensionality. The feature

space dimensionality can be reduced by combining frequency bins during the FFT

process, with a small degree of information loss. This information loss is balanced

with a decrease in dimensionality. The lower frequency coefficients extracted from

the spectrum represent the shape, while the higher frequency coefficients relate to fast

changing spectral components such as speech excitation.

CC features have been applied to a variety of audio classification problems. For exam-

ple, Chang et al. (1996) detected keywords that can be correlated to exciting events in

American football such as “touch down”, applying a simple template matching proce-

dure. Keyword training samples were parameterised by 8 CC plus the perceptual log

energy feature. An incoming audio sequence was then parameterised using this feature

set and matched against the keyword templates. From experimentation over a small

test collection, the algorithm recognised 4 out of 5 keywords, with 3 false alarms.

General audio patterns parameterised by CC have also been shown to be well modelled

by a number of statistical frameworks, including the Gaussian Mixture Model (Roach

& Mason (2001)) and the Hidden Markov Model (Boreczky & Wilcox (1998), Reyes-

Gomez & Ellis (2003), Eickeler & Muller (1999)). Roach & Mason (2001) employed

a CC feature set modelled by GMM models for classifying video sequences into genre

such as Film and News. This approach was found to be more accurate than modelling

visual and motion features through experimentation.

Within a HMM framework, CC feature sets have also been successful. For example, in

a follow up study to Wold et al. (1996), a CC feature set applied as a front-end to a set

of HMM classifiers, was found to be more accurate than a set of standard perceptual

4Please refer to Rabiner & Juang (1993), pp.163. for the formal derivation of the CC features.
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and physical measurements (Reyes-Gomez & Ellis (2003)). The new combination of

CC modelled in a HMM framework recorded a higher classification accuracy.

Boreczky & Wilcox (1998) also successfully integrated an audio-based feature set con-

sisting of CC coefficients into a HMM shot segmentation algorithm. Appending the 12

CCs into a multi-modal feature set containing motion and visual information, improved

the shot segmentation accuracy. Eickeler & Muller (1999) also employed 12 CCs as

part of a multi-modal feature set for segmenting and classifying news video structure.

The CC feature set was included for modelling the audio differences between the dif-

ferent content structures found in news video, such as report and interview.

5.4.3 Discussion

Perceptual features have been applied to a number of audio classification problems

with a varying degree of success. Often these features are supplemented with physical

features such as ZCR. There are, however, a number of potential problems when mod-

elling both physical and perceptual features together in the same framework. These

problems include the feature space dimensionality, managing features based on differ-

ing time scales, and the possible correlation between features. For example, features

extracted from both the time and frequency domain may measure the same informa-

tion.

Feature selection is a method that can be applied or used for evaluating what combi-

nation of features are appropriate for a given problem (Liu & Chen (1998)). However,

there still exists the problem of combining a number of different features with varying

time scales. Possible solutions to minimise this problem include vector quantisation

(Wang et al. (2000)), but this method can cause a degree of information loss (Rabiner

& Juang (1993)).

An alternative to calculating perceptual features is the extraction of CC. From exper-

imentation, these coefficients have been shown to be more accurate than feature sets

containing a combination of perceptual and physical features for audio classification

(Reyes-Gomez & Ellis (2003)).

CCs have also been used successfully as a front-end for speech recognition and general

audio classification systems. However, for speech recognition the most widely applied
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feature sets are the Mel-frequency Cepstral coefficients (MFCC).

5.5 Mel-frequency Cepstral Coefficients

The most widely applied feature set for automatic speech recognition systems is the

Mel-frequency Cepstral coefficients (MFCC). These coefficients are extracted from

the perceptually scaled frequency axis called the Mel-scale (Rabiner & Juang (1993)).

This is a warped scale specifically designed to utilise the properties of human speech,

which is usually found in low frequencies ranging up to 4kHz (see Figure 5.2). The

conversion of the audio signal into the Mel-scale results in a higher resolution at lower

frequencies, placing emphasis on those frequencies where speech is more prominent.

This is the main reason why MFCC are one of the leading front-end features for auto-

matic speech recognition (Rabiner & Juang (1993)).

To extract MFCC from the audio track, the signal is first converted into the frequency

domain. The signal is then passed through a bank of triangular filters uniformly spaced

in using the Mel-scale. At this point the data is reduced. A natural log transformation

is then performed to separate out convoluted signal components, smoothing the signal.

Finally a Discrete Cosine Transform (DCT) is applied to extract the Mel-frequency

Cepstral coefficients5.

There are a number of reasons, apart from the Mel-scale, as to why MFCC are widely

applied to a variety of research problems. MFCC are compact in comparison to similar

representations such as CC, where the same information can be represented with fewer

parameters. MFCC coefficients are also uncorrelated, a property that occurs during the

computation of the coefficients. The DCT that is applied during the MFCC extraction

process, is an approximation of the Karhunen-Loeve transform or Principle Compo-

nents Analysis (PCA) (Theodoridis & Koutroumbas (1999)). PCA is often utilised for

reducing dimensionality by removing redundancy in a highly correlated feature set.

The DCT ensures that the MFCC are orthogonal, a desirable property in a feature set.

Typically the first 10 to 16 MFCC coefficients are used in the front-end of an ASR

system, assumed to contain the most representative information of speech. The first (∆
5For a more in depth explanation of this process see Rabiner & Juang (1993), pp.78, 189-190.
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MFCC) and second order (∆∆ MFCC) time-derivatives are also included in a standard

ASR feature set, also known as the velocity and acceleration parameters, respectively.

These coefficients measure the pitch and spectral dynamics of the signal and have been

shown to improve accuracy (Young et al. (2003)).

The MFCC are gain (volume) independent except the0thcoefficient, which is depen-

dent on the energy or power level of the signal. This0thcoefficient can be shown to be

a representation of the averaged energies for each frequency band but is normally not

added to the front-end of ASR systems because of its unreliability. However, the log

energy of the signal is appended to the ASR feature set (Zheng et al. (2001)).

Apart from speech recognition systems, MFCC coefficients have also been used for

other applications, such as general audio classification (Spina (2000)), excited speech

detection (Rui et al. (2000)), and event detection (Adams et al. (2003), Xiong et al.

(2003b)). Spina (2000) classified seven different radio environments including clean

speech, telephone bandwidth speech, music and environmental noise using a combina-

tion of MFCC and Hidden Markov model classifiers. Classifying these environments

is an important step for improving word error rate for speech transcription. The sys-

tem was evaluated across a large study using over two hours of radio news achieving

80.9% classification accuracy overall. Rui et al. (2000) differentiated between excited

and normal speech by applying a MFCC feature set and a statistical classifier, recog-

nising 49 out of 63 sequences correctly.

For detecting events such as rocket launches and explosions, Adams et al. (2003)

utilised a standard ASR MFCC feature set, comparing both GMM and HMM as classi-

fiers. The HMM classifier was able to recognise with 38% precision explosion events

and rocket launch events with 56% precision, across a large test collection (Smeaton &

Over (2003a)). The same approach also classified 98% of music sequences and 89%

of the speech sequences in the collection.

Xiong et al. (2003b) also applied a MFCC front-end for classifying content in sports

video. Applying a MFCC feature set as part of a HMM classifier was found to be 94%

accurate for classifying speech, music and crowd cheering classes in sport sequences.
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5.5.1 Discussion

The MFCC feature set appears to be a robust front-end for a variety of research prob-

lems including speech recognition and also audio classification. The advantage of such

feature representations are:

• the coefficients are designed specifically for representing speech,

• are low dimensional,

• are orthogonal.

5.6 Linear Predictive Coding Cepstral coefficients

Linear Predictive Coding (LPC) is a powerful speech analysis technique used for en-

coding good quality speech at a low bit rate (Rabiner & Juang (1993)). LPC can pro-

vide extremely accurate estimates of speech parameters and is relatively efficient for

computation. The LPC model utilises the property that speech is found at lower fre-

quencies, to decrease the bit rate of the signal. LPC attempts to represent how speech

is formed in the vocal tract with an all pole model. The coded speech is synthesised by

a time-varying all-pole filter, where the filter coefficients are obtained with an autore-

gressive estimation method that describe the spectral envelope of the speech signal. An

example of a LPC application is Telephone-bandwidth speech, which has a sampling

frequency of 8kHz.

Linear Predictive Coding Cepstral coefficients (LPCC) can be derived from the pa-

rameters in this speech production model6. These coefficients have been applied to

applications such as speaker detection and verification system (Campbell Jr. (1997)),

and word recognition (de Wet et al. (2000). From experimentation, systems employ-

ing LPCC as a front-end have also been proven to outperform MFCC (de Wet et al.

(2000)). The LPCC coefficients were found to be robust to noise in comparison to

MFCC, for the problem of speech recognition in noisy audio data. LPCC coefficients

have also been shown through experimentation to be more reliable than the standard

LPC parameters for speech recognition (Rabiner & Juang (1993)).

6Rabiner & Juang (1993) pp.115 provides a more in-depth explanation of the LPC and derivation of
the LPCC coefficients.
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5.7 Other Feature Sets

Other perceptual models, not introduced in this thesis, include the cochleogram and

the autocorrelogram. Both models are popular representations in the fields of Auditory

Scene Analysis and Psychoacoustics (Scheirer (2000)). However, these models are still

at an early phase in development for audio classification. Deriving features from such

models is computationally very expensive and at present, unproven in comparison to

more established feature sets such as MFCC and LPCC.

Recently the MPEG-7 audio feature set has been developed. These features are percep-

tually similar to MFCC, where the signal is transformed into the frequency domain us-

ing PCA instead of DCT. Xiong et al. (2003b) applied MPEG-7 features as a front-end

using a set of HMM classifiers for classifying content found in sports video. However,

when compared with a system using MFCC features, no significant gain in accuracy

was found. MPEG-7 features are relatively new and are, again, not investigated in

the confines of this thesis. However, possible future research evaluating the merits of

MPEG-7 features and both cochleogram and the autocorrelogram models would be

beneficial, especially comparing such features against more established sets, such as

CC, MFCC and LPCC coefficients.

5.8 Comparative Feature Set Investigations

There have been few comparative studies of feature sets for the problem of general

audio classification. One such comparative study presented a comprehensive study

of feature sets including LPCC, CC and MFCC, using a range of classifiers, such as

artificial neural networks (ANN), GMM and HMM (Cowling & Sitte (2003)). The

feature sets were compared across 8 different environmental sound effect classes such

as, ‘footsteps’, ‘glass breaking’ and ‘coins dropping’, and a separate test collection

containing musical instrument sound clips. The MFCC feature set, when applied as

a front-end of a Dynamic Time Warping classifier, displayed the highest classification

accuracy. However, the CC feature set was found to be more accurate than MFCC and

LPCC in terms of classification accuracy, when modelled by HMM classifiers. Overall,

there was no significant difference between using CC and MFCC feature sets overall,
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where the selection of a classification framework appeared to be a more important

decision. A potential problem with the experiments was that for some models, such

as the HMM the feature sets were converted from continuous to discrete using vector

quantisation. This process can result in a loss of information that could have influenced

results (Rabiner & Juang (1993)).

Li et al. (2001) studied a 143 features for grouping general audio into a broad range of

seven categories, such as silence, speech and music and also combinations of speech

and music, etc. The survey indicated that MFCC and LPCC feature sets resulted in

higher discrimination accuracy than other perceptual or physical measurements includ-

ing ZCR, average energy and bandwidth. A Bayes classifier was used for evaluating

each feature combination.

Another comparative study, Tzanetakis & Cook (2002), classified music files into var-

ious genre, such as classical, rock, hip hop and jazz. A number of feature sets were

compared, such as CC, MFCC and some physical features. k-Nearest Neighbours

(kNN) and GMM classifiers were used to compare all feature set representations. It

was found through experimentation that modelling classes with a GMM classifier, pa-

rameterised by MFCC features, was the best solution displaying 80% accuracy overall.

However, for some music genres the CC feature set modelled by a GMM classifier pro-

duced better results.

A similar study, Marques & Moreno (1999) compared MFCC, CC and LPC coeffi-

cients for the task of instrument classification. New audio sequences were classed

into one of eight different instrument classes each represented by a GMM classifier

applying a MFCC, CC or LPCC front-end. The MFCC feature set provided the best

discrimination between instrument classes (37% error rate) followed by the CC feature

set (47%) and then LPCC (64%).

There has been one related comparative study of audio features in the sport domain

(Xiong et al. (2003b)). In this paper both MPEG-7 and MFCC feature sets were com-

pared across a number of content classes found in sports video, such as Baseball hit,

Speech, Crowd cheering and Music. Both feature sets were employed as a front-end

for HMM statistical classifiers. From experimentation, there was no significant gain

from applying a MFCC or MPEG-7 audio feature set to the problem of classification.
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5.8.1 Discussion

Selecting an appropriate audio feature set is important. In this chapter a number of

audio feature representations were investigated that have been applied to a number of

fields such as automatic speech recognition (Rabiner & Juang (1993)), general audio

content analysis (Liu & Chen (1998), Li et al. (2001), Lu et al. (2002), Cowling & Sitte

(2003), Wang et al. (2000), Zhang & Kuo (2001)), music retrieval (Wold et al. (1996),

Scheirer & Slaney (1997)) and sports event detection (Nepal et al. (2001), Chang et al.

(1996), Rui et al. (2000)).

There did not appear to be conclusive evidence to suggest that one particular feature

set would be more appropriate than another, from studying a number of comparative

research studies. For research problems, such as musical instrument classification,

the MFCC feature set performed better than both CC and LPCC (Marques & Moreno

(1999)). However, for speech recognition in noisy audio environments, LPCC has been

shown to improve word error rate when compared to MFCC (de Wet et al. (2000)).

Studying the related work as a whole, it was not clear what type of feature sets would

be suitable for sports audio indexing. Both MFCC and LPCC were designed for the

sole purpose of recognising or modelling speech. However, the CC feature set is less

domain specific. This could be advantageous given the audio content found in football

video, which is a combination of both speech and non-speech sound.

Provided with a wide choice of audio features to choose from, three different types of

audio feature set representations to parameterise the audio track were chosen: Cepstral

Coefficients, Mel-frequency Cepstral Coefficients, and LPCC coefficients. These fea-

ture sets were widely applied, well researched and proven to be effective for a number

of research problems. Selection of these feature sets was based on previous research,

as well as each feature set containing desirable properties, such as being well modelled

by statistically and being orthogonal (CC and MFCC only).

Reviewing the related research into audio classification and a number of comparative

studies, there is no conclusive evidence to suggest what feature set would be suitable

for the domain of football audio. For the problem of sport, there has been little direct

comparison of audio features. Xiong et al. (2003b) compared MPEG-7 and MFCC

feature sets for parameterising the audio track of sports video for the purpose of clas-

sification. Both Nepal et al. (2001) and Chang et al. (1996) applied physical features
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for sports event detection. However, in related research, perceptual feature sets, such

as MFCC, CC and LPCC have been shown to contain higher discriminative properties

than physical features. It was therefore decided to concentrate on feature sets extracted

from perceptual representations.

When applying such perceptual feature sets for audio classification problems, a pop-

ular solution is to adopt the same feature set configurations that have been successful

for automatic speech recognition. For example, MFCC (Rui et al. (2000), Xiong et al.

(2003b)) and CC (Chang et al. (1996)) feature sets have been applied to sports au-

dio, and LPCC feature set for general audio (Li et al. (2001)) and music classification

(Marques & Moreno (1999)).

However, the content found in sports audio is a collection of many different speech

and non-speech sounds with varying levels of quality and noise. This could be an ad-

vantage for a feature set, such as CC, which are not domain specific when compared

to MFCC and LPCC. Both MFCC and LPCC were developed with the aim of repre-

senting speech that may not generalise to other non-speech sound. However, related

research into discrimination between speech and general non-speech audio, such as

music have indicated that both MFCC and LPCC can be applied with a degree of suc-

cess. Also, LPCC coefficients have also been shown to be robust to noise for word

recognition systems (de Wet et al. (2000)).

It would be difficult to determine from the related research with a degree of confidence

what feature representations would be more appropriate for the problems faced when

generating indexing algorithms for football audio. Therefore it was decided to evaluate

CC, MFCC and LPCC feature sets formally before finalising on one representation.

5.8.1.1 Technical Note

Each audio file was parameterised using the three feature sets using a Matlab toolkit

called Voicebox. For further details please refer to Brookes (2003).
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5.9 Conclusion

In this chapter, a number of audio representations were introduced, such as the time

and frequency domains. Related research applying features sets generated from these

domains were also reviewed. Studying this body of work as a whole, three candidate

feature sets were chosen for formal analysis, using a test collection generated from

football videos. The three feature sets were the Cepstral coefficients, Mel-frequency

Cepstral coefficients and the Linear Predictive Coding Cepstral coefficients.

A summary of the main reasons for selecting these feature sets were:

• that these feature sets were extracted from audio representations based on the

human auditory system (frequency),

• that the CC, MFCC and LPCC have proven track records in automatic speech

recognition and general audio classification problems,

• that both the CC and MFCC feature sets are uncorrelated,

• that speech and other general sound classes, such as music, have been shown to

be well modelled statistically when parameterised using CC, MFCC and LPCC,

• that there has been no definitive comparative study between audio feature sets

for sport audio,

• that physical and perceptual measurements extracted from the time and fre-

quency domain were not as accurate as these three feature sets in a number of

studies (Li et al. (2001), Cowling & Sitte (2003) and Tzanetakis & Cook (2002)).

Provided with this evidence, it was believed that the CC, MFCC and LPCC feature

sets would be suitable for the audio content found in football audio. In the following

chapter, these three features are formally examined further for the purpose of selecting

the one set containing the highest discriminative properties for football audio.



Chapter 6

Audio Feature Set Selection

6.1 Introduction

Three established feature sets were chosen in Chapter 5, believed to be suitable for

parameterising the audio track of football sequences. These three candidate feature

sets were the Cepstral coefficients (CC), Mel-frequency Cepstral coefficients (MFCC),

and Linear Predictive Cepstral coefficients (LPCC). The feature sets were chosen for

parameterising the audio track of football sequences, allowing for content to be mod-

elled. By modelling content using a statistical framework such as the Gaussian Mixture

Model or Hidden Markov Model, future video sequences can be recognised as part of

an indexing algorithm.

In this chapter, each feature set is compared formally by measuring the classification

error across a test collection generated from football videos1. There are two main

objectives set out at the beginning of this chapter. The first goal is to discover what

feature set provided the highest discrimination between each content class, minimising

classification error. The second aim is to investigate the selected feature set further

(MFCC), analysing the best configuration given the data set. This second objective is

achieved through the comparison of a large number of coefficient combinations, again

deciding upon the feature set minimising classification error.

The remainder of this chapter is structured as follows. Section 6.2 will review the

1Classification error is a measure of the accuracy for labelling new video sequences into the correct
category, where the test collection contained three broad content classes found in football audio.
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problem of feature selection, presenting the motivation behind the chapter objectives.

Section 6.3 will then layout the feature selection experiment details, highlighting the

results in section 6.4. The chapter is finally concluded in section 6.5.

6.2 Motivation

During the training phase for GMM and HMM when applied to the problem of clas-

sification, it is necessary to calculate the probability distributions in the feature space

for each class. New video files can then be classified by measuring the likelihood of

each model generating the data representation of the new sequence. A criterion such

as maximum likelihood is then applied to decide what class the video sequence is most

likely to belong to.

An important step in this process is deciding on a representation for the video se-

quence. The aim of feature selection is to identify those features that best capture the

characteristics contained in each content class and providing a high discrimination be-

tween classes. To think of it as a clustering problem, it would be desirable to possess a

set of tightly grouped clusters that are well separated in the feature space. The further

the content classes are separated in the feature space, the higher the classification ac-

curacy, provided that each class is efficiently modelled. The accuracy of labelling new

sequences can fail dramatically if each class is poorly represented both in the feature

space and the model.

One strategy for minimising poor class representation is to avoid working in high di-

mensional feature spaces, but it is difficult not to use a large number of dimensions if

all the measurements carry limited information. Feature selection is the task of finding

the optimal combination of features that minimises some criterion such as classifica-

tion error. To arrive at this optimal solution involves searching through a combinatorial

number of feature sets. However, as the dimensionality of the feature space increases

so does the number of feature combinations to be evaluated, before discovering an op-

timal solution (Jain et al. (2000)). When using a criterion such as classification error,

this process will involve comparing both feature combination using a statistical classi-

fier, which is a computationally demanding solution (Jain et al. (2000), Theodoridis &

Koutroumbas (1999)).
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Optimal feature selection is an expensive and time-consuming procedure especially if

the number of candidate features to begin with is large. There are alternative search

strategies to an exhaustive search approach such as stepwise search (Theodoridis &

Koutroumbas (1999)), that add or remove coefficients step by step until a criterion is

reached. This method limits the number of combinations to be searched, although such

a search strategy may locate only sub-optimal feature sets in terms of classification

error. A common problem with feature selection search strategies such as stepwise, is

that they often converge on localised optimal solutions.

The three feature sets chosen in Chapter 5 are well researched and share similar per-

ceptual properties (Rabiner & Juang (1993)). Therefore, the objective for this thesis

was not specifically to find the best subset of coefficients from the entire collection of

features, but instead to select the feature set that provided the highest discrimination

between content classes found in football audio. This simplified the feature selec-

tion process, minimising the number of feature combinations to be examined. Not

evaluating the merits of all feature set combinations could be considered sub-optimal.

However, the three candidate feature sets are well researched and perceptually share

similar properties. It was believed that searching through all coefficient combinations

would be computationally infeasible. Moreover, given the minimal investigation into

feature set selection for such broad content classes found in video, even a sub-optimal

experiment would provide an insight.

For feature selection in this thesis, two objectives were decided upon. The first aim

was to evaluate the three feature sets CC, MFCC and LPCC, identifying which set

minimised classification error. The second goal was to then study the chosen feature

set further to find the best combination of coefficients in that feature set. For exam-

ple, many ASR systems apply the MFCC feature set containing both time-derivative

coefficients (MFCC∆ and MFCC∆∆) that indicate the degree of spectral change, and

log energy that is a measure of the activity of the audio signal (see Chapter 5). This

feature set combination is believed to contain the highest discriminative properties for

speech and is consequently selected for other audio problems regardless of the differ-

ences in structure between speech and non speech sound (Garg et al. (2003), Adams

et al. (2003), Spina (2000)). There has been little comparative investigation into the

suitability of such feature set configurations for broad general audio classes found in

video. It was believed that an important phase in algorithm development would be
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to examine the discriminative properties of different coefficient combinations further

through experimentation. The overall goal is to identify the simplest (low dimensional)

feature set that minimised classification error. The following sections will both outline

and present the result of both feature set experiments.

6.3 Feature Selection Experiment

The three candidate feature sets chosen in Chapter 5 were CC, MFCC and LPCC.

In this section, the experiment designed to compare the three feature sets is described.

First a test collection was generated using three content classes found in football audio.

Then the comparative measure to evaluate each feature set is defined (classification

error). To calculate the classification error a framework is required for measuring

the discriminative properties of the feature (Jain et al. (2000)). This methodology is

explained further, outlining why the GMM was chosen for the experiment(s).

6.3.1 Test Collection

A test collection was generated to evaluate the performance of each feature set. To do

so, 12 video files were manually annotated based on the findings discovered in Chap-

ter 3.3. This involved manually segmenting and labelling the audio stream into the

main content structures defined in the video model (Section 3.4). Both the broad con-

tent classes such as Advert, Studio and Game were labelled along with high-level con-

cepts including speech, crowd cheering, music and silence, where each data sequence

was assigned a label corresponding to the content class it belonged to. A description

of the annotation and these labels can be found in Appendix D2

From this annotation, audio clips of varying length were extracted from the three dom-

inant content classes; Advert, Game and Studio. These were the dominant content

classes found in the video files, chosen to provide an insight into the feature set dis-

crimination properties given by football audio data. The test collection contained ap-

proximately 15482 seconds of audio, over 4 hours of audio. For the Advert class there

2Only 12 video files were annotated fully due to time considerations and human resources. This
process took over 4 weeks to complete. The remaining 36 video files were left for system development.
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were 3161 seconds of audio (51 minutes), for the Game class there were 7304 sec-

onds (121 minutes) and for Studio 5017 seconds (84 minutes). These durations were

representative of how often these sequences appeared in the video file.

For each audio clip, the corresponding features were then extracted for experimenta-

tion. Subsequently, 75% of the audio clips in each sample were randomly placed in a

training group and the remaining 25% assigned to a test group.

6.3.2 Classification Error

Predicted Positive Predicted Negative

Actual Positive TP FN

Actual Negative FP TN

Table 6.1: Confusion Matrix

A measure called classification error was used to evaluate the discriminative properties

of each feature set. This section formally defines this measure.

It is common to analyse the performance of a classification algorithm using a confu-

sion matrix (see Table 6.1). The columns of the confusion matrix correspond to the

predicted class and the rows correspond to the actual class. Table 6.1 is an example of

a confusion matrix for a two class problem. There are four possible outcomes in the

confusion matrix. The positive class will correspond to the content class focused upon,

while the negative class contains all remaining data sequences. The four outcomes are

defined as:

• True Positives (TP): is the number of correctly identified data sequences from

the positive class,

• True Negatives (TN): is the number of negative examples correctly classified

into the negative class,

• False Positives (FP): is the number of negative data samples incorrectly classified

into the positive class. This is also known as aType I error,

• False Negatives (FN): is the number of positive examples classified into negative

class. This is also known as aType II error.
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Classification error can formally be defined as,

Classification Error= 1− (TP+TN)
(TP+FP+TN+FN)

(6.1)

Alternatively, classification accuracy is often used to positively compare the perfor-

mance of classifiers, and can be defined as,

Classification Accuracy=
(TP+TN)

(TP+FP+TN+FN)
(6.2)

Classification accuracy is often used as a measure when comparing the final perfor-

mance of a classification system for audio indexing problems (Roach & Mason (2001),

Wang et al. (2000)). This measure is used as a positive measure for evaluating the fi-

nal performance of the indexing algorithms in this thesis, while classification error is

applied for comparing different settings for one indexing algorithm.

6.3.3 Experimental Methodology

To evaluate the feature sets a two-class classification problem was used. The logic

behind this decision was to compare the three feature sets across each content class

separately, determining if there were any differences. Checking for this type of sce-

nario would provide an insight into future indexing problems or limitations later, as

well as help develop a more efficient indexing algorithm.

To set up the two-class problem, the three content classes were focused upon sepa-

rately. For each content class, the test collection was divided into two, a positive and

negative class. The positive class included data sequences from the current content

class, while the negative group contained the remaining data. For example, an experi-

ment using the Advert class would have two classes. The Advert sequences would be

placed in the positive class, while the Game and Studio sequences would be grouped

into the negative class.

After the two classes were formed, the test collection was randomly divided into two:

a training and a test sample. 75% of the data sequences from each class were assigned

to a training sample, and the remaining 25% for testing. This percentage was decided

so as to allow for as much training data as possible for generating the two statistical
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models. Allowing for as much training data as possible would help estimate the model

parameters more accurately.

For each class, two statistical models were then formed separately using training data

from the respective classes (positive and negative). Two classifiers, one for each class,

were required for labelling the test sample and thus measuring the classification er-

ror for each feature set. The GMM was used as a statistical representation for each

class. The GMM was favoured over the HMM as it is a popular framework for this

type of problem. It has been applied to the fields of video (Roach & Mason (2001))

, music genre detection (Tzanetakis & Cook (2002)), and the classification of radio

news (Kemp et al. (2000)), amongst other problems. The GMM was also found to

be easier to train and test when compared to the HMM. Given the number of feature

combinations for achieving both objectives, and the volume of data, the GMM was

considered the best option. Another reason for deciding upon the GMM was that it

could be considered to be an example of a one state HMM (Chapter 4).

Using the GMM, the discriminative properties for each feature set were measured

across the three content structures separately (Advert, Game and Studio). For each

semantic structure, two GMM models were generated for each class (positive and neg-

ative) using the training samples. To minimise the influence of the GMM, and measure

only the discriminative properties of each feature set, each GMM was fixed to have the

same number of mixture components. By fixing the number of modes to be the same,

the only changing variable would be the feature set.

Initial parameters were estimated using k-means clustering algorithm (Theodoridis &

Koutroumbas (1999)). To limit the effect of unusually good or bad parameter estima-

tions during the training phase, the same GMM was initialised 10 times. For training,

the expectation-maximisation algorithm was employed for parameter estimation. Af-

ter the 10 initialisations, the final GMM that generated the maximum likelihood was

selected for testing. The reason for this whole process was to limit the possibility of a

sub-optimal GMM. It was not uncommon during GMM generation for the EM to stop

on a local maxima.

Once the positive and negative GMM models were formed, the test sample was clas-

sified. The data sequences in the test sample were classified using the maximum like-

lihood criterion. That is, each data sequence was labelled into the GMM class that
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returns the highest model likelihood score. The classification error is then recorded

for each feature set. After the completion of the experiment, the same process was re-

peated 24 times randomly changing the training and test samples after each complete

run. The reasoning for this was to measure the variation in performance between each

run, limiting the effect of unusually good or bad experimental runs.

This process was then repeated for the next semantic content structure such as Advert

or Game, where the test collection is changed accordingly.

6.3.4 Test for significance

To test for significant improvements between feature sets, the non-parametric equiva-

lent to the ANOVA test was used, the Kruskal-Wallis test (Lehmann (1975)). This is

a statistical test to check for differences in multi-group comparisons, employed to test

if the mean classification error for each feature set is equal. This test was used over

ANOVA to avoid problems such as the assumption of normality. The test is used to de-

termine if there were significant differences between the different feature sets in terms

of classification, where significant was p-value≤ 0.05. To locate where the significant

differences were between feature sets, a follow up pair-wise comparison was used.

6.4 Experimental Results

There were two aims in the experiment. The first objective was to compare the three

feature sets (CC, MFCC and LPCC) across three content classes found in football

video (Advert, Game, and Studio), identifying the feature set that minimised classi-

fication error. For each feature set 14 coefficients were used. This was a standard

number that is considered to contain the majority of the representative information of

the audio signal (Rabiner & Juang (1993)). Selecting 14 coefficients for each feature

set also minimised bias favouring one feature set over another. For example, a feature

set containing more feature dimensions may result in worse performance. As the di-

mensionality increases so does the number of parameters to estimate precisely. Fixing

the number of parameters in each model would hopefully limit the affect of the GMM

and hence measure only the discrimination properties of the feature set.
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After the completion of this goal, the second objective was to analyse the selected

feature set further. The configuration of this feature set was studied, locating the com-

bination of coefficients that would be optimal, given the test collection. The following

sections highlight the results and conclusions from the two experiments.

6.4.1 Objective1: Feature Set Comparison

Feature Set Adverts Games Studio

CC 0.4331±0.0367 0.4362±0.0442 0.3785±0.0403

MFCC 0.2347±0.0308 0.2348±0.0236 0.2979±0.0161

LPCC 0.3704±0.0128 0.3719±0.0125 0.4151±0.0154

Table 6.2: Feature selection results. The mean classification error and standard devia-

tion for the 25 runs are displayed from each content class.

The overall results for each content class are displayed in Table 6.2. The table dis-

plays the mean classification for the 25 experimental runs and the standard deviation.

Analysing the Advert class first, the MFCC feature set was found to have the lowest

mean classification error out of the three feature sets. Figure 6.1 presents the results

from the 25 runs of the experiment, where the circle is the mean classification error and

the bars indicate the standard deviation of the 25 runs. The MFCC feature set ranged

from 0.2 to 0.27 classification error, compared to CC with 0.43 mean classification

error, and LPCC recording 0.37. MFCC was proved to be significantly better than

the other feature sets in terms of classification error (p-value≤ 0.05). A similar result

was found for the Game class (Figure 6.2), where the MFCC feature set was shown

to be significantly better. For both content classes LPCC was also shown to produce

significantly better classification performance than CC.

For the Studio class, the MFCC feature set again significantly surpassed the remaining

two feature sets (Figure 6.3). For this class though, the CC feature set displayed lower

classification error than the LPCC feature, a different result in comparison to the other

two content classes.

The MFCC was proven to be the best representation overall given the test collection,

significantly outperforming the other two feature sets across the three content classes
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in terms of classification error. For two out of the three classes, the LPCC was the

second most descriptive representation. A possible reason for the difference in results

between the Studio and two other classes was the content. The Studio class contained

high quality conversational speech and silence. The other two classes comprised of

more sub-structures including speech of differing quality, music, crowd cheering and

sound effects. The LPCC feature set was not a robust representation for discriminating

between such classes. This could be a factor as to why the CC feature set performed

better.

CC MFCC LPCC
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Figure 6.1: Comparison of the three feature sets across the Advert content class.

6.4.2 Objective 2: MFCC Configuration

The MFCC feature was recognised as the feature set containing the best descriptive

properties. This feature set was then studied in more depth; comparing a range of

settings, such as appending log energy and the MFCC first and second order time-

derivatives (the feature set configurations evaluated are summarised in Table 6.3). This

task would help assess the value of adding further dimensions into the feature set,
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Figure 6.2: Comparison of the three feature sets across the Game content class.

evaluating whether these new coefficients contained sufficient descriptive information

given the increase in dimensionality.

All MFCC coefficient combinations were again compared using the same experimental

methodology (see Table 6.3). Each combination was evaluated across the three content

classes and the classification error was recorded. Any differences were then formally

tested for significance.

6.4.2.1 MFCC Configuration Results

Table 6.4 displays the overall results for each feature combination across the three

content classes, again highlighting both the mean classification error and standard de-

viation of the 25 runs. For the Adverts class, adding either log energy (Set03) or the

0thcoefficient (Set02), or both (Set04) with the 14 MFCC coefficients improved the

classification error (Figure 6.4). A significant improvement was observed in append-

ing the0thcoefficient, and the log energy and0thcoefficient. Adding just the log energy

to the 14 MFCC coefficients did not result in a significant gain. The best mean classifi-
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Code Feature Set Configuration Number of Parameters

Set01 MFCC 14

Set02 MFCC +0thcoefficient 15

Set03 MFCC + Log Energy 15

Set04 MFCC + Log Energy +0th 16

Set05 MFCC +∆ (first-order time coefficient) 28

Set06 MFCC +∆ + 0th 29

Set07 MFCC +∆ + Log Energy(s) 29

Set08 MFCC +∆ + ∆∆ (second-order time coefficient) 42

Table 6.3: List of the MFCC feature set combinations evaluated. Both the number of

coefficients (dimensionality) and corresponding code are displayed.

Feature Set Adverts Games Studio

Set01 0.2347±0.0308 0.2348±0.0236 0.2979±0.0161

Set02 0.1826±0.013 0.184±0.0199 0.202±0.0192

Set03 0.1884±0.0172 0.1926±0.0199 0.2117±0.0139

Set04 0.184±0.018 0.1894±0.0172 0.2141±0.0172

Set05 0.3006±0.029 0.2972±0.0256 0.2508±0.0248

Set06 0.3069±0.0236 0.3037±0.0339 0.2422±0.014

Set07 0.3107±0.0309 0.3071±0.0248 0.2497±0.0166

Set08 0.3477±0.0314 0.3512±0.0314 0.288±0.0282

Table 6.4: MFCC configuration results. The mean classification error and standard

deviation for the 25 runs are displayed from each content class.
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Figure 6.3: Comparison of the three feature sets across the Studio content class.

cation error was recorded by the MFCC and0thcoefficient feature set (Set02), although

the difference was minimal between the three mentioned combinations (Set02-Set04).

A combination of either the first order (Set05) or, first and second order time deriva-

tives (Set08) resulted in a drop in performance, subsequently increasing classification

error. Adding the time derivatives was significantly worse than the original 14 MFCC

coefficients (Set01).

A similar trend was followed in the Game class (Figure 6.5), where adding either the

0thcoefficient or log energy (or both) into the feature set did significantly improve

performance. Appending the time derivative coefficients worsened performance sig-

nificantly.

This trend of results was also followed for the Studio class (Figure 6.6), where adding

the 0thcoefficient, log energy or both significantly improved discrimination over the

original 14 MFCC coefficients.
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Figure 6.4: Comparison of the MFCC implementations across the Advert content class.

6.4.3 Results Discussion

The MFCC features that were designed specifically for modelling speech were found

to be the most robust feature set across all sound classes. For all three classes (Advert,

Game and Studio), the MFCC feature set recorded significantly lower classification

error than the remaining two feature sets, in other words, it displayed the highest dis-

crimination. For two out of the three content classes the LPCC feature set was the

second best descriptive feature set, although for the Studio class the mean classifica-

tion error significantly increased to 0.61. The CC feature set was the least descriptive

feature set for two content classes, but performed significantly better than LPCC for

the Studio class.

The three sound classes that the feature sets were evaluated across, all contained many

sub-structures. These structures included varying quality of speech, music and other

environmental sounds such as crowd reaction. From the experiments the MFCC feature

set was a more robust measurement for these varying sub-structures when compared

to the other two feature sets. A possible reason for this is that the MFCC feature was
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Figure 6.5: Comparison of the MFCC implementations across the Game content class.

designed specifically for representing speech. The Mel-scale was designed to allow

for a higher resolution at lower frequencies where speech is found. This process would

also suggest that MFCC coefficients contain higher discrimination properties between

speech and non-speech sound as well. Another desirable property was that the MFCC

coefficients were uncorrelated. This was a result of the DCT transformation during

the feature extraction process, which generated uncorrelated coefficients and removed

redundancy between the coefficients.

Investigating the MFCC feature set further, it was discovered that appending both

log-energy and the0thMFCC coefficient to the original feature set increased perfor-

mance. The0thcoefficient is an averaged representation of the energy for all frequency

bands. Because the0thcoefficient is not gain independent it is not included in the

standard feature set for ASR systems. It is assumed to be unreliable for representing

speech (Zheng et al. (2001)). For classes containing both speech and non-speech sub-

structures though, the inclusion of features that measure the energy or activity in the

audio track improved discrimination. These coefficients were an important discrimina-

tor between content classes. A possible explanation of this is the difference in speech
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Figure 6.6: Comparison of the MFCC implementations across the Studio content class.

recording quality across the three different content classes. As discussed in Chapter 2,

recording quality between Studio and Game sequences differs in bandwidth and back-

ground noise, while for Advert sequences the sound quality is further improved by post

produced. Including measures of the energy of the audio signal, a further information

source is added, improving discrimination.

Alternatively, by appending the time derivatives (∆ MFCC and∆∆ MFCC), a standard

inclusion for ASR feature sets that indicate the degree of spectral change in the signal,

did not improve classification error. In fact for two out of the three content classes,

adding the further dimensions only resulted in a significant drop in accuracy compared

to the original 14 MFCC coefficients. A possible explanation for this outcome was that

all the important discriminative information was contained in the feature set contain-

ing the 14 MFCC coefficients, log energy and the0thcoefficient. Appending further

coefficients did not result in further discriminative information but just an increase

in dimensionality. From increasing the feature set dimensionality, the number of pa-

rameters to be estimated also increased, resulting in poor parameter estimation during

model training.
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To summarise these results, both experiments highlighted the importance of formally

analysing what features are optimal for different audio data, instead of applying stan-

dard feature sets applied for different research problems such as ASR. A consistent

trend was found in the results, which indicated that the same feature settings were op-

timal across all three content classes. This provided sufficient evidence to suggest that

the same feature set could be used for each pattern class, without significant informa-

tion loss and thus drop in performance.

The optimal feature set was the MFCC, which provided the highest discrimination

between content classes. Studying MFCC further it was found that appending log

energy and the0thcoefficient to the 14 MFCC coefficients was the best configuration.

There was no significant improvement from applying log energy over0thcoefficient, so

both coefficients were selected for the final feature set to be used in later experiments.

Moreover, for identifying audio content in the audio stream of football video, a fea-

ture set containing 14 MFCC coefficients plus log energy and the0thcoefficient is

employed. The reason why log energy was also appended, was that this feature set

(Set04) was no significantly worse, and log energy is considered an important feature

in a variety of systems, such as ASR. The feature is a measure of the activity of the

entire signal.

6.5 Conclusions

In this chapter, three audio feature sets were compared across a data set generated

from football video. The MFCC feature set was found to contain higher discrimi-

nation properties than both LPCC and CC feature sets, across three content classes.

Examining the MFCC feature set further, it was discovered that appending log energy

and the0thcoefficient improved the classification error of the MFCC feature set. How-

ever, adding the time derivatives (∆ MFCC and∆∆ MFCC), a standard inclusion for

ASR feature sets, which indicate the degree of spectral change in the signal, did not

improve classification error. This result highlighted the importance of investigating a

range of feature set combinations when faced with a new test collection. Results from

one research problem did not necessarily generalise across to a new problem. Hence,

for recognising audio content in the audio stream of football video, a feature set con-
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taining 14 MFCC coefficients plus log energy and the0thcoefficient was decided upon.



Chapter 7

Automatic Content Analysis

7.1 Introduction

A test collection was generated for developing and evaluating the algorithms intro-

duced in this thesis. This test collection was annotated manually using information

gained from inspection and domain knowledge. In this chapter, this test collection is

analysed by applying automatic techniques to investigate the underlying data struc-

tures, contained in the audio track of football video.

To do so, a HMM is applied to model the entire audio stream. However, for managing

such large volumes of data to model the entire audio track, the data is required to be

compressed, with minimal information loss. To reduce the volume of data an experi-

ment is planned for identifying an optimal length for dividing the audio sequence into.

Once the audio track is divided into smaller units, a point estimate can be extracted

from each window as an efficient representation, thus reducing the data.

Once the data is reduced, a robust HMM is generated for the audio track, with the

number of hidden states in this model estimated using a measure of the fitness. This

HMM representation is then applied for labelling a further test collection, observing the

semantic groupings modelled. The content recognised by the HMM is then compared

to previous domain knowledge, gathered through inspection, recording any similar

trends or new discoveries found from thus study.

The remainder of this chapter is structured as follows. Section 7.2 provides an insight

108
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into the chapter motivation, by reviewing related research and describing the reasoning

behind automatic content analysis, in greater detail. The steps required for automatic

content analysis are then described. First the entire audio track is compressed to allow

for the management of a large volume of data, with minimal information loss, in sec-

tion 7.3. The steps for generating a HMM representation of the audio track are then

presented in section 7.4. This HMM representation is applied for content analysis, in

section 7.5, highlighting any interesting trends or discoveries found in the data. In this

section, the video model, defined previously, is re-examined. Finally, the chapter is

concluded in section 7.6.

7.2 Motivation

Automatic speech recognition (ASR) systems are developed to transcribe the spoken

word accurately, but given the vast number of possible words that are contained in a

vocabulary, the problem of recognising individual phrases is simplified. Speech has

a modular structure that can be exploited to limit the number of variables required,

when modelling words (Reyes-Gomez & Ellis (2003)). Speech is divided into smaller

units called phones, a physical sound produced when a phoneme is articulated1. When

compared to a large vocabulary of words, that is forever evolving, there are only a

finite number of possible phones that can be pronounced. Therefore, ASR systems

model each possible phone, instead of a large vocabulary of words, which can then

be recognised by dynamically searching through patterns of classified phones (Ney &

Ortmanns (2000)).

A phone is typically represented by a single HMM, generated by a large collection

of training samples, which contain as many variations of the way the phone can be

uttered as possible. For example, a typical training sample would contain the same

phone uttered by different people with varying timing and emotion. By doing so, the

HMM can be trained to encapsulate many eventualities. The development of such

training data is assisted by prior domain knowledge, where there are only a finite list

1A phoneme can be defined as the smallest contrastive unit in the sound system of a language (Ra-
biner & Juang (1993)). A phoneme is a unit that serves to distinguish between meanings of words
and can be pronounced in one or more ways. However, a phone is pronounced in a defined way and
corresponds to a specific unit only.
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of phones. Provided with this knowledge, a comprehensive training collection can be

generated, allowing researchers to fine tune the complex processes involved in ASR

system development.

Alternatively, for modelling non-speech audio typically found in football video, basic

units such as a phone do not exist. Therefore, the problem of indexing can not be

easily simplified by modularising content into smaller units. An alternative solution is

to group similar types of sounds together into an individual class, such as speech, music

and crowd cheering. A statistical representation for each class can then be generated

for future video classification. One method of grouping similar sounds is to investigate

examples in the domain, through manual inspection. This strategy was followed in

Chapter 3.3.

Another problem with defining audio classes for future classification, is that not all

content found the audio track will be known, especially through manual inspection

alone. This can cause accuracy problems when classifying future videos. Thus, com-

plimentary methods can be adopted, applying automatic techniques to investigate the

data structures found in the audio stream. An exploratory investigation into the data

can provide an insight and understanding into the underlying processes, that define the

audio track, and is beneficial for model and indexing algorithm development. Auto-

matic content analysis can be used to locate new data structures not picked up through

the manual observation.

Through automatic content analysis, the same structures, identified by manual inspec-

tion, can also be compared with those patterns discovered automatically. This is ben-

eficial for assessing what logical patterns are discovered, as well as verifying the suit-

ability of a particular statistical representation, such as the HMM. In this chapter, it

is believed that from both manual and automatic content analysis, more underlying

structures will be discovered, with both strategies being complimentary to one another.

As well as, providing a comprehensive study of content that can be used for further

training data generation, domain understanding and algorithm development.

In the following sections, related research into this problem is reviewed, before propos-

ing a strategy for automatic content analysis.
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7.2.1 Related Work

The main objective for automatic content analysis is to group similar sounding struc-

tures, found in the audio track, together. In a sense, this is a clustering task, grouping

perceptually similar sounds automatically. There are many clustering methods avail-

able, such as hierarchical, k-means and nearest neighbours clustering (Theodoridis &

Koutroumbas (1999)), however, these algorithms are applied mainly for static data

sets. For clustering temporal data, the HMM can be applied (Li & Biswas (2000) and

Smyth (1997)). For model-based clustering involving the HMM, data items are dis-

tributed among the states, where each data item influences only the component(s) with

whom it is associated with. The states in the HMM are assumed to represent a specific

semantic content.

Li & Biswas (2000) apply HMM to cluster synthetically generated temporal data. It

was shown through experimentation that a HMM can be trained, without supervision,

to cluster the temporal data successfully. A model selection criterion was applied

for identifying the optimal number of clusters in the data set. The overall cluster-

ing strategy discovered the best HMM representation, for the entire data collection,

using model selection. To do so, a single HMM was trained on an unknown data set,

iteratively adding hidden states until the model selection criterion was reached. In the

final model, an individual cluster was assumed to correspond to a single hidden state

in the HMM. From evaluating this approach using synthetically generated data, it was

found that the underlying process that created the data were discovered automatically

by the HMM.

Smyth (1997) also clustered temporal data using HMM, although the application of

the HMM for clustering differed from that of Li & Biswas (2000). Instead of a sin-

gle HMM generated for the entire data collection, a cluster was considered to be an

individual HMM. Singleton HMM data representations were clustered using a hierar-

chical agglomerative grouping strategy, where for each new data sequence, a HMM

was generated and then the log likelihood distance was measured between the current

and existing HMM-based clusters. Similar HMM models, in terms of log likelihood

distance, were then merged. The algorithm was again evaluated using synthetically

generated data, indicating accurate unsupervised clustering of similar content.
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7.2.2 Proposal

In this thesis, it was believed that an approach similar to Li & Biswas (2000) would

be more appropriate for the task of automatic content analysis. The reasoning behind

this assumption, was that the audio track for each video file was considered to be one

complete data sequence. Therefore, modelling the entire football audio track using

a HMM, would help group similar content together. For example, a HMM models

the underlying processes that generate an audio stream by grouping similar structures

using a series of interconnected hidden states. It is assumed that each hidden state in

the HMM would correspond to a logical semantic group.

Applying an alternate strategy such as that proposed in Smyth (1997), would require

dividing the audio track up into smaller segments. Since little was known about the

underlying data structures found in the audio track, the task of logically dividing se-

quences up for clustering, was not considered suitable.

The remainder of this chapter describes the process for applying a HMM for content

analysis, discussing the issues involving the implementation and the overall method-

ology. The results of the content analysis experiment are compared to the findings in

Chapter 3.

7.3 Implementation Issues and Data Pre-processing

The main objective of this chapter, was to automatically analyse the content of the

audio track for football video files. To discover content automatically, the HMM was

chosen to model the underlying data processes found in the audio track. However,

modelling the entire audio track for each file would be a huge burden on system re-

sources.

To illustrate, the feature set employed throughout this thesis contained 14 MFCC co-

efficients, the0thcoefficient and log energy. This meant the feature space contained

16 dimensions. When the audio track was converted into this feature space, 85 fea-

ture measurements were calculated per second, per dimension, thus, for one second of

audio, there was a representative feature vector of size16×85. An entire broadcast

could span two and a half hours (150 minutes), hence a data sequence can equate to
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9000 seconds. This meant managing huge data sequences of dimension16×765000.

Given this volume of data, preparing the test collection into more a manageable form

was required. This would allow for each data sequence to be processed efficiently. One

method of minimising this large data was to divide the audio stream into equal sized

windows and then extract a single point estimate per feature. For content analysis, each

time unit would be clustered into a hidden state in the HMM, with a hidden state repre-

senting a semantic content cluster. For this task, there should be sufficient descriptive

information contained in each time unit. It was important that these segments con-

tained enough discriminative information for recognising content. An experiment was

performed for formally analysing what window length would encapsulate sufficient

descriptive information.

After this optimal unit length is found, it can be represented efficiently, by using a

point estimate such as the mean. Estimating the mean value for each time step, is to

assume short term stationary. In other words, all observations within the audio clip will

come from a stationary process with finite moments, the mean estimate being the first

moment. The problem faced is at what scale is the process being estimated stationary?

For example, too wide a window, and the mean could be estimating a non-stationary

process. Too short a window, can result in a poor estimate. The concern is whether

the smaller number of sample means obtained when using a longer window, will be a

problem in estimating the parameters of a future model i.e. the HMM.

This section examines the importance of observation length and its correlation with

classification error. The aim is to find a suitable time unit, which would contain enough

descriptive information for accurate classification. After identifying a suitable window

length, appropriate sufficient statistics can be calculated, allowing for a more efficient

data representation.

7.3.1 Related Research

Similar investigations into the problem of window size for audio, included Tzanetakis

& Cook (2002), who evaluated a range of observation sizes for classifying musical

sequences into genre. A set of GMM classifiers were employed for classifying new

musical sequences into the correct genre class, where these audio clips were parame-
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terised by a MFCC feature set. A range of observation lengths were evaluated using

classification accuracy as a measure. It was discovered that once the audio clip length

was increased to 1 second, there was no significant increase in accuracy. A shorter clip

size than 0.5 seconds was found to decrease performance, and a length over 2 seconds,

also resulted in a drop in accuracy. An audio clip length of a second was discovered to

contain sufficient statistical information for classifying musical sequences. In a similar

experiment, Marques & Moreno (1999) compared two audio clip lengths (0.2 seconds

and 2 seconds) for classifying sequences into the correct musical instrument class, by

using a set of GMM classifiers. It was discovered that a length of 0.2 seconds provided

more accurate classification performance.

Spina (2000) also evaluated the correlation between observation length and classifi-

cation accuracy, this time for the problem of radio news classification. New audio

sequences were classified into seven categories including speech, music and silence.

The optimal length for the audio clips was discovered to be approximately 0.5 sec-

onds. A longer unit length provided no further information gain. In fact, increasing the

length beyond one second, began to result in a drop in accuracy.

7.3.2 Observation Length Experiment Methodology

To formally identify a suitable window length for classification, the Gaussian Mixture

Model (GMM) was applied. From reviewing similar research into this problem, the

GMM was shown to be an effective classifier for this problem. Another reason for

selecting the GMM, was that in this experiment it was assumed that the data contained

in each window was identically and independently distributed, and from a stationary

Gaussian process. Hence, the GMM was a more appropriate classifier than the HMM,

as it does not model the temporal variation within a sequence.

The data sequences in the test collection were divided into varying lengths, ranging

from {0.1, . . . ,1.4} seconds wide. For example, when comparing the window length

of 0.1 seconds, all data samples in the test collection would be of the same length.

The GMMs were both trained and tested using sequences of this length. Classification

error was then used as a measure for comparing the various window lengths, where the

same test collection was used for these experiments, as in Chapter 6.3.1. Again, 75%
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of the data set was randomly assigned for training and 25% for testing the models.

However, for this experiment, a single GMM classifier was generated for each content

class: Advert, Studio and Game.

Given the length of each audio clip, it was assumed that a window would contain

only one of many sub-structures found in each content class. Therefore, a number of

mixture components were required for each content class, each representing content.

The number of mixture components in the GMM were fixed to be the same, for each

content class, for all window lengths. It was believed that this would minimise the

effect of other variables in the experiment, and measure the effect of changing the

window length only. The overall classification error for labelling the test collection

into the correct classes was then recorded, for each window length.

For each content class, a GMM was generated using labelled training samples from

the appropriate class. Each GMM was again initialised 10 times using the k-means

algorithm and then trained using EM (see Chapter 4.3.2). The best initialisation, in

terms of out of sample likelihood, were then used for testing. For each window length,

this entire experimental process was repeated 25 times, randomly changing the training

and test samples after each complete run.

7.3.2.1 Experiment Summary

The steps taken for this experiment are summarised below,

1. The test collection was randomly divided into two samples. 75% of the data into

a training sample and the remaining 25 % into a test sample.

2. For both the training and test samples, the data sequences were then divided into

smaller units ranging from 0.1,. . . ,1.4. For example, the 0.1 group would only

contain samples of 0.1 seconds in length.

3. Separately for the three content classes (Advert, Game and Studio), a single

GMM was generated following these steps:

(a) A GMM was initialised using k-means and then trained using the EM al-

gorithm.

(b) The log-likelihood value was recorded for this initialisation.



Chapter 7. Automatic Content Analysis 116

(c) This process was repeated a further 9 times.

(d) The 10 log likelihood values were compared and the GMM with the maxi-

mum value, is selected for the classification phase.

4. The test sample is then classified using the three GMM classifiers. The maxi-

mum likelihood criteria is applied to determine the class of a data sequence.

5. The classification error for each window length is recorded.

The entire process was run 25 times.

7.3.3 Window Length Results
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Figure 7.1: Window Length versus classification error results.

Figure 7.1 displays the results. The mean classification error is represented by the cir-

cle for each window length, and the bars represent the standard deviation. It was dis-

covered that by increasing the window length from 0.1 second up to 1 second resulted
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in a drop in classification error. Up until 0.4 seconds this was found to be a significant

improvement (using the Kruskal-Wallis significance test, Chapter 6.3.4). However, in-

creasing the window length beyond 1 second, did not result in further improvement,

where there appeared to be a convergence in classification error. This would suggest

that there was not a significant gain in discriminative information after lengthening the

window further.

Another finding discovered from the experiment, was that as the length was increased,

the variation in classification error decreased. This was evidence to suggest that the

longer the window length, a degree of stability was found in classification. Again, this

variation stabilised around 0.8 seconds.

From these results, it was assumed that a window length between 0.6 to 1.4 seconds

in length, would be ‘optimal’. For simplicity, a final window length of 1 second was

chosen, as it was believed that a time scale of 1 second would be easier to manage than

0.8 or 1.2 seconds.

7.3.4 Data Compression

The complete audio track for each video file, in the test collection, was parameterised,

and then divided up into one second windows, calculating the mean feature vector

for each window. It was assumed that all feature measurements in a window was

generated by the same Gaussian process, with the mean used as a point estimate. By

estimating the mean value at each time unit, short term stationarity was assumed in

the window. In other words, all data points within the window would come from a

stationary process with finite moments. Calculating the mean feature for each one

second window, provided a point estimate as a representation. The final result was a

vastly reduced data sequences, with minimal information loss.

Figure 7.2 is an example of an original parameterised sequence, with the smoothed

representation below. A number of known changes in content structure were marked on

the video sequence. From analysing such sequences, tt was believed that the reduced

audio sequence was an efficient representation, with minimal information loss. It can

be seen in the figure, that the changes in structures also appear in the reduced audio

sequence.
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Figure 7.2: Reducing the data.

7.4 Generating a HMM model

The methodology for applying HMM to the problem of automatic content analysis,

is introduced in this section. The goal is to model the underlying data structure of

the audio track for football video files. By doing so, it is believed that both known

and new content will be identified, assisting the indexing algorithm development. The

reasoning behind this assumption is that the HMM has been proven to contain self

organising properties proven (Li & Biswas (2000), Smyth (1997)). In other words, it

is believed that the HMM will group similar semantic content (in terms of sound) into

the same states. From generating a robust HMM representation of the audio track, new

sequences can be labelled, for recognising structure, assuming that each state in the

HMM will correspond to a semantic component found in football video. Analysing

the typical content grouped into each state, through observation, and by comparing the

results to the manually annotated meta-data (see Chapter 3.3), this assumption can be
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verified.

To achieve this goal, a non-trivial problem had to be solved. That is the problem of

‘optimal’ state selection, where a robust HMM is required for representing the entire

audio track. This is the first issue that is addressed before content analysis. A recap

of the HMM is presented below, defining the HMM used for the experiment. The

problem, and suggested solution, for HMM state estimation is then discussed, finally

presenting the experimental results.

7.4.1 HMM structure

Since little is known of the underlying data structures of the audio track, an ergodic

HMM is selected for the experiment. An ergodic HMM is considered more appropriate

than other HMM topologies such as the Bakis HMM, as no constraints are placed on

the transition matrixA. This property is believed to be advantageous, making no prior

assumption about the temporal relationship between content.

To improve the accuracy of many (speech) applications, a mixture of Gaussians are ap-

plied to model each hidden state (Rabiner & Juang (1993)). However, for this problem

a single Gaussian per state is used. The focus of the experiment is to find an ‘optimal’

number of states that would efficiently represent the many sub-structures contained in

the audio track. The reasoning behind applying multiple mixtures for each state in a

HMM, is to model the variability found within each sub-structure. For example, in

speech data the variability can refer to different voices or emotion. By applying a sin-

gular Gaussian PDF, it is believed that large variances within a sub-structure would

be represented by a different state. States with similar semantic content can then be

identified later (through inspection). The goal is not to model accuracy for future

classification, but to use the HMM as a guide for discovering structure. Applying a

mixture of densities per state could work at odds with this assumption (of a single se-

mantic content per state). Multiple mixtures could allow for unrelated content to be

described by the same state.

Another reason behind this decision, is to limit the number of parameters to be es-

timated in the HMM. Overfitting can also occur when applying Gaussian mixtures,

especially when a large number of parameters are included in the model. For these
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reasons, a single multivariate Gaussian distribution is used to model each state of an

ergodic HMM.

7.4.2 Number of hidden Markov state selection

Selecting an ‘optimal’ number of states is important, where each state in the HMM

is assumed to represent a sematic content found in the audio track. Estimating the

number of states in the HMM can be seen as the task of approximating the number of

content (sub-)structures. It is assumed that a robust HMM, which fits the data well,

can enable these structures to be identified. A measure called predictive likelihood is

used to determine the number of states in the HMM, which is the probability of a new

audio sequence being generated by a model.

Using the same notation as Rabiner & Juang (1993), the predictive likelihood is de-

fined. LetO = {Oi : i = 1, . . . ,K} be the test set ofK acoustic observation vectors,

whereOi = {oi
t : t = 1, . . . ,T} is a smoothed representation of an audio track.t is one

time step in the acoustic vectorOi , andoi
t is the mean feature vector for the time stept

of audio sequencei.

Λ = {λc : c = 1, . . . ,N} is the set of candidate models to be evaluated, whereN is the

total number of models andλc is the current HMM. From this pool the final HMM

representation will be selected by using the predictive likelihood as a measure. Thus,

the predictive likelihood for modelλc is defined as:

Lλc
(O) = ∑

i=1,...,K

logL(Oi |λ̂c) (7.1)

whereL(Oi |λ̂c) is the likelihood that model̂λc generated the acoustic observation se-

quenceOi . To calculate this measure, for the HMM, a dynamic programming algo-

rithm called the Viterbi algorithm is employed (Rabiner & Juang (1993)).

A rise in the predictive likelihood score can be related to an increase in the model fit,

or an approximation of how well the HMM represents the audio sequence,O. Starting

with a simple model, more parameters (states) are added until the predictive likelihood

converges. For the HMM, a stopping criterion is often applied for selecting the optimal

number of states (Chen & Gopinath (1999), Li & Biswas (2000)). The reason for a
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stopping criterion is that, as the number of states in the HMM increases, so does the

predictive likelihood score. Adding further hidden states will always enhance model

fit, resulting in an increase in the predictive likelihood scoreLλc(O), until each data

sequence in the training set is modelled by its own unique zero-variance state (Li &

Biswas (2000)).

For this experiment, a stopping criterion was not required to determine when the HMM

began to overfit the data. Instead, the relationship between predictive likelihood and

state number was observed graphically, for estimating HMM size. A trial experiment

was performed on synthetic data to examine this relationship. The synthetic data set

was generated from a HMM with a known of states. When applying a new HMM to

the data set, the pattern in predictive likelihood was observed for adding states to the

model. The trend between HMM state number and predictive likelihood was noted,

especially when the known number of states in the model was reached. It was assumed

that this trend would be repeated for the test collection of audio sequences generated

from football video.

7.4.3 Experiment

A development set of 36 video files was used to train the HMM model, and 12 labelled

video files set aside for testing. The 12 files were manually annotated, labelling known

content (see Appendix D for a description of these labels). A set of candidate HMM

models were then generated using the training data, with states ranging from1 up to

30. That is, the set of modelsΛ = {λc : c = 1, . . . ,N}, wherec corresponded to the

number of states in the HMMλc, andN = 30.

25% of the development data set was randomly held out of the training set in order

to test the ‘fit’ of the model on the remaining data. The parameters in the HMM

were initialised by the k-means clustering algorithm and then re-estimated using the

Baum-Welch iterative training algorithm, until the model converged (Rabiner & Juang

(1993)). The model fit was then measured using the predictive likelihood score. This

overall experiment was repeated15 times, randomly changing both samples after each

complete run. This measured the variance of the HMM generation process, and limit-

ing the effect of poor model estimation or peculiarities in the experiment, which may
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skew results.

A summary of the experiment is presented below.

1. Randomly divide the development data into two samples, a trainingOa and test

Ob sample e.gOi
a = {i = 1, . . . ,27} andO j

b = { j = 1, . . . ,9}.

2. Train 30 HMM models,Λ = {λc : c = 1, . . . ,30}, using the training sampleOa.

3. Calculate and record the predictive likelihood score for each modelλc using the

test sample e.g.

Lλc(Ob) = ∑
j=1,...,9

logL(O j
b|λ̂c)

This entire process was run 15 times.

7.4.4 Results

First the results using the synthetic data are presented, and then the findings of the

overall test collection experiment.

7.4.4.1 Synthetic Data

The approach was first evaluated using ‘toy’ data was generated data from a 15 state

HMM2. The main reason for this experiment, was to use it as a guide for determining

the optimal number of states for the test collection containing football audio sequences.

Figure 7.3 presents the results from the experiment. The solid line is the mean predic-

tive likelihood for the 15 experimental runs3, and the dotted line indicates when the

15th state was added to the HMM.

From the figure, it can be shown that there was a sudden increase in predictive like-

lihood, as hidden states were added to the HMM. This increase was particulary sharp

between 1 and 10 states. The predictive likelihood then began to converge after 11 to

15 states were added. After the15th state, the HMM began to overfit the data, with the

predictive likelihood score only increasing gradually. Adding further states, did not

result in further information encapsulated in the model.

2See Chapter 4.4.6 for further details on synthetic data.
3See Appendix F, Figure F.1 for a plot containing both the mean and standard deviation.
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Figure 7.3: Finding the optimal number of states on the synthetic data. The blue line is

the mean. The red dotted line indicates the 15th state added to the HMM.

Using this trial experiment as a guide, it was thought that a similar trend would be fol-

lowed for the HMM representing the football audio test collection. Once the predictive

likelihood score began to ‘level off‘, no further states would be added, and the HMM

at this point would be selected.

7.4.4.2 Football Data

The same approach was then repeated for the test collection containing the smoothed

football sequences. For this experiment, 30 HMM models, with state ranging from 1 up

to 30 were implemented. Figure 7.4 presents the results of this experiment4. The mean

predictive likelihood score again increased rapidly before levelling off after a number

of states were added to the model. The HMM began to converge at approximately

4See Appendix F, Figure F.2 for a plot containing both the mean and standard deviation.
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20 to 25 states. Continuing to add further states only produced a small improvement

in predictive likelihood, indicating the model was overfitting the data.
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Figure 7.4: Finding the optimal number of states on the real data. The blue line is the

mean. The red dotted line indicates the 25th state added to the HMM.

The 25 state HMM was decided as the ‘optimal’ model for this data set. However, this

estimate could be considered subjective, and is only an approximation of the ‘optimal’

solution. A HMM with states ranging from anywhere between 20 to 30 could be

considered ‘optimal’. 25 was in the middle of this range and was thought of as a

good starting point for discovering what patterns each state represented. This issue

did highlight that an efficient method for selecting the optimal number of states, was

required. Chapter 8 addressed this problem further.
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7.5 Automatic Content Analysis Findings

After selecting an ‘optimal’ HMM representation of the audio track, this model was

then applied for analysing the underlying data structures. This section presents the

methodology and findings from this study.

7.5.1 Methodology

The HMM representation for the entire audio track was generated using the develop-

ment data set. This same HMM was then used to label the 12 video files that were

left out of the model generation. These 12 video files had been manually annotated

previously (see Appendix D for further details).

To label the 12 video sequences using the generated HMM representation, the Viterbi

algorithm was applied (Rabiner & Juang (1993)). This is a dynamic programming

algorithm that assigns each time point in the audio sequence to a state. This process,

essentially labels each one second time step, which is assumed to represent a logical

grouping found in football audio. Figure 7.7 is an example of an audio sequence

that has been assigned a state label at every time step. The top plot is the manually

annotated sequence, and below is the HMM labelled version of the same sequence. In

the figure, each time point in the sequence is assigned to one of the 25 hidden states of

the HMM

Provided with both the HMM and manually labelled sequences, each video file was

then inspected carefully, comparing the findings from both tasks. To examine the

output from both manual and automatic content analysis, for each audio sequence,

a number of steps were taken:

• For all 12 audio sequences, the original audio file was segmented into the one

second windows, and then saved as ‘WAV’ files5. These audio files were then

grouped according to the Hidden state label that each was assigned to. This

process created 25 audio files each representing one state in the HMM. All of

these audio file were then carefully studied, and the contents found in each file

were recorded. Appendix F.2 presents the findings for two sequences.

5See Chapter B for an explanation of ‘WAV’.
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• The distribution of time steps assigned to each state were also calculated (Fig-

ure 7.5).

• The distribution of each one second time step, according to the state label and the

manually annotated labels, were also calculated. Figure 7.6 displays the results

for one audio sequence.

• The HMM labelled sequences were also compared to the manually annotated

labels, checking for similar trends (see Appendix F). Figure 7.7 is an example

of an audio sequence labelled both manually and by the HMM.

7.5.2 Findings

Figure 7.5 displays the typical distribution of each one second time step across the 25

states in the HMM model, for one complete football sequence. State 7 contained the

highest frequency of audio clips, while state 9 had the lowest. It was discovered that the

main content grouped into state 7 was speech from Game sequences, with little to no

background environmental sound. This finding was discovered by analysing the audio

clips that were generated for each state. This appeared to be a logical result, as the main

content structures found in football were these Game sequences (see Chapter 3.3). The

commentary track in these sequences is predominant, and generally the crowd reaction

throughout a match is low.

State 12 corresponded to those clips that did not contain speech in Game sequences,

with little background sound. This was again a reasonable result, where state 12 was

assumed to represent breaks in the commentary track found throughout the match.

During these breaks in speech, little crowd sound was recorded.

Another state with a high distribution of sequences, was state 11. The content found

in this state was speech recorded from the main Studio sequences. These Studio se-

quences were the second most predominant structure in football, so again this result

was logical. Other speech recorded from Interview sequences based in a studio envi-

ronment, were also grouped into this state. The quality of recording between these two

content structures was similar, therefore explaining this grouping.

Summarising the rest of the states, there was a common trend found in each football
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Figure 7.5: The typical distribution of audio clips, across the 25 states.

sequence, where similar content was grouped together in each state. For example,

state 6 contained a lot of content related to exciting events such as crowd cheering

and commentator excitement. States 21-24 contained a lot of content synonymous

with Advertisements, such as music and sound effects. Content from other content

structures, such as Reports and Interviews, were also grouped into the same states. For

a full list of content found in each state, please refer to Appendix F.2.

The distribution of states were then compared with the manually annotated labels.

Figure 7.6 is an example of the distribution of state labels from the three predominant

content structures: Advert, Game and Studio. Similar trends were found for each

content structure again, when comparing the output from the HMM model, and the

manually labelled meta-data. For each content class, such as Studio, the HMM grouped

content belonging to that class into similar states. For example, typical states for the

Studio class included 10, 16, 17 and 19, while states for the Game sequences included

3, 7 and 12. Advert content was normally found in the later states, such as 20-25. This

result confirmed the results found through inspection.
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Figure 7.6: Histogram of the state frequencies per high level segments, for one video

sequence. From the plot, it can be shown that the three broad classes are distributed

differently.

Complete labelled audio sequences were also compared to the manual annotations.

Figure 7.7 is an example of the HMM assigning each time step to a state label, for

an audio sequence. The top graph corresponds to the manually labelled annotation

at each time step. The bottom plot is the output from the HMM. The sequence was

approximately 23 minutes extracted from one video file. It was again evident that

there was a relationship between HMM state assignment and the manual annotation

labels. A change in content structure from Game to Advert also corresponded to a

change in state. This provided sufficient evidence that the HMM was a robust model

for football audio, which can be applied for segmentation.
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Figure 7.7: An example of an audio sequence labelled both manually and by the HMM.

The top plot corresponds to the manual annotation and the bottom plot, the HMM.

7.5.3 Discussion

Examining the results from the content analysis study as a whole, it was evident that

audio alone would provide a rich, discriminative information source for segmenting

and labelling football video structure. There was sufficient evidence overall, to suggest

that the HMM was able to recognise automatically the main structures found in football

video. The many content structures within a typical football sequence, were identified

and grouped accordingly by the HMM, such as modelling the differences in speech

recording quality between different content structures (including Game, Studio and

Advert).

Although this grouping was not entirely perfect, with a number of states sharing simi-

lar traits, there was sufficient evidence to suggest that the HMM could be successfully

applied for modelling content accurately and also segmentation. With careful, super-

vised training, for each content structure, more robust HMM representations could be
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generated separately, for each class, improving accuracy.

Sub-structures within each main content class, such as Game and Studio, were also

recognised. A selection of sub-structures that were grouped together, included crowd

cheering periods, music, and high pitched sounds such as whistling. The differing

levels of crowd sound found throughout a Game sequence were also modelled by the

HMM. In Chapter 10, the sub-structures found are investigated further and applied to

the problem of event detection. The recognition of crowd cheering and commentator

excitement, especially useful information for developing an effective event detection

algorithm.

Another interesting finding from this investigation, was that the test collection con-

tained sequences recorded from two TV channels. There was a concern that there

would be a difference in recording quality and production between the two channels,

which could affect accuracy. One of the channels (BBC) did not contain advert breaks,

however, the HMM was able to group similar content from both TV channels into the

same states. For those sequences that did not contain Adverts, the HMM did not al-

ways use those states associated with Adverts. For example, Table F.2 represented a

video file from the BBC. The25th state, normally associated with Advert sequences,

was not used at all for this sequence6.

7.5.4 Video Topology Model

In Chapter 3.4, a video topology model was defined, which was a representation of the

temporal relationship found within a typical football sequence (see Figure 3.2). From

the content analysis findings, these main structures were verified. There was sufficient

evidence to suggest that each main structure can be modelled efficiently by either a

GMM or HMM. From the generation of a model for each content class, using super-

vised training, it was believed that future video sequences could be labelled according

to this model. This process is described in the following chapters.

Another interesting result from the content analysis experiment was the final transition

probability matrixA for the HMM. The HMM was initially ergodic with no constraints

6A follow up investigation comparing the differences between TV channels discovered minimal
difference in audio recording (see Appendix E for further details).
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between states. After training, it was discovered that there was a number of low or zero

probabilities inA. This meant that the probability of moving from one state to another,

in one time step, was either unlikely or impossible. Analysing the semantic relationship

between states that shared such probabilities, it was found that many belonged to both

Game and Advert classes. For example, state 24 to state 6 was zero. State 24 contained

content mostly correlated to Advert sequences, while state 6 corresponded to Game

sequences (and crowd cheering).

This provided evidence that the HMM modelled similar temporal relationships as de-

fined manually, in the video model. In Figure 3.2 the movement from Advert sequences

back to Game was restricted, and in particular movement from an Advert to an excit-

ing event. To move from Advert content to Game, the video would first have to enter

the Studio class. It was believed that the defined video model could be applied to

enforce temporal restrictions between content classes during algorithm development

(see Chapter 9), by doing so, improving the accuracy of the structure segmentation and

classification algorithm.

7.6 Conclusions and Summary

In this chapter, the HMM was proven to be a strong representation of the audio data.

However, to allow for the modelling of such large volumes of data, the original pa-

rameterised audio tracks were reduced, minimising information loss. The relationship

between window length and classification error was formally evaluated, to minimise

information loss. Audio sequences were then divided into one second units and the

mean feature vector was taken as a representation, reducing the data.

A HMM was then generated for modelling the entire audio track, estimating the num-

ber of states graphically, using a measure called predictive likelihood. With this ‘op-

timal’ HMM representation, a new collection of audio sequences were then labelled,

studying the results by employing a number of methods. From the findings, there

was sufficient evidence to suggest the HMM modelled content logically, automati-

cally discovering new sub-structures that will be useful for future indexing algorithm

generation. It was found that the HMM, through unsupervised training, was able to

model similar patterns to those identified through manual inspection. The content of
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the audio track for football video was effectively modelled for the purpose of content

analysis, generating a robust HMM representation of the audio track. The results from

the content analysis also verified the predefined video topology model. In the follow-

ing chapters, these content classes will be divided up, generating optimal models and

providing a framework for classifying future video sequences.



Chapter 8

HMM Model Selection

8.1 Introduction

The aim of this chapter is to investigate a number of strategies for selecting efficient

HMM model representations of content found in football video. A critical process in

the design of an indexing algorithm, which utilises statistical models, is the selection of

robust HMM approximations of each content class. However, from reviewing the audio

indexing literature, there is no proposed guide to the problem of HMM model selection.

This issue is addressed in this chapter, introducing and investigating three HMM model

selection strategies, and the effect each has on classification performance. The three

selection strategies are: an exhaustive search approach using predictive likelihood as

selection criterion, the seminal Akaike Information Criterion (AIC) and the Bayesian

Information Criterion (BIC).

The main reasons for investigating model selection is, to identify a method for choos-

ing the simplest possible model, in terms of complexity, which would not have a neg-

ative impact on system performance. Model selection is also important for avoiding

potential problems such as overfitting and poor parameter estimation. As the number

of parameters in the model increases, so does the possibility of the model learning pe-

culiarities found the training data, resulting in the model not generalising efficiently to

new videos. For these reasons, HMM model selection is investigated in this chapter,

particulary for the problems of state selection and mixture estimation.

133
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The steps taken to investigate the problem of HMM model selection are now sum-

marised. In section 8.2, the motivation and objectives of the chapter are discussed,

identifying three model selection strategies. These three strategies are then introduced

in more depth, in section 8.3. An experiment is then planned for examining whether to

estimate the number of hidden states or Gaussian mixtures first, in section 8.4. In sec-

tion 8.5, the results of the HMM state selection experiment are presented, and section

8.6 highlights the findings from the mixture estimation experiment. The three selec-

tion strategies are then compared over another classification problem, with the result

presented in section 8.7. The chapter is then concluded in section 8.8.

8.2 Motivation

The main aim of model selection is to choose the simplest possible model, in terms

of complexity, without deterioration in classification performance. This is considered

especially important given the difficulty and practicality of generating large, varied

training sets, that are required to estimate parameters precisely for complex models

(Jain et al. (2000)). This problem is of particular interest because, thus far, there has

been little research into model selection for the application of HMM, in the video

indexing literature.

As previously mentioned (in Chapter 7.2), speech has a very clear modular structure

that can be utilised for minimising the number of models required in an ASR system.

Instead of modelling words directly, a set of HMM can be applied to represent each

phone found in the vocabulary. It has been discovered, through experimentation, that

these phones can be efficiently represented by a left-to-right HMM with 3 or 4 states

(Reyes-Gomez & Ellis (2003)). A left-to-right HMM models the rise and decay of the

pronunciation of each phone, with each of the 3 to 4 states corresponding to a phase in

the pronunciation process. However, for modelling more general sound classes such

as a Game sequence, there is not such a basic unit that can be modelled directly, or

provide an indication towards the number of hidden states, or HMM topology.

A simple solution to the problem of HMM model selection, when modelling such

broad content classes, is to choose a set of HMM models with the same number of

states for each content class. This is a popular solution implemented in a number
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of video indexing systems (Eickeler & Muller (1999), Wang et al. (2000), Huang &

Wang (2000), Xie et al. (2002), Xiong et al. (2003a)). This strategy can be helpful

for matching a known number of potential states found in the data e.g the number of

transition types that can occur during shot segmentation (Boreczky & Wilcox (1998)).

There has been little research into how suitable this strategy is when applied to the

broad content classes found in video.

Huang & Wang (2000) and Wang et al. (2000) employ a 5 state HMMs for modelling

complete video genre, including Sport and News, ignoring potential differences in the

underlying structure found within each separate video domain. Eickeler & Muller

(1999) also apply the same strategy for segmenting and classifying structure in news

video, and Xiong et al. (2003a) use a 5 state HMMs for classifying crowd cheering

sequences in sports video.

A variation of this approach was employed by Xie et al. (2002), who segment and

classify Play and Break sequences for soccer video, by using HMMs to model motion

and colour distribution statistics. To model both classes, the authors applied a series of

simple HMM models of varying size and topology, for classification. Each class was

modelled by either a 3 state left-to-right or a 2 state ergodic HMM. New sequences

were then labelled into the class returning the best representative HMM, in terms of

likelihood. This strategy attempted to address the issue of model selection, however,

it was a ‘lazy’ solution. This strategy ‘hoped’ that one of the two models generated

would be a good enough representation for that class. The issue of model selection

was not addressed, and in particular there was little investigation into the underlying

data processes that define the content classes.

No standardised test collection exists, at present, for the majority of video domains.

As a result, there has been little comparative studies between different approaches

for video and audio classification. It would be difficult to infer that such approaches

to model selection would provide inferior results. However, it is believed that the

performance of a HMM is dependent on how well the model represented the data.

The model should capture the common structure, variability and potential noise of that

class, assuming that the selection of parameters will have implications concerning the

future accuracy of the system. For example, the more hidden states available to the

HMM, the greater the level of temporal detail.
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The discriminative information required for classification can become blurred when

using a small a number of states, making it difficult to differentiate between classes.

If there are too many states added to the HMM, then peculiarities from the training

set can be captured, resulting in overfitting problems. A HMM with too many states

can also represent similarities from other groups, resulting in poor classification (see

Chapter 4.4.3.1 for further details).

For the above reasons, it was believed that an investigation into HMM model selection

is important, thus, two objectives are defined. The first aim is to formally investigate

the possible effects on classification accuracy by ignoring model selection. The second

objective is to identify a strategy for selecting HMM, considering issues such as model

fit, model complexity and classification performance. Before deciding upon a possible

selection strategy, a number of related works are reviewed.

8.2.1 Related Work

In Chapter 7.4, predictive likelihood was applied as a criterion for identifying the num-

ber of states in a HMM, and was an example of a non-discriminative model selec-

tion approach. The maximum likelihood is frequently used as a criterion for training

HMMs, however, there is a belief that a mismatch exists with non-discriminative model

selection, and the true objective of classification performance (Juang et al. (1997)). For

example, predictive likelihood is a measure of the model fit, while the aim for many

HMM applications is to select a set of representative models that minimise classifica-

tion error. This mismatch has led to research into new discriminative criterion for both

training and model selection. Discriminative measures are based on this actual target,

classification performance, a popular method being the Minimum Classification Error

(MCE) (Juang et al. (1997)). Discriminative model selection compares HMMs with

competing classes, selecting the models that minimise the classification error (Biem

(2003)). In other words, the most accurate set of HMMs found during the training

phase for recognising known content.

Discriminative approaches have three major disadvantages when compared to non-

discriminative criterion, based on the predictive likelihood (Gu & Rose (2002)), which

are:
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• the experimental design complexity is considerably increased,

• the MCE suffers greatly from poor local optima,

• the MCE does not often generalise well outside of the training set.

For these reasons, it was decided to concentrate on methods based on predictive likeli-

hood.

Domains such as temporal data clustering (Li & Biswas (2000)), musical instrument

classification (Reyes-Gomez & Ellis (2003)) and speech recognition (Chen & Gopinath

(1999)) have also concentrated on non-discriminative methods for HMM model selec-

tion. These measures do not have a direct relationship to classification accuracy but are

easier to implement, in practice, than discriminative techniques, as well as providing a

guide as to how well the model fits the data (Gu & Rose (2002)).

Li & Biswas (2000) compared two selection criterion for determining the number of

states, in a HMM, for temporal data clustering. The two measures, the Bayesian In-

formation Criterion (BIC) and the Cheeseman-Stutz approximation, penalised the pre-

dictive likelihood. From an evaluation based on synthetic data, both strategies dis-

played comparable performance, and were considered more accurate, when compared

to a simpler approach, which placed a stopping threshold on the predictive likelihood

score. BIC was shown, through experimentation, to select comparable HMMs when

compared to Cheeseman-Stutz.

Reyes-Gomez & Ellis (2003) also compared a number of non-discriminative model

selection criteria, including BIC and low entropy, for finding the optimal number of

states that represent general audio. These audio classes included musical instruments

and sound effects. The criteria were also compared using different search framework

for estimating state number. For BIC, a pool of models with states ranging from 1 to 50

were implemented, with the model producing the maximum BIC score being chosen.

For low entropy, mixture components were continually added to a GMM before a

stopping threshold was reached, for each model. The mixture components in the GMM

were then converted to states in a HMM. The strategies were first compared, applying a

single Gaussian hidden state, with a difference of 15% in classification accuracy found

between BIC and low entropy (74% and 89% respectively). When further Gaussian

mixtures were added per state, the difference in classification accuracy between both
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strategies became 5%, with the BIC method increasing accuracy to 77.8% and low

entropy deceasing to 82.2%. Low entropy produced the simplest and most accurate

models overall (Reyes-Gomez & Ellis (2003)).

The experiment did not appear to provide a fair comparison between the two methods

(Reyes-Gomez & Ellis (2003)). The training data for each class was small, and the

stopping threshold for the low entropy approach was highly set, resulting in simpler

models than BIC. In one case, the low entropy selected a 4 state HMM compared to a

34 state selected by BIC. Given the small size of the training data, the simpler models

resulted in better parameter estimates, than the more complex models. However, when

there is little training data available, a weight can be adjusted in BIC, to select simpler

models, that was not investigated in this paper. Another problem, with the experiment,

was that the reasoning behind why both low entropy and BIC were not compared in the

same search framework was not explained. From the results, it would seem that both

the threshold estimate, and the search framework, also contributed to the difference in

performance, as well as the selection criterion.

Chen & Gopinath (1999) also employed BIC for determining the optimal number of

Gaussian mixtures per state, to use for modelling speech, as well as a stopping criterion

for adding states to the HMM. When compared to a threshold approach, BIC was

found to display comparable performance. The advantage of selecting BIC over the

other method, was that it was more efficient, as well as being portable to new data

sets. Also, using the BIC method allowed for fewer models to be implemented, when

compared to an exhaustive approach.

8.2.2 Discussion

In other research fields, such as data analysis and time series analysis, a popular modal

selection criterion is the seminal Akaike Information Criterion (Akaike (1974)). This

criterion is an approximation of the Kullback-Leibler (KL) distance, which measures

the distance between two probability distributions, or in this case, two models (Burn-

ham & Anderson (1998)). In 1973, Akaike derived the AIC measure as an estimator

for the KL distance and “provided a new paradigm for model selection” (Burnham &

Anderson (1998)). AIC provides a simple, effective and objective way of selecting the
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best approximate model, given a set of candidate models. The simplicity of AIC is that

it penalises the predictive likelihood, causing a peak at the ‘optimal’ model. The AIC

penalty term penalises more complex models with respect to model fit, resulting in a

higher penalty, helping to minimise the problem of overfitting. When compared to the

computational demands of other model selection strategies, such as cross validation,

the AIC was considered an appropriate method to investigate further.

The second chosen strategy was the Bayesian Information Criterion (BIC) (Schwarz

(1978)). BIC is again a predictive likelihood penalty criterion, however, unlike AIC,

BIC is not considered a true estimator of the KL distance between two models (Burn-

ham & Anderson (1998)). The reason for selecting BIC, is that it is a popular method

in audio classification applied to a number of problems (Chen & Gopinath (1999),

Li & Biswas (2000) and Reyes-Gomez & Ellis (2003)). BIC was selected over other

approaches applied in these works, such as low entropy and the Cheeseman-Stutz, be-

cause of its simplicity, and no threshold estimation is required (Reyes-Gomez & Ellis

(2003)). The size of the training sample is also considered when calculating the BIC

penalty term, and was shown through experimentation to be comparable to the more

complex Cheeseman-Stutz criterion (Li & Biswas (2000)).

The third selection strategy is a baseline exhaustive search method, using a stopping

threshold. This approach implements a comprehensive set of models, covering as many

combinations as possible. Predictive likelihood is then applied to compare each model,

using a stopping threshold to locate the final HMM. This approach was also compared

in Li & Biswas (2000) and Chen & Gopinath (1999).

8.3 Non-discriminative Model Selection

There are three main issues for HMM model selection.

• HMM Topology,

• Number of Hidden States,

• Number of Gaussian mixture components per state.
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In comparison to ASR systems, the football audio domain did not provide reliable

clues on restricting the HMM topology, for each content class. For example, it would

be difficult to determine that a left-to-right HMM would be more appropriate than an

ergodic HMM. For ASR systems, it is known that speech will go through a series of

states in a left to right manner, however, for the broad content classes in football, no

prior assumption can be made on the general interaction between states. For this rea-

son, ergodic HMMs with no restriction in the transition matrix, are initially employed.

For the remaining two issues, the three selection criteria are compared for estimat-

ing the two parameters separately (state and mixture number): an exhaustive search

approach with a stopping threshold on the predictive likelihood score, the Akaike In-

formation Criterion (AIC) and the Bayesian Information Criterion (BIC). These three

strategies are now introduced in more detail.

8.3.1 Exhaustive Search (LIK)

In Chapter 7.4 an exhaustive search involving the implementation, training and testing

of a range of models was used, to find an optimal HMM representation of the entire

audio track. It was shown that the predictive likelihood score increased as more states

were are added. In theory, the predictive likelihood would increase until each data

sequence in the training set was modelled by its own unique zero-variance state (Li &

Biswas (2000)). This would be an extreme case of the HMM overfitting the training

data. To limit problems such as overfitting, a criterion is required to automatically

identify the ‘optimal’ model. A popular method is to define a stopping threshold (Chen

& Gopinath (1999)). The threshold is estimated for determining when the predictive

likelihood has not improved by a significant amount, to warrant a new parameter being

added to the model1. Once this threshold is reached, the current model is selected.

Adopting this approach can be seen as a linear search algorithm for finding the optimal

model. Parameters are iteratively added until the ‘optimal’ HMM is found. This is

an exhaustive, but very costly procedure, both in terms of time and resources. Many

models have to be trained and tested, before the ‘optimal’ solution is found.

The stopping threshold can be defined as follows. Given a set of HMM models

1For the experiments, the exhaustive search method will be referred to as LIK, which is an abbrevi-
ation of likelihood.
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Λ = {λc : c = 1, . . . ,N}, where each model has an increasing number of states (or

an increasing number of mixtures) ranging from 1 toN, the ratio of change from the

previous model, to the current, is calculated using,

φc =
Lλc(O)

Lλc−1
(O)

(8.1)

whereLλc(O) is the predictive likelihood (see Equation 7.1) for the current modelλc.

λc−1, is the previous model andO is the test set of acoustic observation vectors. If the

ratio of improvement is not greater than a threshold,

φc < ε (8.2)

then no further parameters are added to the model. The stopping threshold and is

required to be estimated through experimentation.

8.3.1.1 Estimating the threshold

Note: A synthetic data set was used as a guide to define the stopping thresholds for the

exhaustive approach. After experimentation, the threshold was set to beε = 1.001. e.g

if φc < 1.001then no further parameters are added.

8.3.2 AIC

An alternative method to applying a stopping threshold, is to penalise the predictive

likelihood. One of the first derivations of such as measure, was the Akaike Information

Criterion (AIC) (Akaike (1974)). AIC penalises complex models until adding further

parameters will eventually outweigh any benefit. The predictive likelihood is penalised

on the basis of model complexity, causing a peak in the AIC score. It is assumed that

the optimal model is found at this maxima.

To define AIC, letΛ = {λc : k = 1, . . . ,N} be the set of HMM models to be evaluated,

whereλc is the current model. AIC can be defined as:

AICλc(O) = Lλc(O)−dimλ̂c (8.3)
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wheredimλ̂c is the number of free parameters2 or dimensionality of the current HMM

model λc. Lλc(O) is the predictive likelihood for modelλc, given the test data of

acoustic observation sequencesO.

8.3.3 BIC

The Bayesian Information Criterion (BIC) (Schwarz (1978)) has had recent popularity

in the Statistical literature for HMM parameter selection (Li & Biswas (2000), Chen

& Gopinath (1999)). BIC also penalises the predictive likelihood again by a term

calculated by the complexity of the model. The major differences between AIC are the

derivation of this penalty term. BIC is not a true estimation of the Kullback-Leibler

distance unlike AIC (Burnham & Anderson (1998)). Also, BIC factors in the size of

the training sample into the penalty term, where smaller training samples will generate

larger penalty scores. The original penalty term for AIC only accounts for the number

of free parameters in the HMM. Again, the increase in predictive likelihood, as more

parameters are added, is eventually outweighed by the penalty term, causing a peak in

the BIC score. This maxima is assumed to be the ‘optimal’ model.

To define BIC, letλ = {λc : c = 1, . . . ,N} be the set of models to be evaluated and

O = {Oi : i = 1, . . . ,K} be the test set ofK acoustic observation vectors. BIC can be

defined as:

BICλc(O) = Lλc(O)− γ
dimλ̂c

2
log(K) (8.4)

wheredimλ̂c is the number of free parameters in thecth model,γ is a penalty weight,

K is the number of training samples, andLλc(O) is the predictive likelihood (see equa-

tion 7.1). In the true definition of BIC, the penalty weight is set toγ = 1, which is

followed during experimentation (Chen & Gopinath (1999)).

2Parameters that were counted included emission probabilities and only those initial probabilities
and transition probabilities that were greater than10−6, as in Li & Biswas (2000). Probabilities close
to zero were ignored as they were not considered significant enough to influence the behaviour of the
HMM.
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8.4 States or Mixtures first

An important issue was addressed before experimentation began, to determine what

order should the parameters be addressed in. The two parameters were: the number of

hidden Markov states and the number of Gaussian mixture components for modelling

the emission probability densities.

Would it be more appropriate to estimate the number of hidden statesor the number of

Gaussian mixture components per state first?

In theory, a pool of HMMs covering all possible parameter combinations can be imple-

mented. For example, if the ‘optimal’ number of states wasS, and the optimal number

of mixture components wasQ. Then to arrive at this optimal solution, it would require

to iteratively implement and evaluateS×Q HMM combinations to find this optimal

solution, using predictive likelihood as a measure. Given the complexity of training

HMM models, and the size of the data set, this was seen as an arduous task, both in

terms of time and resources. It would be difficult and time consuming to examine all

combinations ofS andQ. As the number of states and mixture components increase

respectively, so do the number of parameters to estimate, quadratically (Rabiner &

Juang (1993)). To avoid searching through an unnecessary number of combinations

of state and mixture numbers, an experiment on synthetically generated data was first

performed.

8.4.1 Experiment

A pool of 150 HMMs, of different state and mixture combinations, were implemented

on data generated from a 6 state HMM with 6 mixtures per state (see Chapter 4.4.6 for

details on synthetically generated data). Each HMM had a different combination of

hidden states (ranging from 1 to 15) and Gaussian mixture per state (ranging from 1 up

to 10). Each HMM was generated using the same training sample, and then tested on

the same, separate test sample. The predictive likelihood score,Lλk
(X), was recorded

for all HMMs.

Figure 8.1 presents a summary of the predictive likelihood for each combination of

HMM. Each line on the plot indicates the predictive likelihood score of HMMs with
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a specific number of mixture components, displaying a summary of the results for

HMMs with 1, 2, 4 or 6 Gaussian mixture components per state. From the figure, it

was highlighted that, as the number of states increased, so did the predictive likelihood

score. After a number of states were added to the HMM, the predictive likelihood

began to converge. This convergence occurred around 6 states, which was expected,

given the data.

Figure 8.2, illustrates the effect of just adding mixture components. In the figure, the

predictive likelihood is displayed for a 6 state HMM, as the number of mixtures was

increased. Adding further mixture components also resulted in a similar trend in pre-

dictive likelihood, with an initial rise followed by convergence, around 6 mixtures.

Again, there was an initial, rapid increase in predictive likelihood, followed by a lev-

elling off around 6 mixture components.
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Figure 8.1: Plot of the predictive likelihood score Lλc(O) versus the number hidden of

states in a HMM model. The data set is synthetically generated from a 6 state HMM,

with 6 Gaussian mixture components.
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Figure 8.2: Plot of the predictive likelihood score Lλc(O) versus the number of Gaussian

mixture components in a HMM model. The data set is synthetically generated from a 6

state HMM, with 6 Gaussian mixture components.

From both Figures, it was displayed that after 6 states and 6 mixtures per state were

added, the HMM began to overfit the data. As the data was generated from a HMM

with 6 states and 6 mixture components per state, this result was predictable. Im-

portantly, this result also indicated that it was more important to identify the correct

number of states first.

Based on this experiment, the following procedure is followed for evaluating the model

selection strategies. First, each strategy is evaluated for locating the ‘optimal’ number

of hidden states in the HMM. This is achieved by beginning with a singular probability

density function for each state, so that the correct number of states can be identified.

After this is achieved, the appropriate number of Gaussian density components can be

found, by adding mixtures iteratively to the HMM model. By doing so, reducing the

number of HMM combinations required when evaluating the model selection strate-
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gies.

8.5 Selecting the number of Markov states

In this section, the three model selection approaches are evaluated for the task of HMM

state selection. All selection strategies are evaluated using a test collection consist-

ing of three content classes found in football video: Advert, Game and Studio (see

Chapter 6.3.1 for more details). All methods are analysed across each content class

separately.

8.5.1 Experiment Methodology

The same methodology was applied as in Chapter 7.4.3, however, instead of a pool of

30 HMMs, only 20 HMM models, with states ranging from 1 to 20, were iteratively

implemented, separately for each content class. Again, these models were trained and

tested using different samples. All HMMs were ergodic with a singular Gaussian PDF

per hidden state. After the completion of one experimental run, the entire process was

repeated 15 times, randomly changing the training and test samples.

Each content class contained manually labelled sequences of varying length for train-

ing and testing, using the same data set in Chapter 6.3.1. The test collection consisted

of approximately 15482 seconds of audio, over four hours. The data set was divided

into two. One sample was used for the model selection experiments in this section:

estimating the number of states. And in the following section: estimating mixtures per

state. The remaining sample was used for testing the final models, in section 8.7. The

overall data set for the model selection experiment spanned over three hours of audio,

and the other sample contained the remaining one hour.

In the previous chapter, a time step of one second was used for the HMM, calculating

the mean of each one second unit, thus, reducing the volume of data. In this chapter,

it was of interest to model each class at a finer granularity. The aim was to provide

each HMM with as much information as possible, during the training phase, and to be

as accurate as possible for future problems (see Chapter 9 and 10). For example, shot

segmentation systems compare sequential video frames (refer to Appendix C), where
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there are approximately 20 to 30 frames per second. A granularity of this magnitude is

preferred rather than one second. Also, working under similar time steps, would allow

for easier integration between visual and audio models, for future indexing algorithms.

So, for each data sequence, a time unit of one audio frame was used as an input into

the HMM.

For each experimental run, the classification error was measured for all HMM state

settings, for each content class. The same methodology, as in Chapter 6.3.3 was used,

implementing both GMM and HMM classifiers. A GMM classifier was also generated

for each content class, using a bottom up strategy, outlined in Chapter 4.3.2. The GMM

was used as a baseline for comparing the performance of the HMM, trained and tested

on the same data sets as the HMMs.

8.5.2 Experimental Results

The results from each content class are now presented.

8.5.2.1 Advert Class

Figure 8.3 displays the mean of the15 initialisations for all selection strategies, with

LIK being the predictive likelihood score for the 20 models. The predictive likelihood

score increased as more hidden Markov states were added (Figure 8.3). First there was

an initial rapid increase that levelled off around11 states, suggesting the model was

beginning to overfit the data. The stopping threshold was reached at12 states. The

maximum BIC score was found to be10states, and a similar pattern followed for AIC,

where the maximum score was found at15states.

The classification error rate was also measured, see Figure 8.4. The circle represents

the mean classification error for each HMM, and the bars are the standard deviation of

the 15 experimental runs. The dotted line is the minimum classification error for the

GMM classifier. As more states were added to the HMM, the mean classification error

gradually decreased. After the7th states were added to the HMM, the model began to

perform better than the GMM classifier. This result was found not to be significant,

when using the Kruskal-Wallis test.
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Figure 8.3: A comparison of each strategy for hidden state selection for the Advert

class.

8.5.2.2 Game Class

Figure G.1 displays the mean of the15 initialisations for all selection strategies3.

The predictive likelihood again increased rapidly as more hidden Markov states were

added. The predictive likelihood score levelled off around14 to 20 states, suggest-

ing the model was beginning to overfit the training data. The stopping threshold was

reached after the addition of the14th state. A similar trend occurred for the AIC score,

where the maximum AIC score was found at 12 states, and the maximum BIC score

was found at 9 states.

Increasing the number of states created an initial drop in classification error, Figure 8.5.

The mean classification error gradually decreased as the number of hidden states in-

3The remaining predictive likelihood plots can be found in Appendix G.
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Figure 8.4: Classification error versus the number of hidden Markov states added to the

HMM, for the Advert class.

creased for the HMM. After the5th hidden state was added, the HMM began to signif-

icantly outperform the GMM classifier. On average, a 12 state HMM performed best

for this content class, the same model that was selected using AIC. There was no sig-

nificant gain in terms of classification error after adding the5th state, and an increase

in classification error was found after 14 states were added, the same HMM selected

by the exhaustive search (LIK).

8.5.2.3 Studio Class

Figure G.2 displays the mean of the15 initialisations, for all selection strategies, from

the Studio class. The predictive likelihood again increased along with number of hid-

den Markov states, and after the initial increase there was a levelling off around7 to

11 states. The stopping threshold on the predictive likelihood score was reached at 9
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Figure 8.5: Classification error versus number of Markov states.

states. The maximum AIC score was also found at 9 states, and the maximum BIC

score was discovered at 7 states.

The classification error steadily decreased as states were added to the HMM (Fig-

ure 8.6), after the5thstate was included, the HMM began to perform significantly bet-

ter than the GMM classifier. After 11 states, the improvement in classification error

converged, with only a slight advantage gained from adding further states.

8.5.3 Discussion

From analysing the results, from all three content classes, there did seem to be a re-

lationship between predictive likelihood and classification error. For both the Advert

and Studio classes, as the number of states increased, the predictive likelihood score

also increased, and the classification error decreased. After an initial rise, there was
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Figure 8.6: Classification error versus the number of Markov states for the Studio class.



Chapter 8. HMM Model Selection 152

a levelling off in both predictive likelihood, and classification error. A similar pattern

occurred for the Game class, however, there was a small increase in classification error,

after 12 states were added, before slowly decreasing again after 15 states.

The predictive likelihood was a good guide for identifying the optimal number of states

in a HMM. The advantage of using a non-discriminative method is that HMMs can be

generated in isolation, without having to use data from other classes, to determine

classification error or some other related measure. Thus, simplifying the experimental

process.

The BIC score selected the simplest models, out of the three methods, with no obvious

drop in classification performance, with the other two methods selecting similar mod-

els, in terms of complexity. For exhaustive search, the threshold can be increased for

identifying less complex models, but this issue highlighted a disadvantage with prede-

fined threshold estimation. Approximating an appropriate threshold for each content

class would be difficult. Also, the threshold does not consider the balance between

model fit and complexity, which the other two methods do. BIC also had an extra ad-

vantage over AIC. The number of training samples are considered when penalising the

predictive likelihood score, penalising complex models more when little training data

is available.

8.6 Number of Gaussian Mixtures per Markov State

The GMM framework extends the basic single Gaussian distribution to that of a more

enriched representation, which is able to model complex data by applying a mixture

of PDFs (see Chapter 4.3). Likewise the HMM can also be extended under the same

assumption that some content classes will be generated from multi-modal distributions

(Rabiner & Juang (1993)). A mixture architecture can enhance the model by repre-

senting a complex distribution as a combination of simple components per state. For

example, speech recognition systems have identified that multiple Gaussian mixtures

per state are more accurate than a singular density function (Chen & Gopinath (1999)).

A mixture of Gaussian components can model the inherently multi-modal emission

densities that represent variation found in speech. That is, variation found within and

across speakers, as well potential noise contamination.
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Adding an appropriate number of mixture components to the HMM can encapsulate

further discriminative information between classes, although the benefits still remain

uncertain for general audio data, and have not been investigated thus far. For example,

the same issues for state selection are relevant for selecting the number of mixture

components. Selecting too many mixture components can result in overfitting or poor

parameter estimation, given the size of the training data available. Although, a mixture

architecture is worth considering given the possible potential in accuracy.

In this section the three selection strategies are evaluated for the ‘optimal’ number of

Gaussian mixture components per hidden Markov state. The effect on classification

error is also measured for extending the singular PDF per state HMM, to that of a

mixture architecture. To do so, the same experiment in section 8.5 is repeated, this

time implementing HMM models with increasing Gaussian mixture components per

state.

8.6.1 Experiment

All three content classes were again modelled using a pool of HMMs. For all HMMs in

the pool, the number of states were fixed corresponding to the simplest HMM, in terms

of model complexity, found in the previous section4. The 10 HMMs were generated

for each content class, with an increasing number of mixtures components, ranging

from 1 up to 10. The covariance matrices were also constrained to be diagonal for each

individual mixture. The reasoning behind this, was to reduce the number of parameters

to be estimated. This was possible given the properties of the MFCC feature set, and is

a standard practice for ASR systems (Rabiner & Juang (1993)). This process can also

help limit overfitting (see Chapter 4).

After one complete run of the experiment, the test and training data were again ran-

domly changed. This entire process was repeated 15 times. The following sections

present the results for each class separately.

4For the Advert class that was a 7 state, Game a 12 state HMM, and Studio an 11 state HMM.
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8.6.1.1 Advert Class

Appendix G, Figure G.3 displays the results from all three selection methods for the

Advert class. The stopping threshold was reached after the addition of 9 mixtures. For

the AIC score the maxima was found at 6 mixtures and the BIC score at 5 mixtures.

Increasing the number of mixtures for the Advert class resulted in a decrease in classi-

fication error (Figure 8.7). After a second mixture per state was added, the HMM sig-

nificantly improved over the GMM classifier, following this trend as further mixtures

were added. A possible explanation for this was the variability found in the Advert

class. From the content analysis (see Chapter 7.5.2), it was noted that the Advert class

contained a large variety of sub-structures including music, speech, speakers and sound

effects. These sub-structures contained a lot of variation, given the infrequency of the

same advert being repeated. By adding further mixtures to each state, this variabil-

ity was more efficiently represented, especially when compared to the corresponding

GMM representation.

8.6.1.2 Game Class

Increasing the number of Gaussian mixtures again corresponded with an increase in

predictive likelihood (Figure G.4). The stopping threshold was reached at 9 mixtures

per hidden. The AIC score eventually converged after 7 mixtures were added, and the

maximum BIC score was found at 3 mixture components.

A different trend was discovered for the Game class, in terms of classification error.

Adding further mixtures to the HMM, corresponded in a significant increase in clas-

sification error (see Figure 8.8), and poorer accuracy. After 4 mixtures per state were

added, the GMM classifier performed better than the HMM. In comparison, all the

model selection methods chose a HMM with a number of mixtures. However, the re-

sults from the Game class indicated that adding a mixture of Gaussians, to the HMM,

did not improve the classification error rate. In fact, the classification error rate in-

creased significantly as further mixtures were added. Analysing the results, only the

BIC selected HMM with 3 mixtures per state, did not perform significantly worse than

the baseline GMM, but the GMM mean classification error was higher, than this model.

The Game class consisted of a large number of sub-structures, such as speech crowd
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Figure 8.7: Classification error versus the number of Gaussian mixtures for the Advert

class.

cheering and other environmental sounds (see Chapter 7.5.2). The results indicated

that a mixture architecture did not necessarily improve the classification performance

of the HMM, for representing this class. A HMM with a number of states, and a

singular PDF per state, was a more efficient representation of these sub-structures.

8.6.1.3 Studio Class

BIC selected the simplest HMM, with 3 mixture components per state (Figure G.5).

The maximum AIC score was at 7 mixtures per state, and 8 mixtures were added before

the stopping threshold for the predictive likelihood score was reached.

In terms of classification error, a similar trend to the Game class occurred for Stu-

dio. Increasing the number of mixtures for the Studio class resulted in an increase in

classification error (Figure 8.9), after adding further mixtures to the singular Gaussian
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Figure 8.8: Classification error versus the number of Gaussian mixtures for the Game

class.

density per state resulted in a drop in performance. This could be explained by the lit-

tle variation found in Studio segments. The content of Studio classes mostly contained

clean speech from a small set of people. It would appear that this content was robustly

explained by a number of states modelled by a single Gaussian PDF.

The trend in classification error was not follow the three selection strategies (see Fig-

ure G.5). All three selection criterion indicated that a mixture architecture was more

efficient, when compared to a singular density HMM. Increasing the number of mix-

tures, resulted in both the LIK, AIC and BIC selected HMMs to display a higher mean

classification error than the original singular density HMM. All chosen HMMs were

significantly more accurate than the GMM classifier though.



Chapter 8. HMM Model Selection 157

0 1 2 3 4 5 6 7 8 9 10 11
0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

Number of gaussian mixtures per state

C
la

ss
ifi

ca
tio

n 
E

rr
or

Figure 8.9: Classification error versus the number of Gaussian mixtures for the Studio

class.

8.6.2 Discussion

From the experiments it was discovered that for two out of the three content classes,

implementing a fixed mixture architecture for the HMM was not an ‘optimal’ solution.

It was found that by increasing from a singular Gaussian representation to a mixture

components per state, resulted in an increase in classification error. For the Game

and Studio classes the assumption that data, in each state, followed a multi-modal

distribution did not necessarily hold. In comparison, adding further mixtures to the

Advert class, resulted in an overall improvement in performance. The variation that is

contained in the Advert class was more efficiently represented by a number of mixtures

per state.

A possible explanation for this phenomena, was that fixing the same number of mix-

tures per state was not ‘optimal’. For example, one state in the HMM represents speech
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that contains a lot of variation, such as different speakers, emotion, gender and back-

ground sound, with another hidden state represented only silence periods, or breaks in

speech. This sound type did not generate a lot of variation. Therefore, a number of

mixtures was efficient for one hidden state, which contained a lot of the variation, but

not for the other state, which contained little variation.

This experiment indicated that further investigation into HMM mixture architecture

was required, and in particular, investigation into strategies for selecting different mix-

ture architecture for each HMM state. Fixing the number of mixtures to be equal,

per hidden state, often resulted in a sub-optimal representation for some broad content

classes. From the results, a HMM with a singular PDF per state was ‘optimal’ for the

Game and Studio classes (Figures 8.8 and 8.9), while the same HMM for the Advert

class, resulted in a significant drop in accuracy (Figure 8.7).

Studying the results of the three selection strategies investigated, there appeared to

be differing performances across each class. The BIC method selected the simplest

models that were closest to the minimum classification error scores. The remaining

two methods chose more complex models, and in the case of the Game and Studio

class, generating significantly worse models in terms of classification error.

For the exhaustive strategy, the stopping threshold was set too high for mixture selec-

tion, where an increased threshold would have selected simpler models. This again

highlighted the value of methods such as AIC and BIC, which can generalise better to

different content classes. Estimating a predefined global threshold does not transfer to

all content classes.

The findings in this section, indicated the importance of investigating the merits of

HMM design for individual content classes, with the ideal solution being an automatic

HMM model selection process finding an optimal model. Again the BIC selection

strategy selected the simplest models, however, even this method selected a mixture

architecture for the Game and Studio classes. Further investigation into this problem

and identifying a more robust search strategy would be advantageous.

For state selection there did appear to be a relationship between predictive likelihood

and (minimum) classification error. But this relationship did not hold for the task of

estimating mixture component number, for two out of three classes.
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8.7 Classification Experiment

In this section, HMM models selected by each strategy, were evaluated formally for a

three class classification problem. Using a three class problem, each model selection

strategy is compared across a more difficult problem, providing further insight into

the model accuracy. This would also indicate how effective each is strategy was for

selecting HMM models automatically, by testing each method over a new test set.

8.7.1 Experiment Methodology

The three HMM selection strategies were again applied to generate three ‘optimal’

HMMs, using the entire data sample applied in the previous two sections. A HMM

representation for each content class (Advert, Game and Studio) was generated using

all model selection methods (LIK, AIC and BIC). A GMM classifier for each class was

also generated.

The classification accuracy for each strategy was then formally compared across a new

test set5. The new sample contained labelled sequences 10 seconds in length from

each of the three content classes; Advert, Game and Studio. The overall test sample

was approximately one hour in length. The maximum likelihood criteria was applied

for classification, where a new test sequence was labelled into the content class that

produced the highest model likelihood score.

8.7.2 Results

Table 8.1 provides a summary of the results. The overall classification accuracy (num-

bers in bold) and the percentage of false classifications (remaining numbers), for each

class, are presented in a confusion matrix. The results highlight how accurate the mod-

els chosen by each strategy were in classifying the new test collection.

5Classification accuracy (see Equation 6.2) is the inverse of classification error. To evaluate each
HMM selection strategy, the classification accuracy measure was used. This measure was applied rather
than classification error because for this problem it was of interest to identify the criterion that produced
the most positive results, in terms of classification performance. This measure is widely used for audio
classification problems (Roach & Mason (2001), Wang et al. (2000)).
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Classification Accuracy(%)

Game Studio Advert

LIK BIC AIC GMM LIK BIC AIC GMM LIK BIC AIC GMM

Game 89.6 92.7 90.4 90.4 1.8 1.1 1.0 2.9 8.5 6.2 8.6 6.7

Stud 4.6 5.2 5.1 2.9 89.1 86.8 87.6 90.3 6.2 8.0 7.2 6.8

Advt 1.1 1.0 1.1 1.4 3.5 3.4 3.0 3.7 95.4 95.6 95.9 94.9

Table 8.1: Confusion matrix. The % of correctly classified observations are in bold.

The Advert classifiers displayed the highest accuracy for all content classes, with the

HMM selected using AIC recording a 0.03% improvement over BIC, and over 0.05%

compared to the HMM selected using the exhaustive search method (LIK). The AIC se-

lected HMM also showed a 1% improvement over the corresponding GMM classifier.

From the Advert content classes, the majority of false classifications were sequences

that contained very clean speech. These sequences were wrongly labelled as Studio

sequences. A small percentage of clips containing sound-effects were labelled into the

Game class. A possible reason was that these sound-effects were not contained in the

training collection, and could not be explained by the Advert classifiers.

For the Game class, the BIC chosen HMM was over 2% better than all other classi-

fiers, with the threshold selected HMM the worse, with 89.6% accuracy. The major-

ity of false classification from the Game class included sequences containing speech

that contained little to no background noise. These were often mistaken as speech

sequences belonging to the Advert class. Over 8% of such sequences were wrongly

classified for both the threshold and AIC selected HMMs. Other false classification

of Game samples into the Advert class included, music played inside the stadium, and

other peculiarities, such as stadium announcements. Again, these samples may not

have been represented in the training collection.

The Studio classifier produced the worst performance overall, with the GMM classifier

recording the highest classification accuracy. The GMM classifier for Studio was over

3% more accurate than the BIC selected HMM, and the LIK HMM being the best

performing HMM. Inspecting the results closely, the majority of false classifications

were found to be speech wrongly labelled into either the Game or Advert classes.

To summarise the experimental findings, the results highlighted that there was no sig-
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nificant difference, in terms of classification accuracy, across all three model selection

strategies, for each content class (Table 8.1). There was also no significant improve-

ment in choosing a HMM over GMM for this three class problem.

8.7.3 Discussion

The BIC selected HMM models were again the simplest models in terms of complexity.

Over the three content classes, these HMMs performed comparable to the other, more

complex HMMs selected by the other two strategies. HMM models selected by BIC

displayed no decrease in classification accuracy overall, and for the Game class, did

recorded the highest classification score. On the other hand, the same strategy did

provide the worse result for the Studio class. The AIC model selection approach chose

the less complex models than the threshold approach. The threshold can be increased to

select simpler models, but the experiments indicated that it is difficult to set a threshold

that is portable across many different classes.

An advantage with using the AIC BIC criteria was that not all HMMs have to be

implemented to find the optimal model. Since these methods penalise the predictive

likelihood score, the final curve is concave. Therefore, a bisection search method can

be used to find the maxima of the curve, or another equivalent. Comparing the two

selection strategies in terms of performance, the BIC method is more desirable than

AIC, as it factors in the size of the training data, as well as model complexity.

Comparing the HMM and GMM classification frameworks there was no significant

evidence to suggest one framework was significantly better than the other, for the

three-class problem. For the Studio content class, the GMM produced better results

than all HMM models. There was no sufficient evidence from this experiment to sug-

gest that the HMM framework was better than the simpler GMM classifier, with both

frameworks displaying comparable results.

8.8 Conclusions

In this chapter, the importance of model selection was highlighted across a number of

experiments, where a gain in performance was found from selecting models methodi-
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cally. For many applications of HMM in video indexing, this type of approach is not

adopted (Eickeler & Muller (1999), Wang et al. (2000), Xie et al. (2002)), suggesting

optimisation issues with each system. A particular problem with current accepted so-

lutions was, that by selecting too few or too many hidden states, a drop in classification

performance can result. This was illustrated through experimentation.

Three model selection strategies were evaluated: an exhaustive search approach ap-

plying a stopping threshold, the Akaike Information Criterion (AIC) and the Bayesian

Information Criterion (BIC). Both the AIC and BIC strategies have two obvious ad-

vantages over a stopping threshold approach. First, the number of models required to

find an optimal solution can be reduced, eliminating an iterative addition of parame-

ters, with both AIC and BIC creating a maximum peak. Therefore, an efficient search

strategy such as a bisection method (Newton-Raphson) can be employed to find the

maxima of the curve. For example, a changing upper and lower bound is placed on the

curve until the maxima is found. Secondly, both criterion do not require a rigid stop-

ping threshold to be estimated, which was not to generalise across different content

classes.

Overall, for the problem of selecting the ‘optimal’ state number for the HMM, it was

discovered that BIC was the more efficient HMM selection method. BIC consistently

selected less complex HMM models, without affecting classification accuracy. How-

ever, there was no conclusive proof that BIC would be more robust than AIC in the

long term. The experiments did indicate though that the optimal number of states for

one class, was not always suitable for another content class. However, using model

selection was beneficial for generating robust HMMs.

From experimentation another important discovery was the effect of increasing the

number of mixture components from a singular density, had on classification accuracy.

For differing classes, the effect was either positive or negative. For both the Game

and Studio class, adding two or more mixtures caused a detrimental effect on perfor-

mance. On the other hand, adding a mixture architecture to the Advert class, improved

accuracy.

To summarise the findings from the experiments, the results did highlight a problem

with mixture selection, where fixing a set number of mixture components per state, is

not the best solution for representing the underlying data processes. For each hidden
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state in the HMM, would possibly be better represented by a differing number of Gaus-

sian mixtures. Future investigation into methods for identifying the ‘optimal’ number

of modes per state independently, rather than fixing the same number for each state,

would be advantageous.

Finally, for the task of classification, the HMM framework was not proven to be sig-

nificantly better than the simpler GMM framework. This presented a doubt over the

suitability of adopting a HMM framework, over GMM, for classification of broad au-

dio sequences.



Chapter 9

Structure Segmentation and

Classification

9.1 Introduction

Video structure can include components, such as shot units, scenes, news reports and

other related semantic content, which is edited together to form a logical sequence

of information the viewer can understand (see Appendix C for more details). Auto-

matic recognition of these low level semantic structures can also reduce both the time

and workload for manual annotation, and in general, is important for efficient storage,

browsing and retrieval of video. Automatically mapping semantic components can en-

able the viewer to jump straight to points of interest, in indexed video, or even skip

advertisement breaks during playback1. More importantly, automatic labelling of each

semantic unit will facilitate effective indexing of higher level concepts, such as event

detection.

A main objective defined at the beginning of this thesis, was to both automatically seg-

ment and classify football videos into high level semantic structure2. In the previous

chapters, the test collection used for model generation and evaluation had been man-

1See Appendix K for details on such an application.
2Figure 3.2 is a video model of these structures. This video model was defined through manual

inspection (Chapter 3.3) and then verified by automatic content analysis (Chapter 7.5.2). The content
classes, and the many sub-structures that define each class, were discovered by applying a HMM to
model the entire audio track.
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ually segmented and annotated. Manual segmentation is precise, allowing for robust

model development and accurate evaluation, but the process is time consuming. In this

chapter, the aim is to investigate methods that can automate the segmentation process

without affecting precision.

To solve this problem, seven algorithms that automatically segment and classify struc-

ture found in football video, using audio information alone, are defined. There are

a number of strategies for segmenting audio, given a pool of statistical models, with

two main algorithm categories investigated: Model-based segmentation and Metric-

based segmentation. Model-based segmentation algorithms are widely used for audio

segmentation and classification, while Metric-based algorithms are popular for seg-

menting speech and non-speech content, for Automatic Speech Recognition systems.

The Metric-based algorithm is specifically tailored for the problem of structured seg-

mentation and classification, improving the efficiency and accuracy of the original im-

plementation.

The reason a number of algorithms are selected, is to formally compare and evaluate

the current state of the art over a large test collection, a limitation with current research

into audio-based segmentation and classification. Algorithms from both strategies are

evaluated across the same test collection, identifying which approach is more precise

for this problem.

The remainder of this chapter is structured as follows. In section 9.2 related work

into audio-based segmentation is reviewed, as well as discussing the motivation be-

hind the selection of each algorithm. In section 9.3, a simple Model-based segmen-

tation and classification algorithm, using maximum likelihood criteria, is introduced.

In section 9.4, a Dynamic Programming approach is defined, which can be applied as

a decision process for Model-based segmentation. In section 9.5, a technique called

SuperHMM is outlined that concatenates a group of single HMMs into a unified frame-

work. In section 9.6 a robust Metric-based segmentation algorithm called BICseg is

introduced. Section 9.7 then presents the results of a comparative experiment, finally

summarising the chapter in section 9.8.



Chapter 9. Structure Segmentation and Classification 166

9.2 Audio Segmentation: Motivation

The aim of this chapter is to apply statistical models to both segment and classify

the structure of football video, into semantic units. There are, however, a number of

issues surrounding the application of statistical models for this problem. Issues for

both GMM and HMM have been addressed separately, throughout the thesis, such as

model generation, parameter selection and classification. Another important problem

to investigate, is how to segment the audio stream into the homogeneous units, which

can then be classified by the set of models. It is believed that audio segmentation is an

important phase in algorithm development, which should be addressed with care.

Provided with a set of robust model representations for known content, found in the

audio track, the process of recognising the transition between one content structure

and another, is important. An inefficient segmentation algorithm can create accuracy

problems for the set of model-based classifiers, thus affecting future system accuracy.

Therefore, a precise segmentation algorithm is required, as well as a robust set of

classifiers. However, investigation into this problem for sports video, and for video

indexing in general, has been limited.

In this section, a number of possible strategies are reviewed with the aim of selecting

a number of algorithms, to be applied for structure segmentation and classification of

football video. After studying related research into this problem, a number of segmen-

tation algorithms are chosen. The motivation behind the selection of these algorithms

is also discussed in this section.

9.2.1 Related Work

Audio segmentation algorithms can be grouped into three main categories: Energy-

based, Metric-based and Model-based segmentation algorithms. In this section, these

three segmentation categories are introduced, analysing the potential suitability to

structural segmentation and classification.
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9.2.1.1 Energy-based/Decoder Segmentation

Periods of silence in an audio stream can indicate a change in scene, breaks in com-

mercials or a change in speaker. Energy-based segmentation algorithms segment the

audio stream at the location of these periods of silence, by directly measuring a feature

value, such as signal energy. A dip in energy, below a specified threshold, would indi-

cate a silence period. Segments are then generated by cutting the input at these silence

points, ready for classification.

Li et al. (2001) applied an energy-based segmentation algorithm for dividing the audio

stream into silence, speech and music segments, using a two step process. The audio

stream was divided into signal and silence segments, by thresholding the volume of

the audio track. This approach has also been integrated into news story segmentation

algorithms, such as Browne et al. (2003) and Hauptmann & Witbrock (1998) (see

Appendix C for more details). Again, a threshold was used to determine significant

drops in the energy or volume of the audio stream, to recognise silence breaks.

The disadvantage with applying an Energy-based approach is that these algorithms are

reliant on thresholds, and are very much domain specific. For example, changes in

audio quality from one video file to another would have to be reflected in the threshold

setting. A low quality audio file would require a different threshold setting to that

of a high quality recording, with little background noise. Consideration for threshold

estimation is needed for each video file.

Within a sound controlled environment such as a Studio sequence, changes in speaker

or breaks in speech are represented by periods of silence. On the other hand, during

a Game sequence, the constant environmental sound would result in speaker changes

accompanied with background noise.

To Summarise, Energy-based segmentation algorithms:

• are useful for segmenting changes in speaker for audio files with little back-

ground sound,

• would identify many false segments for more difficult audio environments,

• are not suitable for complex problems such as structure segmentation of high

level content.
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9.2.1.2 Metric-based Segmentation

Traditionally, Metric-based algorithms divide the audio track into overlapping groups

of frames, called windows. Employing a window of audio frames to identify seg-

ment change provides a greater source of evidence than comparing individual frames.

A distance measure is then applied to determine the similarity between two adjacent

windows, where, if at a local maxima the distance value exceeds a threshold, a segment

change is found. To determine segment change, a variety of distance measures can be

applied, such as the symmetric Kullback-Leibler distance (KL2) (Siegler et al. (1997))

and the Likelihood Ratio Test (Gish et al. (1991)).

Metric-based algorithms are popular in ASR systems because they are relatively effi-

cient, in terms of computation, and can be employed in real-time applications (Siegler

et al. (1997)). Such algorithms have also been recently applied to problems, such as

speaker detection and radio news story segmentation (Kemp et al. (2000)). However,

one of the main disadvantages with such algorithms is the reliance on threshold esti-

mation, to determine segment change. For noisy soundtracks, such as football audio,

estimating a global threshold flexible to changing environments, is difficult. Many di-

vergence measures, applied to measure the difference between windows are also noisy

as well (Chen & Gopalakrishnan (1998)). Traditional Metric-based algorithms overall,

do not generalise to challenging audio sequences, and estimating a threshold would

not be suitable for the problem of structure segmentation and classification.

In an attempt to develop a more robust Metric-based segmentation algorithm, not re-

liant on threshold estimation, Chen & Gopalakrishnan (1998) converted the difference

between frames into a model selection problem. The Bayesian Information Criterion

(BIC), a model selection criterion3, was applied to determine the distance between two

windows, assumed to be generated from two separate Gaussian PDFs. The algorithm,

although more computationally intensive than standard Metric-based solutions, was

shown to be robust to difficult audio streams, for the problem of speaker segmentation

(Chen & Gopalakrishnan (1998)).

3See Chapter 8.3.3 for further discussion on BIC.
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9.2.1.3 Model-based Segmentation

For Model-based segmentation, the audio track is classified frame by frame, or by

groups of audio frames, using a set of model classifiers. Boundary changes are then

marked at locations where there is a change from one content class to another. The

advantage of Model-based algorithms is that once the set of models for an audio stream

are defined, future audio sequences can be segmented and classified in a single pass.

However, for an effective algorithm, the content classes within the audio stream must

be known, where new content not explained by the set of models, can generate false

errors4.

Examples of Model-based segmentation algorithms applied to segment high-level au-

dio and video content include, Roach & Mason (2001), Tzanetakis & Cook (2002)

Wang et al. (2000), Spina (2000) Xie et al. (2002), Liu et al. (1998), and Eickeler &

Muller (1999). Tzanetakis & Cook (2002) use GMM classifiers to segment music into

different genre such as rock and pop. Roach & Mason (2001) apply GMM models to

audio to classify and segment video into genre, such as news and music content. Both

algorithms classify equal sized window of frames, sequentially, using GMM classi-

fiers. Grouping frames provides the classifier with a greater information source for

determining class.

Wang et al. (2000) also used a window of audio frames for segmentation and classi-

fication, using HMM classifiers instead of GMM. The audio stream was divided into

equal sized windows of overlapping audio and then HMMs were used to distinguish

between News, Sport and Weather categories. For all of these algorithms, a maximum

likelihood criteria was used to classify each audio unit. These segmentation algorithms

are, however, only as effective as the models generated. If the model set contain in-

efficient representations of each content class, this can have an effect on classification

accuracy, where misclassification will result in segmentation error.

To minimise the effect of false classification on segmentation accuracy when using

the maximum likelihood criteria, Spina (2000) applied a median filter. A set of GMM

classifiers labelled each audio into one of seven classes, such as clean and noisy speech

and silence, using maximum likelihood. A smoothing technique was then applied to

4This is another contributing factor for content analysis and domain knowledge (Chapter 7).
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correct any false classifications, where each individual frame was relabelled into the

same class as the majority of surrounding frames, within a filter.

Applying a Dynamic Programming (DP) algorithm to determine the best path through

the model likelihood scores, is consider a more “intelligent” decision process to maxi-

mum likelihood (Huang & Wang (2000), Xie et al. (2002)). This strategy is an example

of applying a Markov chain to decide the most likely class path through a set of like-

lihood scores. Huang & Wang (2000) reported that using such an approach improved

the segmentation results, when classifying video genre. However, there was no di-

rect comparison with a maximum likelihood algorithm to qualify this assumption. Xie

et al. (2002) also applied the same strategy for segmenting football video, which was

discovered to improve segmentation, over a maximum likelihood, algorithm by 2%.

The maximum likelihood algorithm did not apply a filtering process however.

A general video topology can also be developed to explain the relationship between

contents classes for the purpose of segmentation and classification. Eickeler & Muller

(1999) apply a further unified HMM framework to explain the relationship between a

pool of HMMs, each a representation of a specific content class in news video. By us-

ing a probabilistic grammar to combine the relationship between each single HMM, a

unified HMM framework called SuperHMM was defined. Then using a DP search al-

gorithm, news video was segmented and classified in one pass. Huang & Wang (2000)

discovered that applying a SuperHMM decision process improved segmentation re-

sults over a standard maximum likelihood approach. However, the results were over a

very small and limited test collection.

9.2.2 Discussion

At present, there has been little comparison of audio-based segmentation techniques

for the problem of structure segmentation and classification. From reviewing the liter-

ature, the most popular applied method for this problem was Model-based algorithms

The only direct comparison between segmentation algorithms, from each category, has

been for the problem of speech/non-speech segmentation for ASR systems, itself an

open research problem. It would be difficult to determine the potential of each algo-

rithm category for the problem of structural segmentation and classification, given the
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limited algorithm comparison for related problems. It was believed that an analysis of a

selection of well researched algorithms, from each category, would be beneficial, pro-

viding an insight into algorithm accuracy. Thus, three Model-based approaches were

chosen and one Metric-based algorithm. The three Model-based algorithms were: a

Maximum likelihood, a DP search algorithm and a SuperHMM algorithm; where all

three algorithms have been applied to the problem of structure segmentation and clas-

sification for video.

Model-based segmentation algorithms are the most widely applied algorithms for au-

dio and video segmentation of content providing an elegant solution. However, there is

one believed “principal drawback” when such algorithms are applied to segmentation

(Dietterich (2002)). Due to the first order Markovian property, any relationship that

exists between values separated by more than one time point, must be “communicated

via the intervening” values. According to the Markovian assumption, the probability

that the model will move from one state (or class) to another, during one time step, is

governed only by the transition probability of moving from the state at the previous

time point.

Therefore, as both a comparison to Model-based segmentation techniques, and to eval-

uate this assumption, a robust Metric-based algorithm was also implemented, specif-

ically adapted for the problem of structure segmentation and classification. However,

an identified problem with traditional Metric-based algorithms was that many imple-

mentations did not generalise across all types of audio, especially when a threshold

estimate was applied to determine segment change. Chen & Gopalakrishnan (1998)

extended and improved the tradition Metric-based approach by turning it into a model

selection problem. This meant the decision process was determined by a model selec-

tion criterion rather than a global threshold. It is believed that this approach would be

more robust for the problem of segmentation and classification, therefore the Metric-

based segmentation algorithm called BICseg was also implemented, as a comparison

to the three Model-based algorithms.

For each algorithm, both the HMM and GMM model frameworks were also compared

as classifiers, integrated into each algorithm. These model-based classifiers are re-

quired for labelling the segmented units, with 7 algorithms compared overall. In the

following sections, each strategy will be introduced, in further detail, before presenting
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the findings of the algorithm comparison experiment.

9.3 Maximum Likelihood Segmentation

Maximum likelihood (ML) is a standard decision process for classification. For ML,

the model likelihood scores from a pool of models are returned, given a new data

sequence. These scores are used to determine which model was most likely to have

generated that sequence. The sequence is then classified into the class returning the

highest score.

For the purpose of structural segmentation and classification, employing a ML is also

straightforward. The audio stream is first divided into equal sized groups of audio

frames, called windows. Each window is then classified using ML. Segment bound-

aries are identified at points, where there is a change from one content class to another.

For example, the classified sequence{SSSSSGGGGG}, contains a segment change at

the5th window, whereS represents a window classified as Studio, andG represents a

window classified into the Game class.

A disadvantage with this approach is classification errors. A window that has been

labelled into the wrong class, at even one time point, will result in a false boundary

detected. To limit the effect false classification can have on segmentation accuracy,

a number of steps can be taken with filtering being one such method. Spina (2000)

applied smoothing techniques to correct classification errors that effect segmentation

accuracy. For example, the sequence{SSSSGSSSSS} has a false classification at time

t = 5. A median filter can be applied to correct this wrongly labelled window. A me-

dian filter is another “window” that sequentially slides across each (windowed) group

of frames. The current group is then relabelled into the majority class in the median

filter “window”.

This simple step is also applied to correct false classifications, in the ML segmentation

algorithm implemented in this thesis.
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9.3.1 Implementation

There are a couple of issues surrounding the implementation of an ML algorithm. The

first issue is the number of audio frames to group together for classification. This is

a similar problem to what was faced in Chapter 7.3.2. The aim was to find a suitable

window length that contains enough descriptive information for accurate classification.

If the window is too small, not enough statistical information will be contained for

accurate classification. If the unit is too large, each window could contain more than

one content class. Given the results from Chapter 7.3.2, a length of one second was

considered appropriate.

A second operation value is also required to be estimated; the length of the median filter

window. Again, too small a window will mean small localised classification errors will

not be identified. To large a window, could result in small segments being overlooked.

It was decided that a median filter length of 30 seconds would be appropriate. This

setting contained 15 one-second windows either side of the current window, which

was believed to be wide enough for the filter, and was the same length applied by

Spina (2000).

9.4 Dynamic Programming with GMM and HMM (DP)

A ML solution to segmentation and classification of structure has several disadvan-

tages. For example, each window of audio frames is treated as an independent obser-

vation rather than a sequential stream of related units e.g. the temporal relationship

between sequential windows is not considered. A popular method in video indexing

to address this problem, is to apply a Dynamic Programming algorithm (DP) as part

of the decision making process (Huang & Wang (2000), Xie et al. (2002)). Instead of

selecting the maximum likelihood score for each time point, a DP algorithm attempts

to find the best class path sequence, through the set of model likelihood scores for an

entire audio sequence. This is an assumed advantage of applying a DP decision process

(Xie et al. (2002)).

A popular DP algorithm is the Viterbi algorithm (Rabiner & Juang (1993)), the same al-

gorithm that is employed for locating the optimal path through a HMM state sequence.
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Applying the Viterbi algorithm to find the optimal path through a series of model like-

lihood scores, is an example of a first order Markov process. Instead of modelling the

interaction between a set of interconnected hidden states, the DP algorithm models the

temporal behaviour, or interaction, between content classes. The most likely content

class is chosen rather than the class returning the maximum likelihood score.

Examples of a DP decision process employed for video indexing include Xie et al.

(2002) who applied a DP algorithm to segment Play/Break sequences in football video.

A DP algorithm was used to determine the best path through the model likelihood

scores outputted by a HMM for the two classes. Huang & Wang (2000) also applied

a DP algorithm for segmenting video files into genre. The DP algorithm employed

for both papers was the Viterbi decoding algorithm. This same DP algorithm was

also implemented for the problem of structure segmentation and classification, and is

described in Appendix H.

9.4.1 Modelling Class Behaviour

The DP algorithm can define the behaviour between classes in a similar manner to the

way restrictions can be placed in the state transition matrix,A, of a HMM (see Chap-

ter 4.4.2.1). This is helpful, if the behaviour between content classes is known. It was

recognised previously that during football video (see Figure 3.2), there is no transition

from Adverts to Game sequences. During the video production, the broadcast is re-

turned to the Studio part of the show after an Advert sequence e.g. the Studio segments

act as a segue between content.

This relationship can be reflected in the DP algorithm. To do so, the transition proba-

bilities between classes that do not directly interact can be set to zero. For example, a

simple illustration would be the DP example in Figure H.1. At each time point, the DP

algorithm can move from one class to another. However, given that the relationship

between the three classes is known and follows the topology in Figure 9.1, where there

is no direct interaction between classes 1 and 3, only an interaction between class 2

first. The DP algorithm can be implemented to reflect this relationship by setting the

transition probabilities between each class to zero e.ga13 = a31 = 0. The DP algorithm

will then follow the behaviour defined in Figure 9.2.
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Figure 9.1: The Topology between three classes

Figure 9.2: DP algorithm with restriction between class 1 and class 3.
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This same procedure is followed to model the video topology identified in Figure 3.2,

maximising the DP process for football video. This is another assumed advantage, the

DP algorithm has over a simple ML decision process for segmentation and classifica-

tion.

9.5 Super HMM

An alternative solution to the problems faced when using ML for HMM-based seg-

mentation and classification, is to combine the classifiers into a single unified frame-

work, also known as a Superior (Eickeler & Muller (1999)) or Super HMM (Ney &

Ortmanns (1999), Huang & Wang (2000))5. This approach is popular in continuous

speech recognition (Ney & Ortmanns (1999)), where the SuperHMM is applied for

recognising complete words (or sentences) from a collection of classified phones, mod-

elled by single HMMs. The algorithm has also been applied to the problems of video

genre recognition (Huang & Wang (2000)) and news structure segmentation (Eickeler

& Muller (1999)).

SuperHMM is the process of combining the single HMM models that represent each

content class, into one large unified HMM. A DP search algorithm then finds both the

best state and class path sequence through the SuperHMM, for a given observation se-

quence. For example, the phoneme models for continuous speech recognition systems

are concatenated by applying a pronunciation lexicon (Ney & Ortmanns (2000)). For

video indexing problems, the class models are concatenated into a SuperHMM using a

preconceived video topology model of the entire video file, illustrating the relationship

between content classes (Eickeler & Muller (1999)). This procedure is also followed

by using the video model identified from both domain knowledge and content analysis

(Figure 3.2).

This solution can be considered an optimised example of the HMM generated for rep-

resenting the entire audio track (see Chapter 7). For automatic content analysis, a

single HMM was generated using unsupervised training techniques, with the HMM

automatically learning the structure in the audio data of football video. In the follow-

ing chapters, these content structures were divided into individual classes. HMMs for

5For simplicity, throughout the remainder of the thesis the algorithm will be named SuperHMM.
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each content class were then generated, using supervised training and model selection

(see Chapter 8). The SuperHMM can now be considered a process of concatenat-

ing these separate models into one unified HMM, for the purpose of segmentation and

classification. Similar to the single HMM applied for content analysis, the SuperHMM

will then be able to automatically segment and label new video sequences, however,

with improved accuracy.

9.5.1 SuperHMM: HMM Concatenation

The principle behind the SuperHMM, is to combine each single HMM content class

representation into one large unified model. A DP search algorithm then finds both

the best state and class path sequence through the SuperHMM for a given observation

sequence. This process was followed, using the video model identified through both

domain knowledge and automatic content analysis (Figure 3.2).

To combine the collection of HMMsΛ = {λ1, . . . ,λC}, each representing a particular

content class, domain knowledge was first applied. Figure 3.2, is an outline of the

known low level structures found in a typical football broadcast video. This topology

can be converted into a SuperHMM, where each state is represented by a corresponding

HMM classifier ‘optimally’ generated. The advantage of this solution is the ability to

incorporate the temporal flow of the video into the segmentation process, which is

assumed will limit segmentation error.

For example, restricting movement from the Advert to Game segments (Figure 3.2),

can be mirrored in the state transition matrix of the SuperHMM e.g. the state transition

matrix defines the temporal flow of the video model. An input and output state is also

included into the transition matrix to mark the beginning and end of a video sequence6.

To illustrate this point, a simple example is used (see Figure 9.1). For a three class

problem such as this, a fully ergodic class transition matrixA, would be:

A =




a11 a12 a13

a21 a22 a23

a31 a32 a33




6Each video file was recorded using a scheduling system. As a consequence, there was usually
content at the beginning and end of the video file that was not part of the programme. For any evaluation,
these sections were manually segmented to avoid noise in the experiment.
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A is learned in a preprocessing stage using training data using equation H.2 (see Ap-

pendix H). However, in the video topology, there is no direct interaction between

classes 1 and 3 (Figure 9.1). As defined in the topology model movement should be

restricted within these classes. Hence,A will become:

A =




a11 a12 0

a12 a22 a23

0 a32 a33




A can then be applied as a probabilistic grammar to join each single HMM into a

unified SuperHMM7. Segmentation is then achieved by identifying both the best state

and class sequence path through the SuperHMM, where each time unit in the audio

sequence is assigned to a state label belonging to a specific class. Segment change is

identified when the audio stream moves from one class of states to another.

For finding both the best state and class path sequence through the SuperHMM, the

One-Pass dynamic programming search algorithm, defined in Ney & Ortmanns (1999),

was applied. Other, more complex, search algorithms could be employed to find the

best class path (Ney & Ortmanns (2000)), however, the same algorithm was effectively

used by Huang & Wang (2000) for segmenting video into genre. Eickeler & Muller

(1999) also applied this method for the high-level segmentation of news video. Hence,

for comparison purposes with related research, this algorithm was selected.

Instead of finding the best word sequence through a sequence of phones, in a large

vocabulary continuous speech problem, the algorithm was implemented to locate the

best class path sequence for structural segmentation and classification of football audio.

Appendix I introduces the search algorithm.

9.6 Metric-based Segmentation: BICseg

Applying a modelling framework to the problem of audio structure segmentation pro-

vides an elegant solution, but there is one believed “principal drawback” when a first

order Markov process is applied for segmentation (Dietterich (2002)). Due to the first

7For HMM concatenation a concatenation function in the Probabilistic Modelling Toolkit was used
(Cambridge Labs (2003)). For implementation reasons, each single HMM was fixed to the same number
of Gaussian mixtures per hidden state, allowing for simpler mixture combining in the SuperHMM.
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order Markovian property, any relationship that exists between values separated by

more than one time point must be “communicated via the intervening” values. Ac-

cording to the Markovian assumption, the probability that the model will move from

one state to another during one time step, is governed only by the transition probability

of moving from the state at the previous time point. For example, any relationship that

occurs during values at the time stepst = 4 andt = 6, must be communicated byt = 5.

That is according to the Markovian assumption, the probability that the model at state

j, at timet = 6, is governed only by the transition probabilityai j , wherei is the true

state at timet = 5.

Provided with this information, a suitable alternative to the Model-based segmentation

was also implemented. By doing so, the algorithm could be applied to evaluate the

assumption about Model-based segmentation algorithms and the Markovian property

(Dietterich (2002)), as well as present an insight into whether Model-based algorithms

are rightly justified as the most popular algorithms for segmentation of audio content.

A Metric-based algorithm was chosen as a comparison to the Model-based algorithms,

called BICseg (Baillie & Jose (2004)). The motivation for selecting this algorithm was

the success of this method as part of an event detection system for football video. The

algorithm was adapted from the original implementation by Chen & Gopalakrishnan

(1998), improving the efficiency and accuracy of the algorithm. From experimenta-

tion, it was discovered that BICseg was more effective than Model-based algorithms

for segmenting events. The algorithm was also shown through experimentation to be

robust to difficult sound environments, and is described in Chapter 10.

To apply BICseg to problem of football video structure segmentation, the algorithm

required alterations. The original algorithm was designed purely for the problem of

speaker and speech segmentation, with the algorithm being developed to recognise

subtle changes in the audio track that would indicate the start and end of speech seg-

ments. For the problem of segmentation and classification, it was required to segment

at a higher level rather than purely transitions between speech, speaker and silence. To

allow the BICseg algorithm to segment high level concepts, such as transitions from

Studio to Game segments and vice versa, the audio sequence was smoothed, minimis-

ing localised differences.

In the following sections, the original algorithm is first introduced (Chen & Gopalakr-
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ishnan (1998)), discussing its known limitations. Then the new implementation of the

algorithm is outlined, explaining how BICseg was improved (in terms of efficiency and

accuracy), and adapted for the problem of structural segmentation and classification of

football audio.

9.6.1 The BIC Algorithm

As previously mentioned in Chapter 4, there are some disadvantages with applying

traditional Metric-based segmentation algorithms. These disadvantages include the re-

liance on estimating both a threshold and the width of the search window. For these

reasons Chen & Gopalakrishnan (1998) developed a more robust Metric-based algo-

rithm, applying model selection techniques to solve the thresholding problem. The

Bayesian Information Criterion (BIC) (Schwarz (1978)) was employed as a decision

process to determine segment change. The advantage of this approach over other

Metric-based segmentation schemes is that it is threshold free, and hence its ability

to generalise. The algorithm also implemented an expanding search window to in-

clude as much information as possible for model selection, thus avoiding the problem

of window length estimation. On the downside, the algorithm is not as efficient as

traditional Metric-based algorithms, and can not be so easily integrated into real time

system (Meinedo & Neto (2003), Ramirez et al. (2004)).

Other model selection criterion, such as the Akaike Information Criterion (AIC) or

Minimum Description Length (MDL) could be used instead of BIC, for the decision

process. However, in a large scale experiment, Cettolo & Federico (2000) compared

six model selection criteria including BIC, AIC and MDL for the problem of audio

segmentation. No significant gains in accuracy were achieved from implementing an

alternative criterion to BIC. It would be inaccurate to assume that this result would

be transferable to other test applications, such as that used in the thesis. But it was

considered that BIC was a good starting point before possible future research into

alternative selection criteria.

Now the original algorithm by Chen & Gopalakrishnan (1998) is introduced, before

explaining how it can be adapted for the problem of structural segmentation and clas-

sification.
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9.6.1.1 Detecting Segment Change with BIC

The same notation as Chen & Gopalakrishnan (1998), is now used to introduced the

algorithm.

The audio sequenceX, whereX = {xi ∈ Rd, i = 1, . . . ,N}, is a sequence of feature set

vectors extracted from an audio clip with lengthN. It is assumed that the sequenceX

is drawn from an independent and identically distributed (i.i.d) multivariate Gaussian

process,

X = xi ∼ N(µi ,Σi)

whereµi is the mean vector andΣi is the covariance matrix of the sequenceX. To

illustrate how to detect one segment change, a hypothesis test for a change occurring

at time i is defined. The null hypothesis is that the sequenceX does not contain a

segment change and was therefore generated from a single Gaussian process. The

alternative hypothesis is that the audio sequenceX was generated from two separate

Gaussian processes, where the change from one process to another is found at framei.

H0 : x1 . . .xN ∼ N(µ,Σ)

H1 : x1 . . .xi ∼ N(µ1,Σ1); xi+1 . . .xN ∼ N(µ2,Σ2)

The maximum likelihood ratio statistic to determine segment change is,

R(i) = N log|Σ|−N1 log|Σ1|−N2 log|Σ2| (9.1)

whereΣ is the sample covariance matrix for the model of all the data{x1, . . . ,xN},
andΣ1 andΣ2 are the covariances8 for the two independent segments{x1, . . . ,xi} and

{xi+1, . . . ,xN}. The maximum likelihood estimate of the changing point can then be

defined as,

t̂ = argmax
i

R(i) (9.2)

8To avoid parameter estimation problems with the original algorithm, if the number of audio frames
for model estimation was less than or equal the dimension of the model, the covariance matrices were
constrained to be diagonal.
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This hypothesis test can be viewed as a model selection problem, where there are two

competing models. The first model is a single Gaussian representation of the entire

data sequence (H0). The remaining model (H1) is two separate multivariate Gaussians,

where each Gaussian is a representation of a non-overlapping homogeneous segment.

Using the BIC criterion, the difference between the two models can be expressed as:

BIC(i) = R(i)− γP (9.3)

where the likelihood ratioR(i) is defined by (equation 9.1) andγ is the penalty weight.

According to BIC (Chen & Gopalakrishnan (1998)) the penaltyP can be defined as:

P =
1
2
(d+

d(d+1)
2

) log(N) (9.4)

N is the size of the decision window andd is the dimension of the feature space. The

BIC criterion is a replacement for an empirically set threshold of the log-likelihood

distance (Gish et al. (1991)). The new threshold being automatically chosen by equa-

tion 9.4. If equation 9.3 is positive, modelling the data as two separate Gaussian models

would be optimal. A segment change can then be determined when,

{max
i

BIC(i)}> 0 (9.5)

where the boundary change will be found at frame,

t̂ = argmax
i

BIC(i) (9.6)

Before outlining how the algorithm can be used for locating multiple segments within

an audio sequence, the problems surrounding the original algorithm are now discussed.

9.6.2 Adapting the Algorithm

There were a number of limitations with the original implementation of the BICseg al-

gorithm that were addressed (Chen & Gopalakrishnan (1998)). The original algorithm
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suffered from a number of problems including efficiency and its tendency to over seg-

ment (insertion errors)9. Also many boundaries (deletion errors) were missed between

adjacent segments that were below a certain length. These small segments contained

unrelated content that was thought to be one continuous segment and was overlooked

by the segmentation algorithm.

9.6.2.1 Algorithm Efficiency

The original algorithm employed an expanding search window to find segment change,

BIC was then used to detect segment change for each frame in the window. If segment

change was not found within the search window, the window would expand by adding

the next sequential frame. After each boundary search cycle, the search window would

grow, frame by frame, until a segment change was found. Once a segment change was

found, the search window would be reset at the location of the boundary change. This

procedure allowed for as much data as possible to be used in the decision process. On

the downside, the algorithm was slow and computationally expensive.

A number of steps were taken to address the original algorithm efficiency. The first

step was to place a limit on the maximum window length. For the original algorithm

the search window sequentially expanded after the completion of each cycle until a

segment change was found. A new audio frame is added to the search window until

a boundary is found. In practice, the algorithm could linearly searching through a

potentially huge window. By placing a limit on the size of the search window, the

algorithm searching through extremely large windows can be prevented. In the new

implementation, the window is prevented from exceedingwmax frames.

Expanding the window, frame by frame, was also expensive. Searching through large

volumes of audio data, such as football audio, is very time consuming. Instead of

sequentially increasing the window, one data vectorx at a time, more than one frame

was added to the search window after the completion of each search cycle. The search

window now addedwskip > 1 data vectors after each search cycle.

9An insertion error is when a segment change is detected that did not exist. A deletion error is when
a segment boundary is missed.
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9.6.2.2 Algorithm Accuracy

Insertion and deletion errors were often the result of poor parameter estimation in

the Gaussian models. Poor estimation was usually a result of limited data required to

produce robust statistics. For example, the algorithm searches for segment changes in a

data sequenceX = {xi ∈Rd, i = 1, . . . ,N}, using a search window[wl ,wr ], wherewl =

{1, . . . ,N−1} andwr = {2, . . . ,N}, wr > wl . There was no minimum limit enforced

on the size of the search window. When the search window was too small, segments

were missed because of insufficient data to adequately develop each Gaussian model.

The accuracy of the BIC decision process is dependent on how well each Gaussian

model represents its corresponding segment.

A number of alterations were made to the original algorithm to avoid parameter estima-

tion problems associated with the original algorithm. First, situations were minimised

when model generation occurred using small amounts of data. To do so, a limit was

placed on the minimum size of the search window. The window would be initialised

and following each boundary change thereafter, to lengthwmin.

A limit was also placed on searching at the beginning and end of the window. i.e. the

extremes of the window were not searched. This would allow for a minimum buffer of

audio frames to be used for estimating the Gaussian model(s), when searching at the

start and end points of each window,wbu f f seconds from each extreme. Each opposing

Gaussian model would then have a minimum number of audio frames (wbu f f > 1) to

estimateΣ1 andΣ2, as opposed to potentially one audio frame.

To further limit the problem of poor parameter estimation. The covariance matrices

were also constrained to be diagonal due to the limited data often available for estima-

tion. The adapted BICseg algorithm for detecting multiple segment boundaries in an

audio sequence is now formally introduced.

9.6.3 The adapted BICseg Algorithm

1. Initialise the interval[wl ,wr ]

wl = 1; wr = wr +wmin

2. Using BIC, search for a segment change in the window
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[wl +wbu f f,wr −wbu f f]

3. if there is no segment change in the window

[wl +wbu f f,wr −wbu f f];

if (wr −wl )≤ wmax

wr = wr +wskip;

else

wl = wl +wskip;

wr = wr +wskip;

else

sett̂ as a segment change boundary;

wl = t̂; wr = wl +wmin;

end

4. goto2. until end

9.6.4 Variable Estimation

There are a number of operation variables for the new BICseg algorithm to be es-

timated, such as the minimum and maximum length of the search window[wl ,wr ].

Before these variables were estimated, the audio sequence was smoothed, minimising

the effect of localised differences.

9.6.4.1 Smoothing the data

The original algorithm introduced by Chen & Gopalakrishnan (1998), was designed

to segment speech from non speech segments as part of an ASR system. In previous

work, the adapted BICseg algorithm was also applied as part of an event detection

system (see Chapter 10). For both these applications, the segmentation algorithm was

employed to identify subtle changes from one homogeneous content class to another,

such as speech and silence, or changes from one speaker to another. This was achieved

by comparing the differences found in audio frames. However, for the problem of

structure segmentation and algorithm, it was of more interest to detect changes from

one semantic structure to another, such as those content classes found in Figure 3.2.

To minimise the effect subtle changes would have on the algorithm (such as changes in
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Figure 9.3: Smoothing the data.

speaker), the audio sequence was smoothed. The same approach was employed as in

Chapter 7.3, by dividing the audio stream into equal sized one second units. The mean

of each one second group of audio frames was then taken as a representation for each

window.

The BICseg algorithm was then applied to locate the differences in the sequence of

mean data vectors̄x, each a point estimate of a one second window. It was assumed

that by using the mean measurement, would smooth the effect local variation has on

the algorithm. This was considered important for the task of segmentation and clas-

sification, because the BICseg was originally designed for detecting breaks between

segment changes of fine granularity, such as changes in speaker.

Smoothing the data also minimised the effect these localised differences might have on

the algorithm accuracy, when applied to this problem. Figure 9.3 is an example of an

audio sequence that has been smoothed. The top plot is the audio stream after feature
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extraction. The bottom plot is the same audio sequence displaying the mean data vector

for each one second unit. From analysing this figure, it can be assumed that smoothing

the audio stream had minimal effect on locating segment boundaries (shown by the

dotted lines). Smoothing the data also minimised the localised differences within these

segments and compressed the data sequences, aiding the efficiency and accuracy.

Finally, once a potential boundary was found, the BICseg algorithm was then applied to

the one second unit locating the exact audio frame the boundary is located at, retaining

the same accuracy as the SuperHMM. Both the ML and DP Model-based segmentation

algorithms were not as precise at finding the exact frame location as this algorithm.

9.6.4.2 Algorithm Variable Estimation

To estimate the BICseg algorithm variables, statistics from12files set aside for system

development were calculated10. Each audio file was manually segmented into relevant

content classes (Figure 3.2) and then the distribution of segment lengths for the entire

test collection were calculated (Figure 9.4). The sample of videos contained134seg-

ments overall, approximately 11 per video file. The minimum segment length was16

seconds, an interview straight after the game. The maximum length was3556seconds,

1 hour in length. This was one half of a football match. The median segment length

was approximately3 minutes, but it is clear from the exploratory analysis (Figure 9.4),

that there was two main groups; the Game sequences (the group on the right of the

histogram), and the remaining content classes (the group on the left). The Game se-

quences were50 minutes on average in length, while all other segments ranged from

30seconds to4 minutes on average. The main group contained only one non Game se-

quence, a Studio sequence that was50minutes in length. The build up to an important

match.

9.6.4.2.1 Operation Variables Using this as a guide, the minimum window (wmin)

size was set to 30 seconds in length. The window would be wide enough to contain

only two small segments, but also large enough to contain sufficient discriminatory in-

formation for model generation. It was noticed that the smaller segments of 30 seconds

10This data set was not included during the final evaluation of all segmentation and classification
algorithms, to avoid overlap and algorithm bias.
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Figure 9.4: Segment length distribution for 12 video files.

or less in length, were always sandwiched between longer segments. These smaller

segments belonged to Studio sequences linking Advert, Game or Interview sequences.

The maximum window length (wmax) was set to 3 minutes, or 180 seconds. The median

length of the segments was used as a maximum limit for the window size to grow.

Efficiency or speed was another concern of the original BICseg algorithm. The window

would move sequentially from one time point to another, in this case second to second.

It was assumed that the smallest segment would not be smaller than 5 seconds. It

was thought that 5 seconds would be the minimum length of time to convey important

information to the viewer.wskip was set to 5 seconds. Searching at the extremes was

restricted in the first and last 8 seconds (wbu f f) of the search window. This was believed

to be the absolute minimum amount of information required for adequate estimation.

8 seconds was half the length of the minimum segment length.
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9.6.4.2.2 Penalty Weight Estimation After defining these algorithm parameters,

an appropriate value for the penalty weightγ was investigated. By adjustingγ, greater

or less emphasis is placed on the effect of model complexity. For the original algo-

rithm, Chen & Gopalakrishnan (1998) setγ = 1, which is the strict definition of BIC.

Tritschler & Gopinath (1999) investigated the algorithm further for speaker segmen-

tation and discovered thatγ = 1.3 produced better results for speaker segmentation.

Delacourt et al. (1999) also found increasingγ > 1 improved segmentation for the

same problem.

The goal for our segmentation system was to find changes in semantic content, such as

a transition from a Game to Studio sequence. The overall aim of the algorithm was to

minimise the problem of over-segmentation11, which the original algorithm suffered

from, but not at the expense of missing important segment boundaries. It was assumed

that over-segmentation could be corrected during classification. For example, a false

boundary change within a Game segment caused by a decrease in crowd sound could

be corrected during the classification phase, if both segments are then classified into

the same class.

So to estimateγ, truth data was generated from three video files. The segment boundary

locations for each file were manually marked, where a boundary was identified as a

change from one content class to another. The BICseg algorithm was then applied

for each video file, incrementally increasing the parameterγ in 0.1 steps, e.g.γ =

{1.0,1.1, . . . ,2.0}. The number of insertion and deletion errors were noted for each

parameter value.

Figure 9.5 presents the results from the experiment for each video file. The solid blue

line represents the insertion error rate, while the red dotted line represents the deletion

error rate. The x-axis represents the increase in the penalty weightγ.

The insertion error rate was high for initial values ofγ, which then steadily declined

as the penalty weight increased. Afterγ = 1.6 the deletion error began to rise, as

γ was increased (Figure 9.5). It was discovered thatγ = 1.6 maximised the desired

balance between insertion and deletion errors. It was of interest to limit the number of

deletion errors, because it was believed that insertion errors could be corrected during

segment classification. Increasingγ generated further deletion errors, while decreasing

11Over-segmentation is when the algorithm detected a false transition.
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Figure 9.5: The overall effect on error rate by adjusting the penalty weight γ for the

BICseg algorithm.

the penalty weight, increased the number of insertion errors.

9.6.5 Classification

After segmentation, either a set of GMM or HMM models can be used to label each

segment. A simple maximum likelihood decision process was used for classifying

each segment, where the segment would be labelled into the class returning the highest

likelihood score.
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9.7 Algorithm Comparison Experiment

In this section, the experimental procedure to compare all algorithms across the same

test collection is defined. First the content classes that are to be segmented, in the test

collection, are defined, in section 9.7.1. The experimental is outlined in section 9.7.2,

and then the final results are presented in section 9.7.3.

9.7.1 Video Model

For each video file, the number of content classes were reduced, removing both the

opening and closing titles. This was done for two reasons. The first reason was, that

for the test collection video files were recorded from two different broadcast channels.

Therefore, the opening and closing sequences differed. The second for reason was

that the video files were recorded using a scheduler, similar to an automatic recording

device on a home VCR. Often, the start or end of the football broadcast was missed as

a result of this schedular.

In this experiment, it was of interest to recognise the broad content structures in a video

sequence, and not specific sub-structures. It was thought that sub-structure, such as ex-

citing events and national anthems would be more accurately recognised after this first

phase of segmentation, by applying domain knowledge (see Chapter 10). Therefore,

these sub-structures were integrated into one overall Game class.

The final video model used to compare each algorithm is displayed in Figure 9.6. Each

video file was edited so that it started and finished on the opening and closing studio

sequences, also removing the opening and closing titles, and other content not related

to the football broadcast. The arrows indicate the relationship between each class. For

example, at the end of an Advert sequence, the temporal flow of the video would not

enter any other class than Studio.

Both the DP and SuperHMM algorithms were developed using this video model for

defining the temporal behaviour between content classes. Also, for each content class

displayed in Figure 9.6, a set of both GMM and HMM models were generated for

classification.
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Figure 9.6: The redefined video model used for the segmentation and classification

experiment.

9.7.2 Experiment

Seven segmentation and classification algorithms were evaluated across12 new video

files. Each segment change was manually annotated and the content class recorded for

each segment. Segment boundaries were examined fuzzily as slight inaccuracies were

expected due to the precision of the manual tagging, and alignment differences in the

actual algorithms. The exact location of some segment changes was subjective, so each

algorithm was given a small allowance of frames between detected boundaries. It was

assumed that a system could tolerate a small degree of inaccuracy between segments.

For the experiment, 2 seconds of error was allowed for each segment change, where

a correctly detected boundary change had to be within 2 seconds of the true segment

change that was manually tagged in the test collection. Increasing the window beyond

2 seconds would improve the accuracy of algorithms that over-segmented, possibly

providing a false impression of the algorithm accuracy.

For a fair comparison, both the GMM and HMM used for each algorithm were gen-
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Scheme Code

Segmentation with HMM maximum likelihood HMMmax

Segmentation with GMM maximum likelihood GMMmax

Segmentation with HMM and Dynamic Programming HMMDP

Segmentation with GMM and Dynamic Programming GMMDP

Segmentation with Superior HMM SuperHMM

Segmentation with BICseg and classification using HMMBICHMM

Segmentation with BICseg and classification using GMMBICGMM

Table 9.1: Segmentation and classification legend for all techniques.

erated using the same training collection. For each class, outlined in Figure 9.6, both

GMM and HMM models were optimally generated from labelled data gathered from

the video files set aside for system development. The GMM classifiers were generated

using a bottom up approach outlined in Chapter 4. For the HMM models the BIC

model selection was applied, Chapter 8.

The number of insertion and deletion errors were recorded to compare each algorithm.

An insertion error is when a segment change is detected that did not exist. A deletion

error is when a segment boundary is missed.

9.7.2.1 Algorithms

Seven algorithms in total were compared across the same test collection. Table 9.1

provides a summary of these algorithms.

9.7.3 Results

The results of the experiment are presented in Table 9.2. In the first column are the

overall insertion error rate for all 12 video files. The second column is the overall

deletion error rate. For both BICseg algorithms (BICHMM and BICGMM), the error

rate before classification is presented on the left, and after classification on the right.

The most accurate segmentation algorithms were found to be the two BICseg algo-

rithms, both in terms of insertion and deletion errors. Both BICseg algorithms per-
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Scheme Insertion Error Deletion Error

HMMmax 0.4714 0.2062

GMMmax 0.4409 0.1856

HMMDP 0.3379 0.2062

GMMDP 0.4031 0.1856

SuperHMM 0.5698 0.0979

BICHMM 0.2945 / 0.1222 0.0773

BICGMM 0.2945 / 0.1060 0.0773

Table 9.2: Results for the segmentation algorithm comparison experiment).

formed better than the Model-based segmentation algorithms, either using GMM or

HMM as a labelling framework. Even before the classification phase, the BICseg al-

gorithm produced lower insertion and deletion errors.

In terms of deletion errors, it was discovered that SuperHMM was the best performing

Model-based algorithm. This is the more important measure, as missed true bound-

aries are more difficult to resolve with further processing than insertion errors. The

SuperHMM was approximately 9% more accurate than both the DP and ML algo-

rithms. However, the SuperHMM algorithm tended to over-segment more than both

the DP and ML algorithms, 23% more than HMMDP. There did appear to be a gain in

accuracy by searching at the state level for the SuperHMM, however, this did result in

problems in precision.

In terms of deletion error, the GMMDP algorithm was more accurate than HMMDP,

although GMMDP did over-segment more. Both the ML algorithms displayed similar

performance, in terms of deletion error, when compared to the corresponding DP algo-

rithm. However, both the ML algorithms produced a higher insertion error rate, than

the DP counterpart, 47% compared to 34% for the HMM algorithm (HMMmax versus

HMMDP), and 44% error rate compared to 40% for the GMM algorithm (GMMmax

versus GMMDP). There was not a considerable improvement in performance applying

the more complex DP algorithm, compared to the simpler ML strategy, thought to be

a more intelligent decision process (Huang & Wang (2000), Xie et al. (2002)).
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9.7.3.1 Missed Boundaries

A large number of the insertion errors were caused by Musical Segues or pre-produced

reports, containing both music and speech. These sequences were often classified as

Advert sequences, resulting in a false transition. Another source of segmentation error

was music played inside the stadium, such as the anthems of each competing nation.

The occurrence of national anthems were often classified as Advert sequences. It was

thought that the training data, for the Game classifiers, did not fully represent this

occurrence, resulting in these segments being more similar to Advert sequences.

A large proportion of missed boundaries were also created by transitions from a Studio

sequences to pre-recorded Interview sequences. The similarities in sound quality and

environment resulted in these transitions being overlooked. This problem would not

have a great impact on future system accuracy as the semantic relationship between

these components is close. If these components were not so directly related then this

would result in future problems.

9.7.4 Results Discussion

For the sole purpose of segmentation and classification of football video structure,

Model-based algorithms were shown not to be as effective as BICseg, a robust Metric-

based algorithm. For video indexing, Model-based algorithms are widely applied

(Huang & Wang (2000), Eickeler & Muller (1999), Wang et al. (2000) and Xie et al.

(2002)), where Metric-based algorithms are rarely (if at all) applied for such a problem.

These results would indicate that a more in-depth comparison of both Model-based and

Metric-based algorithms is required, with a robust Metric-based algorithm performing

considerably better. This could be due to the “principal drawback” when applying a

first order Markov process for segmentation Dietterich (2002), where any relationship

that exists between values separated by more than one time point must be “communi-

cated via the intervening” values.

Another advantage of the BICseg algorithm is that it does not require previous domain

knowledge to segment structure. The algorithm compares only disparages between se-

quential audio frames within a search window. Therefore, the algorithm can generalise

to future football sequences more accurately. Model-based algorithms rely on a com-
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plete knowledge of the content classes that constitute a video sequence. Hence, new

content, not described by the set of models, will often result in segmentation error.

Applying a segmentation scheme first, has its advantages over a model-based seg-

mentation approach. For example, over segmentation problems can be addressed by

joining wrongly segmented content into one unified segment during classification.

Whereas, employing a Model-based scheme alone for both classification and segmen-

tation means that segmentation errors will occur during false classification. Both the

ML and DP algorithms required the audio stream to be divided into equal sized groups

of frames. Many of these groups will contain more than one content class, creating

potential classification errors that can only be corrected with further processing or fil-

tering.

An assumed disadvantage of the SuperHMM, over using DP, is the dimensionality of

the transition matrix in the SuperHMM (Xie et al. (2002)). For a SuperHMM, the tran-

sition matrixA will be larger when compared to a DP algorithm, employed to search

through a series of model likelihood scores (section 9.4). For the DP algorithm, only

the relationship between content classes is modelled, however, for the SuperHMM,

both the relationship between each class, and the hidden state interaction within each

content class is searched. Therefore, the search space for the SuperHMM, for the same

problem, is considerably larger.

Applying a DP algorithm, over a ML decision process, did improve the accuracy of the

Model-based algorithms, but only by a small percentage. The SuperHMM algorithm

identified more correct segment transitions than the other Model-based algorithms but

had a tendency to over-segment. This result challenged the claim that by searching at

the state and class level in a SuperHMM will not be as accurate, when compared to a

DP solution (Xie et al. (2002)). In terms of insertion error, the DP algorithm produced

better results, but missed considerable more true boundaries. This would have a more

adverse effect on overall system accuracy.

Overall, Model-based algorithms were found to be only as successful as the weakest

classifier. As shown from the results, this problem can result in a high rate of misclas-

sification between classes and over segmentation.

A final, interesting, result was that for this problem, the GMM classifiers were found

to be as accurate, and in many cases more so, than applying a HMM model set for
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labelling content. Thus, for the purposes of classifying broad content classes, such as

those found in video, the GMM framework would appear to be a more suitable starting

point, than the more complex HMM.

9.8 Summary

In this chapter, seven segmentation and classification algorithms were compared. It

was found that a Metric-based algorithm adapted to the problem of structural seg-

mentation and classification of football video, performed better than widely applied

Model-based algorithms. The algorithm was improved on the original implementa-

tion, reducing the computational costs and improving accuracy. The advantage of this

new robust Metric-based algorithm, named BICseg, was that during the segmentation

process no assumption on content was required. The Metric-based algorithm is not

reliant on all content classes being covered by the model set for accurate segmenta-

tion. For Model-based algorithms content classes must be known and have strong

representations for accurate segmentation. This result indicates that applying a robust

Metric-based segmentation algorithm will provide a more precise solution than the

more widely applied Model-based strategies.



Chapter 10

Event Detection

10.1 Introduction

In the previous chapter, the main structure that defines a football video file was seg-

mented and then labelled according to a predefined topology, mapping the general

content. This was an important pre-processing step that is required before the index-

ing of higher-level concepts can begin. This point is illustrated in this chapter, where

the goal is to develop an event detection algorithm specifically designed for Game se-

quences. Event detection is important for automatic highlights generation, as well as

indexing content for reuse1.

Event detection is the process of locating the key moments in a football sequence

including incidents, such as a goal, an exciting passage of play, a caution, etc (see

Chapter 3.5 for further details). Concentrating specifically on Game sequences can

enable the event detection algorithm to be optimised using domain knowledge. The

main reason for this assumption, is that it would be difficult to apply domain knowledge

across an entire video file. For example, many similar patterns can be generated from

unrelated sequences, such as Studio and Advert. These similar patterns can affect

the accuracy of the event detection algorithm, where a sequence of ‘canned laughter’

(or equivalent), can be wrongly classified as a key event. Applying an sports event

detection algorithm on content such as advertisements is also inefficient, in terms of

time and resources.
1Appendix K provides an illustration of an application integrating an event detection algorithm.

198
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For the task of events detection, a statistical approach is adopted for recognising audio-

based patterns that are related to excited crowd reaction. It is assumed that supporters

inside the stadium react to different stimuli, such as a goal, an exciting passage of play

or even a poor refereeing decision during a match by cheering, shouting, clapping or

booing. Also, changes in the emotion of the commentator(s) voice is another important

information source, when recognising key events. As described in Chapter 3.5, both

of these clues are important reference points that can be correlated to key events.

In this chapter, six audio pattern classes are introduced, which are considered impor-

tant for event detection. These classes are defined using the findings of the automatic

content analysis experiment (see Chapter 7.5.2). For each class, statistical models

are then generated comparing both GMM and HMM frameworks, using training data

manually segmented for each class. Manual segmentation of the audio track ensured

precise training samples, allowing for robust statistical representations as possible, for

each class.

Manual segmentation can provide precise training samples, but for event detection,

an automatic segmentation algorithm is required, hence three audio segmentation al-

gorithms are evaluated. These algorithms divide Game sequences into homogeneous

segments that can be labelled into one of the six predefined groups. The first two

segmentation algorithms are Metric-based, widely used in Automatic Speech Recog-

nition (ASR) systems (Siegler et al. (1997), Chen & Gopalakrishnan (1998)). Both

segmentation algorithms are investigated and adapted for the problem of segmentation

in nosy audio environments, associated with Game sequences. One algorithm applies

a distance measure to compare sequentially sliding windows of audio frames. A robust

threshold is defined that is a function of the activity of the audio signal. This is an

improvement over current global threshold implementations.

The second Metric-based segmentation algorithm, is an implementation of the BICseg

algorithm introduced in the previous chapter. The remaining technique is a Model-

based segmentation and classification algorithm, popular in current event detection

systems (Rui et al. (2000)). The segmentation accuracy of all algorithms, is then eval-

uated over a test collection of Game sequences.

To provide an insight into the remainder of this chapter, the structure is as follows.

In section 10.2, previous research into event detection for sport is reviewed. In sec-
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tion 10.3 the predefined content classes (or sub-structures) found in Game sequences

are then defined in detail. The two statistical models GMM and HMM are also for-

mally compared for each content class in this section. The problem of automatically

segmenting noisy Game sequences accurately, before event detection, is addressed in

section 10.4, comparing three segmentation algorithms. Finally, a number of event

detection approaches, integrating these segmentation algorithms, are evaluated in sec-

tion 10.5. The chapter is concluded in section 10.6.

10.2 Related Work

The have been a number of investigations into audio-based event detection for Sport.

These include heuristic frameworks (Nepal et al. (2001), Chang et al. (1996)), tem-

plate matching (Chang et al. (1996)) and model-based segmentation and classification

algorithms (Rui et al. (2000), Baillie & Jose (2003), Xiong et al. (2003b), Xiong et al.

(2003a)). Nepal et al. (2001) defined a set of heuristic rules for detecting scoring events

in Basketball video sequences. Periods of crowd cheering were recognised by placing

a threshold on the ‘loudness’ of the audio track. This is a simple solution, although the

strategy can be problematic e.g. placing a threshold on the ‘loudness’ of audio can gen-

erate a lot of error. As highlighted in Chapter 5, the ‘loudness’ feature by itself can not

discriminate well between various content, and in particular, between complex patterns

such as speech, crowd cheering and music. A set of heuristic rules were then defined

acting as a guideline for the detection of scoring attempts. These rules included, that a

scoring event will occur “three seconds surrounding a crowd cheer”. The disadvantage

with defining such rules, is that both the heuristic rule set and the threshold parameter

will not generalise across different Basketball games. For example, defining a loose

guideline such as “three seconds” will not find a precise location of scoring events, to

the closest audio frame. Also, the precision of the algorithm is questionable, especially

during extended periods of crowd reaction, or other sound sources, which increase the

‘loudness’ feature value beyond the predefined threshold. Such occurrences are not

always correlated to scoring events. From evaluation, 15 out of 16 goal events were

detected using the crowd cheering detection algorithm for two test sequences, although

the precision of the algorithm was found to vary from 55% to 64% between the two

sequences.
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Chang et al. (1996) also defined a heuristic set of rules for detecting “touchdowns”

in American football, where events were detected by recognising crowd cheering se-

quences and keyword spotting. Periods of crowd cheering were found automatically if

the energy of the audio signal exceeded a predefined threshold. Again, the disadvan-

tage of placing a threshold on physical feature value will not allow for discrimination

between varying sounds, which increase the energy. This approach would not discrim-

inate between crowd cheering and other high-energy sounds such as speech, music

and crowd noises not related to key events. Classes not directly related to key events

can all increase the energy of the audio signal, and as a result, probably trigger false

events. Applying a global threshold will also result in generalisation problems. Due

to changes in environmental and background noise across different games, the global

threshold for one match will not always generalise in others.

Template matching was also employed to spot keywords associated with key events,

such as a “touchdown” (Chang et al. (1996)). Keyword spotting is a difficult task,

especially in noisy audio tracks such as those found in sport (Spina (2000)). One par-

ticular problem is that the vocabulary of words that could be associated with key events

is large, and will vary between games and commentators. Keywords, such as “goal”

or “touchdown”, are often spoken throughout the game, and are not limited to specific

key moments. However, keyword spotting applied alongside other information sources

such as the excitement in the commentators voice, and crowd cheering detection, could

help accuracy (see Chapter 3.5). Both are significant evidence sources for key events.

Chang et al. (1996) evaluated their crowd cheering recognition and keyword spotting

(only ”touchdown” was tested) across a small test collection, locating 4 out of 5 key

events, with 1 false detection.

Rui et al. (2000) implemented a Model-based segmentation and classification algo-

rithm for detecting excited speech in Baseball sequences. The authors first distin-

guished between speech and non-speech segments by dividing the audio stream into

overlapping windows. Then, comparing three classification frameworks (kNN, GMM

and SVM), each window was classified into a speech or non-speech group. The same

three algorithms were then employed to label each speech segment into a further two

groups: excited speech or not. Events were identified at those periods labelled as

excited speech. For both problems the SVM classifier achieved the highest discrimina-

tion, however, there was no significant gain from applying one classifying framework
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over another. For example, the SVM detected 49 out of 66 excited speech segments,

compared to 46 out of 66 for the GMM. It would be difficult to predict how accu-

rate this event detection algorithm was, as there was no record of how precise either

classification framework was e.g. how many false detections were found.

Another limitation of the event detection algorithm, defined by Rui et al. (2000), was

that the soundtrack of baseball sequences is not made up entirely of two classes: speech

and non-speech. Ignoring those segments that contain excited crowd sound or other

possible environmental noises will have an effect on the event detection algorithm

accuracy. Also, from a previous study (Baillie & Jose (2003)), it was identified that

the distinction between speech and non-speech segments can become blurred during

periods of intense crowd sound. The phenomenon of crowd sound was not investigated

in this work.

For the problem of event detection, HMM-based classifiers have been utilised for mod-

elling crowd cheering segments (Baillie & Jose (2003), Xiong et al. (2003b), Xiong

et al. (2003a)). In a previous study, we developed a set of HMM classifiers that recog-

nised audio segments which correspond to crowd cheering (Baillie & Jose (2003)).

To do so, the audio track was first divided into overlapping sequential units, which

were then classified into one of seven categories, using a maximum likelihood deci-

sion process. An “event window” filter then identified the location of key events, by

analysing the distribution of labelled audio segments into each pattern class. Xiong

et al. (2003b) also applied a similar approach, comparing both maximum likelihood

and maximum entropy decision processes for HMMs, when classifying crowd cheer-

ing, music, speech and applause. Maximum entropy HMMs was found to be optimal

when applied alongside a MPEG-7 feature set, while the maximum likelihood deci-

sion process was found to be optimal for HMMs applying a MFCC feature set. There

was, however, no significant gain found from using one strategy over the other. Both

approaches were found to be approximately 94% accurate for classifying sequences

containing speech, music and applause.

This MPEG-7 feature set was then applied, alongside entropic prior HMM classifiers,

for classifying crowd cheering clips extracted from soccer, and “ball strikes” for golf

and baseball video (Xiong et al. (2003a)). From evaluation, the classifiers were found

to show varying accuracy across four audio sequences (2 golf sequences, and a soccer
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and baseball sequence). For the task of detecting when a golf ball was “struck”, 66.7%

of all related sequences were recognised correctly. For recognising when a bat hit a

baseball, the classifier was 87% accurate, and for classifying crowd cheering in soccer

audio, the same algorithm was 40% accurate. For the problem of soccer, it was claimed

that the algorithm found it difficult to discriminate between crowd cheering and other

types of crowd sound, not related to key events. This same problem occurred in an

earlier study we undertook for event detection, where crowd reaction, such as singing

or chanting are not directly correlated to key events (Baillie & Jose (2003))2. These

periods are often falsely classified as key events.

Another limitation of the event detection approach, described in Xiong et al. (2003a),

was that the algorithm required the audio track to be manually segmented. For the

experiments, an automatic segmentation algorithm was not integrated into the sys-

tem, with each audio clip classified was manually segmented. However, extending the

HMM classification framework for both segmenting and labelling the audio track is

possible, as highlighted in (Baillie & Jose (2003)), although, assigning Model-based al-

gorithms for both segmentation and classification can create accuracy problems. These

algorithms require the audio stream to be divided into equal sized, overlapping win-

dows of frames. A particular problem is that some windows can contain more than one

pattern class, generating classification errors. To minimise this problem, the window

size can be decreased to limit multiple classes occurring in one window. By doing so,

the level of sufficient information available in each window decreases, again affecting

classification accuracy.

In this chapter this issue was addressed further. In the following sections three algo-

rithms for the segmentation of Game sequences before event detection are introduced.

But first, the different content classes that constitute a Game sequence are defined.

10.3 Defining the Content Classes

From previous investigations into football audio, it was discovered that Game se-

quences differ from other semantic components, such as Studio and Advert. These

differences include the occurrence of background environmental sound associated with

2This study is described in more detail in section 10.3.1
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large stadium crowds, and recorded speech at lower bandwidths. The stadium atmo-

sphere, found in Game sequences, is replicated using microphones strategically placed

at pitch level, which is then mixed with the commentary track. The microphones that

record the commentary track also differ from those employed in other content struc-

tures, due to sound generated inside a stadium. Lower bandwidth microphones are

used because they are less sensitive to noise (see Appendix A).

The audio track of a live Game sequence is a complex and noisy environment. Each

sequence can contain similar sounding sub-structures, which are all potential sources

of error for an event detection algorithm. An illustration would be the discrimination

between crowd cheering and singing. It is assumed that crowd cheering can be cor-

related to exciting key events (Chapter 3.5). Crowd singing, on the other hand, is not

so directly related. During a match it is not unusual for periods of singing from sup-

porters. These periods coincide with the start and end of the game, as well as after

important events, such as a goal. Singing and chanting can also occur during lulls in

the match where supporters vocally encourage their team. For precise event detection,

distinction between these two sound classes is crucial and is often overlooked by exist-

ing algorithms (Chang et al. (1996), Nepal et al. (2001), Rui et al. (2000), Xiong et al.

(2003a)).

Code Description

F0 Prepared speech

F1 Spontaneous speech

F2 Low fidelity speech including telephone channel speech

F3 Speech with background music

F4 Speech with the presence of background noise

F5 Speech from non-native speakers

FX All other speech.

Table 10.1: The F-conditions for speech.

In this section, the main pattern classes that constitute a Game sequence are defined,

which is advantageous for a number of reasons. When applying Model-based seg-

mentation and classification algorithms, such methods require the correct number of

classes to be known, prior to segmentation. Classes that are not represented by a model

will affect segmentation accuracy. For example, an unexplained sound event appear-
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ing in a new video sequence could be wrongly classified as a key event. It is beneficial

to explain as much content as possible by the set of model classifiers. Separating the

audio data into well-defined groups can also enable high discrimination between those

segments that are correlated to key events, and those that are not.

Another important reason for defining the main content sub-structures is that for future

indexing, such as Automatic Speech Recognition (ASR), locating the start and stop of

each speech segments is an important task. Being able to transcribe speech automati-

cally is beneficial, providing a rich information source for future indexing of content.

However, standard ASR algorithms do not adapt well to changes in speech style and

audio environment, such as those found in Game sequences. These noisy environments

often resulted in an increased word error rate (Spina (2000)). There has been recent

investigation into classifying different speech styles and audio environments to address

this problem, where a set of content classes called F-conditions have been defined for

radio broadcast news (Chen et al. (2002)).

Table 10.1 is an example of the F-conditions, which contain a number of different

styles of speech spoken in differing audio environments. Classifying each speech seg-

ment into one of these F-conditions is believed to improve word error rates during

transcription. The detection of audio environment change can enable the ASR algo-

rithm to be adapted to counteract potential problems. Instead of defining F-conditions

for Game sequences, it was thought that by recognising speech segments with differing

levels of crowd noise could assist future transcription, as well as assist future index-

ing techniques, such as speaker change detection and speaker clustering (Chen et al.

(2002)).

Before defining the content classes found in Game sequences, an initial investigation

is now introduced that outlines the problems experienced when defining sub-structures

found in Game sequences (section 10.3.1). Using this experience, alongside the in-

formation gained during the data mining phase (Chapter 7), enabled the definition of

a more accurate set of pattern classes (section 10.3.2). The reasoning behind the se-

lection of each class is explained, in particular those pattern classes associated with

key events. These pattern classes were then modelled by both GMM and HMM, com-

paring the accuracy of each representation, in terms of classification, before deciding

upon one framework for event detection (section 10.3.3).
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10.3.1 Initial Investigation

Code Class Description

S-l Speech and Low Levels of Crowd Sound

N-l Low Levels of Crowd Sound

S-m Speech and Medium Levels of Crowd Sound

N-m Medium Levels of Crowd Sound

S-h Crowd Cheering and Speech

N-h Crowd Cheering

Table 10.2: Initial pattern classes.

An initial set of pattern classes were introduced from a previous study into event de-

tection (Baillie & Jose (2003)). Six representative pattern classes were defined (see

Table 10.2), that were identified through manual inspection and visualisation of the

data. The audio data set was first divided into pattern classes containing speech or not,

and within both groups, a collection of more complex sub-classes was defined. There

were three classes that contained speech (S-) and three that did not (N-), with each sub-

class corresponding to the level of crowd sound found in a Game sequence, ranging

from low to high. The first two sub-classes, ‘S-l’ and ‘N-l’ represented a ‘lull’ dur-

ing the match. Throughout these periods, there was little or no crowd sound recorded

inside the stadium. Sub-classes ‘S-m’ and ‘N-m’, represented periods that contained

crowd sounds, such as singing, and the remaining two sub-classes, ‘S-h’ and ‘N-h’,

defined those periods of crowd response triggered by a key event.

Each class was then represented by a HMM, and the accuracy of these classes was

evaluated across a test collection of Game sequences. A maximum likelihood deci-

sion process was used for classifying audio clips in the new test collection into the

correct class. If the likelihood scores for all HMMs exceeded a threshold for one data

sample, it was placed in an outlier class. Table 10.3.1 presents the results from the

experiment, in the form of a confusion matrix, where the bold numbers represent the

classification accuracy for each class. The remaining numbers are the percentage of

false classifications between classes.

Many of the HMM representations classified less than 80% of the new test samples cor-

rectly (Table 10.3.1). The S-h and N-h classifiers, both important for event detection,
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Classification Accuracy (%)

Class S-l S-m S-h N-l N-m N-h

Outliers 1.21 4.43 7.12 5.02 4.3 10.76

S-l 85.43 13.32 1.11 3.21 0.01 0

S-m 9.5 75.78 4.3 0.2 2.94 1.2

S-h 3.5 4.21 74.1 0.65 0.24 4.21

N-l 0.33 1.23 0 79.2 5.32 5.34

N-M 0.03 0.4 1.22 9.6 76.54 9.81

N-H 0 0.63 12.15 2.12 10.6568.68

Total 100% 100% 100% 100% 100% 100%

Table 10.3: Confusion matrix for the HMM-based classification results, for the initial

investigation.

were found to be 74.1% and 68.7% accurate. Both of these classes were important for

event detection, containing high levels of crowd sound correlated to key events. It was

discovered that there was a high degree of misclassification between the two classes,

12.15% and 4.21%. There were also a high percentage of samples wrongly placed

into the outlier group from both classes, 7.12% and 10.76% respectively. 9.81% of

the N-h samples were also wrongly labelled as ‘N-m’, the crowd singing and chanting

category. Missing this high proportion of samples correlated to key events could have

a negative effect on event detection accuracy.

Drawing a conclusion from this study, there was evidence to suggest that a consider-

able overlap existed between classes. This had a detrimental effect on the final event

detection accuracy. It was believed that the definition between many of the classes was

blurred creating a number of problems. For example, during the manual annotation

of audio samples for both training and testing, it was believed accurate labelling was

difficult and possibly created an overlap between classes. For example, distinction be-

tween classes with, varying levels of crowd sound, was difficult to determine for some

audio samples. The overall result being that the HMM models for some classes shared

similar traits, because the training data contained similar samples, thus causing poor

discrimination between those classes.

Another problem identified, was the false classification of audio samples that con-

tained unusual sounds. A threshold was introduced to label samples that could not
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Code Class Description

CN Low to medium levels of Crowd sound

SN Speech with low to medium levels of crowd sound

SC Crowd chanting with / without Speech

CC All Crowd Cheering related to exciting events

MS National Anthem / Music in Stadium / Announcements

W High pitched Sounds such as Whistle

Table 10.4: Redefined audio-based pattern classes.

be explained by any class, into an outlier group. However, segments such as signal

interference, stadium announcements, music inside the stadium and the high pitched

whistling, were often classified as crowd cheering. To address these problems, further

investigation into the definition of the pattern classes was required.

10.3.2 Redefining the Pattern Classes

In an attempt to improve event detection accuracy, the original pattern classes were

redefined using both the experience gained from the initial investigation, alongside the

findings from automatic content analysis (see Chapter 7.5.2). The new pattern classes

defined, are presented in Table 10.4.

The first step was to add two new classes, with one class being a representation of the

high-pitched sounds (W) and the other class, representing music (MS). From the ini-

tial investigation, high pitched sound, such as the referee whistle were often wrongly

identified as crowd cheering. Studying the findings from the content analysis experi-

ment (see Appendix F, Tables F.2 and F.2), high pitched sounds including the referee’s

whistle, whistling from the crowd, booing and signal interference, were often found

to be grouped together (state number 22). Therefore, the ‘W’ class was introduced to

address the problem of false classification, containing high-pitched sounds.

Another class defined was ‘MS’. It was discovered through investigation that music

was often played inside the stadium, normally before the start of a match. In the case

of international matches, the national anthems of two competing countries would also

be played. In some game sequences, music was also played inside the stadium as part
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of a goal celebration. From the data analysis findings, it was discovered that music

samples were grouped together into the same state(s) alongside announcements (over

a tannoy system) inside the stadium (Tables F.2 and F.2; states 8, 13, 14 and 20).

Again, during the initial investigation, samples from both these groups were wrongly

classified as crowd cheering. Therefore, the ‘MS’ class was introduced to address this

limitation, with the class consisting of music played inside the stadium alongside any

stadium announcements.

Another limitation found from the initial event detection investigation was the pro-

cess of generating precise training data. It was believed that human error played a

significant part in the low discrimination between classes. Labelling training samples

into the appropriate class was a difficult task, especially between classes with varying

crowd sound levels and reaction. The cut off from one class to another was not clear,

and was reflected in training data similarities for separate classes. This resulted in the

HMM-based classifiers sharing similar traits. To address this problem, clear distinct

classes were defined that limited overlapping. To assist the labelling process, some of

the existing classes were either grouped or redefined.

From the initial investigation, it was discovered that distinction between speech and

non-speech segments became blurred, during high levels of crowd cheering, triggered

by a key event. During a period of crowd cheering there is an increase in energy that

can distort the speech segment. Often during these periods, the commentator(s) voice

also became excited resulting in increased energy. This was reflected in the content

analysis findings, where patterns from ‘S-h’ and ‘N-h’ were found in the same group

(Table F.2 and F.2; state 6). Excited speech was also found in this group. Therefore,

crowd cheering with or without speech (‘S-h’ and ‘N-h’) was grouped into a single

class: ‘CC’ (see Table 10.4). The new crowd cheering class (‘CC’) contained a mixture

of crowd cheering, applause, shouting and excited speech, triggered by a key event.

Grouping the two original classes (‘S-h’ and ‘N-h’) also eased problems, during the

labelling process, when generating training data. During this annotation phase, all

samples correlated to key events were placed into the one class. Focus was on the

exact location of key events, and not the extra segmentation of speech and non-speech

clips during these periods. Given the infrequency of key events compared to other

sound classes, this also meant a limited volume of data for both training and testing.
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Merging the two groups increased the volume of data for both training and testing3.

Separation of speech and non-speech segments could then be achieved, after this initial

classification step.

Those audio samples that contained crowd chanting or singing (‘S-m’ and ‘N-m’) were

also grouped into one single content class, called ‘SC’. Content belonging to ‘SC’ in-

cluded periods during a match that contained crowd sounds, not directly related to a

key event, such as singing, chanting or clapping. It was found that many of these

sounds were grouped together during the data mining phase (Table F.2 and F.2; states

2, 4, 10, 17, 18). To avoid overlapping problems, and difficulties arising during anno-

tation, it was believed that grouping these sounds into one class would be easier than

defining an individual class for each. The identification of these periods that were not

directly related to crowd cheering, was considered more important. Speech and non-

speech segments during these periods were also grouped into this one class (‘SC’), as

distinction between speech and non-speech was sometimes blurred. Again, the further

segmentation of speech and non-speech could be achieved after classification.

The remaining classes represented speech (‘SN’) and non-speech segments (‘CN’) that

did not contain high levels of crowd sound, such as cheering or chanting. These classes

were found during general moments of a match, with minimal background noise. Pe-

riods were divided into speech and non-speech for two reasons. For future index-

ing, such as automatic speech transcription, the location of speech segments espe-

cially with different background audio environments, is important (Chen et al. (2002),

Spina (2000)). It was believed that speech transcription during periods of minimal

background crowd noise would be simpler than during periods of increased reaction.

Therefore, automatically classifying speech segments during these periods would be

beneficial for future indexing. Classifying speech during quiet spells would also min-

imise false classification between speech and crowd cheering, which occurred during

the initial investigation.

Given the defined classes, both the GMM and HMM were compared formally as sta-

tistical representations, for each class, for the purpose of event detection. For each

framework, the classification accuracy of all classes was measured. This experiment is

now described.
3For accurate model parameter estimation, a large and varied training sample is required (Jain et al.

(2000)).
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10.3.3 Classifier Comparison Experiment

For all pattern classes, both HMM and GMM models were trained and then evaluated

using manually annotated test collection generated from 12 football broadcasts. Audio

sequences were segmented and then labelled accordingly, using the predefined pattern

classes as a guide (see Table 10.4). Table 10.5 presents a summary of the number

of samples belonging to each content class. The test collection was then randomly

divided into two samples: 75% of the data, from each class, were randomly placed

into a training sample, and the remaining 25% for evaluation.

Pattern Class Total no. of Samples #Training Sample #Test Sample

CN 2238 1678 560

SN 1053 789 264

SC 438 328 110

CC 708 531 177

MS 1734 1300 434

W 486 364 122

Table 10.5: The test collection.

For each pattern class, a HMM was generated using the Bayesian Information Criterion

model selection approach defined (in Chapter 8.3.3), and a GMM was generated using

the bottom up approach outlined (in Chapter 4.3.2). The test sample was then classified

using a maximum likelihood decision process. The results from both frameworks are

now described separately, and then comparing the accuracy of each directly.

10.3.3.1 HMM results

Table 10.6 presents the results from the experiment for the HMM-based classifiers. The

table is presented in the form of a confusion matrix, displaying the classification accu-

racy for each classifier (see Chapter 6). The classification accuracy for each classifier

is displayed as bold numbers. The remaining numbers are the percentage of false clas-

sifications across each class. These numbers allow for the similarities between classes

to be measured, analysing if an overlap exists. For example, a high false percentage of

false classification between two classes would indicate that sequences between these

classes are difficult to discriminate between.
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Classification Accuracy (%)

Class CN MS SN SC CC W

CN 81.5 2.77 1.14 0.68 0.0 5.35

MS 4.16 87.02 0.57 0.0 0.0 1.23

SN 4.02 5.54 89.74 4.11 1.27 3.5

SC 4.69 3.11 6.84 95.21 0.0 1.85

CC 4.96 0.87 1.42 0.0 98.31 0.41

W 0.67 0.69 0.28 0.0 0.42 87.65

Overall 100% 100% 100% 100% 100% 100%

Table 10.6: Confusion matrix for the HMM classifiers.

Concentrating on the HMM results first (Table 10.6), the important classifier for event

detection (‘CC’) was found to be 98% accurate. This was evidence that the new clas-

sifiers were able to discriminate well between ‘CC’ and the other classes. This was

found to be a weakness of both related work (Xiong et al. (2003a)), and from the ini-

tial investigation (Table 10.3.1), where the two content classes for crowd cheering (S-h

and N-h) recognised approximately 70% of the crowd cheering sequences. This low

accuracy affected the overall event detection results.

There was also high discrimination between those samples that contained crowd chant-

ing or singing (‘SC’), and crowd cheering (‘CC’). This result was important for accu-

rate event detection, as those samples in the ‘SC’ class were not directly correlated to

key events. Overall, 95% of the ‘SC’ sequences were correctly classified, with 4.11%

falsely labelled into the speech with low to medium crowd noise class (‘SN’).

Interestingly, 4.96% of the general crowd sounds (‘CN’) was falsely labelled as ‘CC’.

This could be a potential source for false event detection, where these wrongly labelled

sequences could result in falsely detected events. However, it was believed that a small

number of false events would be acceptable as part of an event detection system. These

false events could be verified manually during the final annotation process. On the

other hand, missing true events would have a greater impact on event detection, as a

result of poor accuracy of the ‘CC’ classifier.

Interesting results from the other classifiers included, 5.5% of the ‘MS’ samples that

were wrongly classified as ‘SN’. A possible explanation for this was that many of
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these wrongly labelled samples contained singing from a player, close to a microphone,

during the national anthem. This singing was mistaken for speech. The ‘CN’ class also

produced a large source of error across many other groups such as ‘MS’, ‘SN’, ‘SC’

and ‘CC’. This could be a result of the large variance found within this class.

10.3.3.2 GMM results and comparison

In comparison, the GMM results were not favourable (see Table 10.7). 86% of the

‘CC’ test samples were correctly classified by the GMM model, over 10% less than the

HMM equivalent. The ‘MS’ classifier was only 56% accurate, with the same HMM

model classifying 87% segments correctly. Over 4% of samples from both ‘MS’ and

‘SN’ were falsely identified as crowd cheering (‘CC’). This was strong evidence that

the HMM framework was more appropriate for this problem. The GMM classifiers did

not appear to be as accurate as the HMM, at this level of granularity.

Classification Accuracy (%)

Class CN MS SN SC CC W

CN 71.31 4.39 6.89 2.05 0.42 4.94

MS 6.43 56.06 0.0 2.74 0.85 0.82

SN 3.35 17.75 73.63 4.79 11.86 9.47

SC 8.31 7.91 6.18 76.03 0.0 2.26

CC 2.01 4.22 4.75 0.0 86.02 0.21

W 8.58 9.67 8.55 14.38 0.85 82.3

Overall 100% 100% 100% 100% 100% 100%

Table 10.7: Confusion matrix for the GMM classifiers.

10.3.4 Discussion

In this section, the pattern classes found in Game sequences were defined. The final

definition for each class was a result of both an initial investigation into event detec-

tion, and from the findings of the content analysis experiment in Chapter 7. Although

not directly comparable, there was strong evidence that the redefinition of the content

classes helped discrimination. Also, from experimentation it was discovered that the
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HMM was a more accurate modelling framework than the GMM for this problem. A

possible explanation for this result was that the HMM was able to represent the subtle

difference between each class more efficiently.

The predefined pattern classes are integrated into an event detection algorithm, with

the HMM selected as a statistical representation. However, before event detection, the

issue of segmenting the audio track is investigated. The findings are discussed in the

following section.

10.4 Automatic Segmentation Algorithm Evaluation

In this section, a number of audio segmentation algorithms are evaluated with the aim

of automatically parsing the Game sequences into homogeneous units. Once a Game

sequence is segmented, these segments can then be classified into one of the 6 prede-

fined pattern classes using the set of HMM-based classifiers, generated in the previous

section. Three algorithms widely used in ASR systems are evaluated: two Metric-

based, and a Model-based segmentation algorithms4.

10.4.1 Algorithm Selection Motivation

As previously discussed in Chapter 9.2, audio segmentation algorithms can be divided

into three categories: Model-based segmentation, Metric-based Segmentation, and

Energy-based Segmentation algorithms. Given that the soundtrack of Game sequences

have a constant background of crowd or stadium sound, it was believed that Energy-

based segmentation algorithms would not be suitable. These algorithms segment the

audio stream at periods of silence. It was assumed that many segment changes would

not be separated by silence at all; therefore this category of algorithms was overlooked.

The two remaining algorithm categories were investigated instead.

Traditional Metric-based algorithms are widely applied in ASR systems because they

are computationally inexpensive and can be implemented in real-time systems (Siegler

et al. (1997), Pietquin et al. (2001), Meinedo & Neto (2003), Ramirez et al. (2004)).

4See Chapter 9.2 for further details on audio-based segmentation algorithms.
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These algorithms are not so computationally demanding when compared to other, more

complex Metric-based algorithms, such as BICseg (see Chapter 9.6). Such algorithms

vary in the distance measure adopted for evaluating segment change, popular distance

measures being the generalised likelihood ratio test (LRT) (Gish et al. (1991)) and the

symmetric Kullback-Leibler (KL2) divergence measure (Siegler et al. (1997)). In this

section, a KL2 Metric-based segmentation algorithm is investigated that employed a

threshold decision scheme. The reason for selecting a KL algorithm over the LRT,

resulted from an exploratory investigation using a small collection of data extracted

from a Game sequence.

Figure 10.1 is an example of both the LRT and KL2 measure calculated on the Game

sequence. Examining both plots, it was argued that the constantly changing audio en-

vironment of the Game sequences affected the LRT measure. For both algorithms,

a predefined threshold was normally applied when indicating segment change (Gish

et al. (1991), Siegler et al. (1997)). It would be difficult to estimate a global thresh-

old for the LRT measure, which would result in many segment changes missed, and

many false transitions identified. In comparison, the KL2 distance appeared to be more

robust. For the KL2 score, large peaks in the score were discovered at true segment

changes (in Figure 10.1 these change were indicated by a dotted line). For this reason,

it was decided to evaluate the KL2 algorithm further. A shortfall of applying such an

algorithm is this reliance on estimating a global threshold for segment change, so a

more dynamic alternative to estimating a global threshold is also investigated.

The remaining two algorithms are, a robust Metric-based algorithm and a Model-based

algorithm. Given the success of the Metric-based segmentation algorithm BICseg in

the previous chapter, this algorithm is also investigated for the problem of Game se-

quences. For this problem, the algorithm is adapted for segmenting content found in

Game sequences. The last algorithm compared is a HMM Model-based segmentation

algorithm. A popular strategy for event detection algorithms, and audio-based classi-

fication in general, is to apply a Model-based approach to event detection (Rui et al.

(2000), Baillie & Jose (2003)). Therefore, a HMM-based approach to segmentation is

investigated as a comparison to the other two algorithms.



Chapter 10. Event Detection 216

0 100 200 300 400 500 600 700 800 900 1000
−1200

−1100

−1000

−900

−800

−700

−600

−500

−400

−300

−200

Time (audio frames)

LR
T

 D
is

ta
nc

e 
S

co
re

0 100 200 300 400 500 600 700 800 900 1000
0

20

40

60

80

100

120

Time (audio frames)

K
L2

 D
is

ta
nc

e 
S

co
re

Figure 10.1: An example of the LRT and KL2 distance measures for a ‘Game’ sequence.

A red-dotted line indicates a true segment change.
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10.4.2 Kullback-Leibler Algorithm

The KL2 algorithm was first used by Siegler et al. (1997) to segment news broadcast

audio data into speech and non-speech segments. The KL2 is an information theoretic

measure, also known as Relative Cross Entropy. To introduce the algorithm, the same

notation as Siegler et al. (1997) is used.

10.4.2.1 The KL2 Measure

A Game sequenceX = {xi : i = 1, . . . ,N} is divided into neighbouring, equal sized

sliding windows,A andB. It is assumed that the two windowsA andB are both gen-

erated by a multivariate Gaussian probability density function (PDF), where at framei

the KL2 can be calculated by,

KL2(A;B) =
1
2
(µ̄B− µ̄A)T(Σ−1

B +Σ−1
A )(µ̄B− µ̄A)+

1
2

tr(Σ−1
A ΣB +Σ−1

B ΣA−2I) (10.1)

whereµA is the mean vector andΣA is the covariance matrix for the PDF of windowA,

andµB is the mean vector andΣB is the covariance matrix for the PDF of windowB.

The greater the value of KL2, the greater the distance between the windowsA andB.

If KL2 is zero, thenA andB share the same PDF, whereKL2(A;B) > 0.

10.4.2.2 Thresholding the KL2 measure

Segment change for the KL2 algorithm is normally found at a local maxima in the KL2

distance (equation 10.1) that exceeds a predefined threshold. However, this method of

using a global threshold is a limitation of many of Metric-based algorithms (Siegler

et al. (1997), Meinedo & Neto (2003)). A globally set threshold will not often be

suitable for a constantly changing audio environment, such as that found in Game

sequences (Figure 10.1 is an example of this). For example, a high threshold would

miss many segment changes but limit the number of false boundaries. Lowering the

global threshold would increase the number of true segment changes picked up but

would also increase the number of false transitions. Another problem is that a global
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threshold for one sequence may not generalise to other sequences. Thus, an adaptive,

more intelligent threshold system was investigated.

Examples of alternative methods to applying a global threshold include Pietquin et al.

(2001), who employed two threshold parameters. The first is a global threshold to de-

termine segment change, while the second parameter is a minimum delay between two

segment changes i.e. two segment changes cannot occur within a predefined number of

frames. This approach limited false change detection from smaller localised maxima

that can sometimes occur surrounding a segment transition, but this did not address the

problem of predefined global thresholds.

Ramirez et al. (2004) also employed two predefined ‘optimal’ thresholds, this time

for changing audio conditions. One threshold was defined for periods when there were

high levels of background noise found in the audio signal. The remaining threshold was

utilised during periods of low-level noise, with noise being determined by analysing

the signal-to-noise ratio of the audio signal. This solution did address the constant

change in background sound as estimation of both thresholds was still required.

This decision process was the inspiration that formed basis for the definition of a new

dynamic threshold scheme, for the KL2 measure. However, instead of estimating pre-

defined thresholds, it was believed that the threshold for the KL2 distance could be

defined as a function of the energy of the audio signal. That is, during high-energy

periods, the threshold would increase, while during low-energy periods, the threshold

would decrease. It was assumed that estimating the threshold by such a function would

minimise segmentation errors, adjusting to localised changes in the audio track.

To detect segment change, the KL2 score was normalised for each Game sequence to

be mean zero and unit variance. The log energy feature parameter was then used to

calculate the current threshold during a Game sequence, where the log of the signal en-

ergy measures the activity during the audio sequence (see Chapter 5). A linear function

of the relationship between log energy and segment change was defined to estimate the

threshold at the current framei in an audio sequenceX, defined as:

ψ(i)KL2 = α+β∗ logen(i) (10.2)

whereβ is the slope andα is the intercept of the linear function.logen(i) is the log
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energy value at the current framei. The function parametersα andβ can be estimated

through experimentation. A segment change occurs if at a local maxima,

KL2i(A;B) > ψ(i)KL2 (10.3)

It was assumed this threshold would adjust to the constantly changing environment

both within and between Game sequences. The threshold was now a function of the

energy of a sequence, which could adapt accordingly to localised changes, as well as

differences across different audio files.

10.4.2.3 KL2 Window Size

Another limitation with traditional Metric-based segmentation algorithms is the need

to estimate an appropriate length for the neighbouring windows. The Gaussian PDFs

have to be estimated with the available information in each window. If the window

is too small, the feature vectors could contain insufficient information for producing

robust statistics. If the window is too large, many different segments can be found in

the window. To minimise this problem many applications implement varying window

sizes according to the given data. Siegler et al. (1997) estimated that a window length

of 2 seconds was optimal for broadcast news audio, while Ramirez et al. (2004) employ

smaller windows for noisier speech soundtracks. Meinedo & Neto (2003) implemented

three time units for each window; 0.5, 1.0 and 4.0 seconds. A decision process was

then determined by combining the results of each window using weighted evidence.

Overall, it would appear that a general rule for window estimation is that small win-

dows obtain a high degree of time accuracy, while longer windows are less accurate

but are able to detect slower transitions. For an initial solution, a window length of 1

second was employed, estimated using the results of the optimal window experiment in

Chapter 7.3. This time unit was believed to be wide enough to estimate the Gaussian

PDF for each window, but not so large that windows could contain many segments.

The 1 second was derived using the findings of the experiment in Chapter 7.3.
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10.4.3 The BIC Segmentation Algorithm

As previously mentioned, there were some limitations with implementing traditional

Metric-based segmentation algorithms. These include both threshold estimation and

search window length estimation. For these reasons, and the success of the BICseg

algorithm for structure segmentation and classification5, the robust Metric-based al-

gorithm was analysed for this problem. The advantage of the BICseg algorithm over

other Metric-based segmentation schemes is that it is threshold free, hence its ability

to generalise. The algorithm also applies an expanding search window to include as

much information as possible for detecting segment change, thus avoiding the problem

of window length estimation. On the downside the algorithm is not as efficient as KL2.

For the problem of event detection, the BICseg algorithm applied for structure seg-

mentation and classification was required to be changed. In the following section these

changes are discussed.

10.4.3.1 BICseg Modification and Variable Estimation

The main difference between applying BICseg for structure segmentation and clas-

sification, and for the problem of event detection, was the audio sequence (see Chap-

ter 9.6). For structure segmentation and classification, the audio sequence was smoothed,

but for this problem, segmentation was required at a finer level of granularity. Segmen-

tation of concepts, such as speech and crowd cheering was required so after parametri-

sation, the audio tracks for Game sequences were not smoothed but left in the original

form. This allowed the BICseg algorithm to be applied on a frame-by-frame basis.

Let X be the parameterised audio sequence from a Game unit, thenX = {xi ∈ Rd, i =

1, . . . ,N}, wherexi is a single data vector for the framei, N is the length of the entire

Game sequence, andd is the dimensionality of the feature space.

There were also a number of algorithm variables to be estimated in the new version

of the BICseg algorithm, such as the minimum and maximum length of the search

window [wl ,wr ]. To estimate these parameters, sample statistics from a small test set

of Game sequences was produced (see Table 10.5). The minimum segment length

5For details on the BICseg algorithm please refer to Chapter 9.6.
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was found to be 0.4 seconds. The largest segment length being over 5 seconds, and

the median segment length was approximately 1.1 seconds. Using these statistics as a

guide, the new variables were set towmin = 0.5, wmax= 5, skip= 0.05andwbu f f = 0.1

seconds in length.

10.4.4 Model-based Algorithm

A HMM Model-based segmentation algorithm was also implemented. For the HMM

model-based segmentation algorithm, the audio stream was divided into sequentially,

overlapping windows of audio frames. Using the maximum likelihood criterion, each

window was then classified by the set of HMM models generated from each pattern

class (see section 10.3.3). A segment boundary was then found where there was a

change from one pattern class to another. This Model-based segmentation algorithm is

described in more detail in Chapter 9.3.

10.4.5 Segmentation Algorithm Comparison Experiment

All algorithms were then formally compared across a test collection generated from 4

Game sequences, approximately 30 minutes of audio data. For each audio sequence the

segment boundaries were manually tagged, where a segment change was considered to

be a change from one content class to another (see Table 10.4). For the experiment, the

segment boundaries were examined fuzzily, as slight inaccuracies were expected due

to the precision of the manual tagging, and alignment differences between algorithms.

The exact location of some segment changes was subjective, so each algorithm was

allowed a small allowance of frame error, between detected boundaries. It was believed

that an event detection system could tolerate a small degree of inaccuracy between

segments. For the experiment, 10 audio frames were decided upon.

10.4.5.1 Operational Parameters

Each segmentation strategy was run over a range of operational parameters to help

provide an insight into the accuracy of each approach. The goal of segmentation was
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Code Algorithm Operational Parameters

KL2th KL2 with global threshold Global Threshold= 0.1,0.2, . . . ,1

KL2lin KL2 with linear threshold α = 0,0.05, . . . ,0.5; β = 0,0.05, . . . ,0.5

BICseg BIC Segmentation γ = 1,1.1. . . ,2

HMMseg HMM model-based Window Size=0.2,0.4, . . . ,2secs

Table 10.8: Segmentation algorithms and the evaluated operational parameters. The

range for each parameter is provided.

to minimise over-segmentation (insertion errors) but not at the expense of missing im-

portant segment boundaries (deletion errors)6. Evaluating the algorithms over a wide

range of value, would help provide a greater insight into the algorithm accuracy. For

example, a chosen parameter selection for one algorithm could result in sub-optimal

performance, while a setting for a comparative algorithm, could result in optimal per-

formance. Thus, the comparison of both algorithms will be skewed when using one

set of variables. The full details of the operation parameters and the range of values

evaluated, for each algorithm, can be found in Table 10.8.

For the KL2 algorithm theα andβ parameters were varied simultaneously over numer-

ous combinations. As a baseline, a global threshold was implemented over a range of

values ranging from low to high. This would help evaluate the new dynamic threshold

scheme, with an existing global threshold approach, still applied in many systems.

For the BICseg algorithm, the penalty weight,γ, was varied across a range of values.

Chen & Gopalakrishnan (1998), setγ = 1, which is the strict definition of BIC, how-

ever, Tritschler & Gopinath (1999) investigated the penalty weight further for speaker

segmentation, and found that the penalty weight set toγ = 1.3 resulted in higher seg-

mentation accuracy. In this experiment,γ was evaluated over a wide range of values.

For the HMM Model-based algorithm, both the window size and overlap length for

grouping frames were varied before classification. The window length is important, as

a small window size may not contain sufficient information for classification, while a

longer window could contain more than one pattern class.

6An insertion error is when a segment change is detected that did not exist. A deletion error is when
a segment boundary is missed.
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10.4.5.2 Results

The results are presented in Figure 10.2 for each algorithm over all operation param-

eters. For all algorithms, both the insertion and deletion error rates were measured.

The closer a point on the figure is to (0,0), the more accurate the segmentation algo-

rithm was at that operation setting. The overall aim of the segmentation algorithm is

to limit the number of deletion errors first, as insertion errors, it was assumed, could

be corrected during segment classification, or by filtering. For example, a median

filter could be applied to correct errors for a Model-based segmentation algorithm

(see Chapter 9.3). For a Metric-based algorithm, during the classification phase, over-

segmentation errors can be corrected if the two adjoining segments are classified into

the same group.
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Figure 10.2: Audio Segmentation Results

From the results, Figure 10.2, it was discovered that the BICseg was the most accurate



Chapter 10. Event Detection 224

algorithm, when applying a penalty weight ofγ = 1.3. Changing the penalty weight

had an effect on the algorithm, from increasing the deletion error, for a weight less

than 1.3, to increasing the error rate after this value.

Both the KL2 dynamic threshold (KL2lin) and HMM Model-based (HMMseg) seg-

mentation algorithms produced comparable results at their optimal settings, although

both algorithms were not as accurate as BICseg. TheKL2lin did experience a lot of

variation in accuracy across all operation values. By increasing the intercept parameter

β over 0.2, dramatically increased the number of deletion errors. This result indicated

the value of evaluating such an algorithm over as wide a range of parameter values as

possible.

The optimal settings forKL2lin wereα = 0.1;β = 0.15. For the majority of parameter

settings, this dynamic threshold function was found to be more accurate than employ-

ing a standard global threshold. Overall, theKl2th was discovered to be the worse

performing algorithm.

Increasing the window size from 0.4 to 1.2 seconds, for HMMseg, had minimal effect

on segmentation accuracy. Although, increasing the window size over 1.2 seconds,

resulted in a higher number of insertion errors recorded. A window length of 1 second

with an overlapping shift of 0.25 seconds was found to be optimal.

The experiment, when taken as whole, did not indicate that there was a considerable

difference between the three segmentation algorithms,KL2lin , BICseg and HMMseg.

Therefore, in the following section, these three segmentation algorithms were evalu-

ated as part of a complete event detection system.

10.5 Event Detection Results

In this section, five event detection approaches, each integrating either theKL2lin ,

BICseg or HMMseg segmentation algorithms, were evaluated. The overall accuracy

for the event detection algorithms were measured across eight new football games,

unseen during the previous development phase. To generate a realistic data set, offi-

cial match reports and detailed game statistics for each Game sequence were gathered

from the FIFA 2002 World Cup web-site (FIFA (2002)), the world governing body for
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the sport7. Important events were considered to be goals, scoring attempts, cautions

or other key incidents highlighted in the match report. For each event, the start and

end point were recorded. As a guide, the match reports indicated approximate time

points for all events, which aided this labelling process. This information formed the

ground truth against which all event detection algorithms would be compared. The

total number of events in each video file are reported in Table 10.9.

To measure the accuracy of each algorithm, a correctly identified event was determined

to be: “if a classified crowd-cheering (‘CC’) segment overlapped the location of a true

event, at any time-point”. If there was an overlap between an actual event and a ‘CC’

segment, a correct detection was noted. If there was no true event during a classified

segment, a false detection was recorded.

The different event detection strategies are first defined in section 10.5.1. The results

are then presented in section 10.5.2, and then the findings and conclusions of the ex-

periment, are discussed in section 10.5.3.

10.5.1 Event Detection Strategies

Five strategies are compared overall. The first two integrated either the BICseg or

KL2lin segmentation algorithms. Applying a Metric-based segmentation scheme first

has its advantages over the HMM model-based segmentation algorithm. For example,

over segmentation problems can be addressed by joining wrongly segmented content

into one unified segment, during classification. On the other hand, employing a Model-

based scheme, for both classification and segmentation, can result in segmentation

errors occurring during false classification, which can only be corrected with further

processing or filtering.

Therefore, for event detection, both approaches were evaluated, with the audio track

being parsed into homogeneous units, using either BICseg,KL2lin . Each segment was

then classified using the HMM-based classifiers generated in section 10.3.2, and events

were found at a segment classified as ‘CC’.

The remaining three strategies were based on the HMM model-based segmentation

and classification algorithm. An “event window” decision process was employed to

7See Appendix J for an example of a match report.
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Figure 10.3: Example of a detected event using the “event window”

.

determine event locations (Baillie & Jose (2003)). The “event window” is a filtering

process, applied to limit the effect that false classification has on accuracy. For ex-

ample, a key event triggers a crowd response that normally lasts longer than 1 second

in length. Therefore, a key event is flagged ifn sequential audio clips were classified

as ‘CC’. Figure 10.3 is an illustration of a detected event, where the top graph is a

60 concurrent audio segments grouped into one of the 6 categories. The bottom graph

indicates the location of a true event. In this example, it is assumed that the “event

window” is set at 10 seconds in length. The Game sequence enters the ‘CC’ class at

20 seconds and exits at 33 seconds (13 seconds later), thus flagging a key event. In

the same sequence, a potential false event is avoided when samples between 3 and

6 seconds were classed as ‘CC’.

The three strategies employed a different length for the “event window”, to evaluate the

accuracy of different window sizes. For example, the first algorithm (Win1), detected

events if only 1 audio sample was classified as ‘CC’. i.e no event window filter was

applied. The second scheme (Win5), flagged an event if a minimum of 5 sequential

audio clips were classified ‘CC’. The final approach (Win10), 10 sequential audio clips

were required for an event to be flagged.
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Approach KL2 BICseg Win1 Win5 Win10

File #Events Recall Prec Recall Prec Recall Prec Recall Prec Recall Prec

BRA-CHN 27 1.00 0.63 1.00 0.71 1.00 0.14 1.00 0.36 1.00 0.56

BRA-TUR 21 0.86 0.91 0.86 1.00 0.86 0.44 0.86 0.86 0.71 1.00

CRC-BRA 18 1.00 0.72 1.00 0.78 1.00 0.21 0.94 0.47 0.89 0.67

CRC-TUR 48 0.54 0.43 0.54 0.54 0.54 0.09 0.54 0.23 0.54 0.35

FRA-SEN 16 0.88 0.84 0.88 1.00 0.88 0.47 0.88 0.94 0.81 1.00

GER-IRE 48 1.00 0.29 1.00 0.32 1.00 0.06 1.00 0.15 0.92 0.23

GER-SUA 29 0.97 0.88 0.97 0.97 0.97 0.16 0.97 0.44 0.97 0.88

POR-KOR 56 0.98 0.21 0.98 0.26 0.98 0.05 0.98 0.13 0.95 0.21

Overall 263 0.90 0.61 0.90 0.70 0.90 0.20 0.90 0.45 0.85 0.61

Table 10.9: Event Detection Results

For each segmentation algorithm, the optimal parameter settings discovered in sec-

tion 10.4.5.2 were used.

10.5.2 Event Detection Results

Table 10.9 presents the event detection results for all algorithms. The precision and

recall of each algorithm was calculated, common measures applied in Information and

Video retrieval. Recall is the ratio of the number of relevant events identified to the total

number of events. Precision is the ratio of the number of relevant events identified to

the total number of irrelevant and relevant events identified.

It was discovered that all the algorithms produced comparable accuracy, recording

a recall of 90%, except Win10 that produced a recall of 85%. The algorithms did

differ in terms of precision, with the BICseg integrated event detection algorithm being

the more precise. This result reflected the findings from the segmentation experiment

(section 10.4.5.2), where BICseg was the more precise algorithm. The event detection

algorithm integrating KL2, was the second most precise algorithm (61%). Win10 also

recorded the same precision, however, this was at the expense of drop in recall. Win1,

the HMM-based algorithm applying no filter, was the worst performing algorithm in

terms of precision with 20%.
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It was interesting to note that some false events detected by each algorithm did contain

periods of crowd cheering. These false events were passages of play such as a flam-

boyant skill by a player or an important defensive play, producing a crowd response

not recorded in the truth data. This was exaggerated in games of high importance, such

as GER-IRE and POR-KOR. In these games the crowd were extremely vocal in com-

parison to other matches, thus producing a higher rate of false detections. This was an

issue to be addressed during future truth data generation.

Events that were not picked up by all algorithms, included exciting action that did not

coincide with a high level of crowd response in the stadium. This often occurred when

a team was supported by a small section of the crowd in the stadium. The small support

generated little crowd response resulting in the event not being recognised.

10.5.3 Results Discussion and Conclusions

The BICseg event detection algorithm was shown to be the most effective for recog-

nising events in Game sequences. The main benefit of the algorithm is its ability to

recognise patterns that are correlated to key events. By applying HMM-based classi-

fiers to the problem, the need for defining a heuristic set of rules was eliminated (Chang

et al. (1996), Nepal et al. (2001)). The performance of the HMM-based classifiers was

encouraging given the difficult nature of the Game soundtrack. There was strong ev-

idence that the redefined pattern classes allowed for greater discrimination between

classes, as well as easier training data generation for model training. For this problem,

HMMs were found to be more accurate than using a GMM framework.

Both KL2 and BICseg, when integrated into an event detection system improved accu-

racy over standard Model-based segmentation and classification approaches. Segment-

ing each Game sequence accurately into homogeneous segments limited classification

errors and was shown to improve event detection precision, when compared to HMM

Model-based segmentation and classification, widely used in current event detection

systems (Baillie & Jose (2003), Xiong et al. (2003b), Rui et al. (2000)).

The choice of segmentation algorithm employed for event detection was also impor-

tant. From experimentation, BICseg was found to be the most accurate segmentation

algorithm. BothKL2lin and HMMseg produced similar results but suffered from higher
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error rates. However, the results from the experiment highlighted that there was no ob-

vious gain from selecting one segmentation algorithm, over the other. The advantage

of applying a BICseg algorithm, over the other algorithms, is the expanding search

window. BICseg search window grows until a boundary is found, therefore using as

much information as possible. The KL2 and HMMseg algorithms require the audio

stream to be divided into equal sized groups of frames.

This is an advantage over the other two algorithms, in terms of accuracy, but also a

downside. The BICseg algorithm is more computationally algorithm. Running BIC-

seg over large data sets can be very time consuming. Cettolo & Vescovi (2003) have

investigated software engineering solutions for improving efficiency, by saving the

number of computations made through estimation of the covariance matrices on par-

tially shared data.

On the other hand, KL2 is widely employed in real time ASR systems because of its

low computational cost. The linear thresholding function introduced for KL2 improved

accuracy over a standard global threshold. It should be noted, that the relationship

between log energy and KL2 is not directly linear. Thus, future investigation into a

more suitable representation could improve accuracy further.

During event detection, applying a Metric-based segmentation scheme first had its

advantages. For example, over segmentation problems can be addressed, by joining

wrongly segmented content into one unified segment during classification. Whereas

employing a model-based scheme alone, for both classification and segmentation, does

not allow for segmentation errors to be corrected as classification occurs before seg-

mentation. Metric-based algorithms are also portable as they do not require the correct

number of pattern classes to be know for segmentation, unlike HMMseg. This could

be a possible explanation for the low precision of the HMM-based algorithm, as Game

sequences will eventually contain segments that cannot be explained by one of the pre-

defined pattern classes. An “event window” filter was required to limit these problems.

Such a filter could also be applied to improve event detection precision for Metric-

based algorithms. For example, if we assume an event must span a minimum time

length, segments smaller than this limit can be ignored.
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10.6 Summary

In this chapter, an event detection algorithm for football video was developed. To

develop this algorithm, a number of steps were taken. First a set of pattern classes,

each an important content found in Games sequences, were defined. Then a number of

audio segmentation algorithms were evaluated formally, with BICseg algorithm min-

imising both insertion and deletion errors. A number of event detection algorithms

were then evaluated across a test collection of 12 football video files. It was found

through evaluation that an algorithm applying BICseg for segmentation alongside a set

of HMM-based classifiers, was the most precise algorithm. However, a more efficient

KL2 using a dynamic thresholding scheme was also implemented, and was found to

be as accurate as BICseg for detecting events. This algorithm did suffer from over

segmentation problems, but could be an alternative option for realtime systems.
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Conclusions and Future Work

11.1 Contributions and conclusions

In this section, I list the contributions that this thesis has made and outline the main

conclusions.

11.1.1 Contributions

At the outset of the thesis, I outlined three problems that were considered important for

the automation of video indexing. The first problem was a lack of domain understand-

ing, particularly for sports video. Many investigations into the sports video domain,

did not utilise the advantages of prior knowledge during the development of indexing

algorithms, which were shown through experimentation to have an affect on system

accuracy.

Two indexing problems were also defined:structure segmentation and classification,

andevent detection. The first indexing problem is important for mapping video con-

tent, which can enable efficient browsing, retrieval of specific sequences, and support

further high level indexing algorithms. Mapping content can allow for the removal of

advertisements during playback, or for further indexing analysis. The second index-

ing problem (event detection) is crucial for automating highlights generation, and in

general, providing detailed video summaries.

231
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A number of proposals were suggested to address each problem. To focus the thesis,

each problem concentrated on applying audio as an information source only. Analysis

of related research into video indexing had identified audio as an important information

source for video indexing. It was also proposed to focus on applying statistical models

for representing audio content. The reasoning behind this proposal, was that when

applied to other video domains, statistical models were more accurate than ad hoc

techniques.

In the following paragraphs, I list the contributions this thesis has made towards solving

these problems. I first list the individual contributions that this work has achieved.

Then the overall conclusions that I believe have been reached, are summarised, when

the work of the thesis is taken as a whole.

11.1.1.1 Generation of a large test collection

A current limitation in the field of sports video indexing is that no standardised test

collection at present exists. A standard test collection can help compare different ap-

proaches, for each indexing problem, as well as provide an information source for

gathering domain knowledge. It was important to generate a large test collection for

evaluating the indexing algorithms developed in this thesis. Therefore,48 complete

football matches were recorded and stored in MPEG-1 format. A large cross section

of the collection was annotated manually, for both algorithm development and eval-

uation. This test collection will also be a useful resource for fellow researchers who

are part of the local IR group1. To the best of my knowledge, this thesis is the first

comparative study, over a large test collection, for sports video.

11.1.1.2 Domain Knowledge and Content Analysis is important for algorithm

development

From reviewing related research into sports video indexing, it was apparent that limited

integration of domain knowledge, the indexing process, was a weakness of existing

works. This weakness was a result of poor understanding of content, production of

the sport, and the rules. It was believed that more robust indexing techniques could

1Copyright laws prevent open distribution of such a collection.
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be developed by gathering as much information about the domain as possible, with all

aspects of the video domain being analysed.

To address the limitation of domain understanding, Chapter 3 analysed the main con-

tent structures found in football video and in particular, the audio differences between

those structures were recognised. From this investigation, a video model of the rela-

tionship between each structure was defined. This video model was utilised for both

manual annotation of test data, and algorithm development.

In Chapter 7, the entire audio track for football video was statistically modelled using

a single HMM. This model was a robust representation of the underlying processes

that generate the audio data. Those structures discovered by the model were then

related back to the original video files, checking for similarities with content found

in Chapter 3. Content analysis of the underlying data structures provided an insight

into the video domain, and help formulate assumptions (automatic content analysis as

a contribution is described further in section 11.1.1.4).

The findings from both the manual and automatic content analysis were compared,

where a common trend in content emerged when comparing the findings from both

studies. Different hidden states in the HMM corresponded to different sub-structures

found in each content class, defined during manual inspection. The major benefit from

automatic content analysis was the discovery of various sub-structures contained in the

main semantic units not identified through inspection. To illustrate, the differences in

recording quality for speech from one semantic unit to another was recognised auto-

matically by the HMM.

Identification of such sub-structures was advantageous for the development of both the

segmentation and classification, and event detection indexing algorithms. For example,

the difference between crowd reaction, and other unrelated sound classes, were recog-

nised by the HMM. For event detection, this distinction is important particularly for

discrimination between crowd singing and crowd cheering, where only crowd cheer-

ing can be directly correlated to key events. This problem limited of existing research

into audio-based event detection (Chang et al. (1996), Nepal et al. (2001), Xiong et al.

(2003b)).

The results of the automatic content analysis also satisfied the assumption that audio

found in football video, could be well modelled statistically by the HMM.
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11.1.1.3 Careful selection of Audio features can improve accuracy

Audio feature selection was an identified weakness for many related audio-based in-

dexing algorithms. Previous research into this problem included the selection of audio

features extracted from the time domain (Chang et al. (1996), Nepal et al. (2001)), or

a reliance on selecting standard feature sets from automatic speech recognition (Rui

et al. (2000)). There was little formal investigation into the merits of each feature set,

for the problem of broad audio content classification.

Three candidate feature sets for parameterising the audio track of football video were

chosen, by reviewing the state of the art in a number of research fields. These feature

sets were the: Mel-frequency Cepstral coefficients (MFCC), Linear Predictive Coding

Cepstral coefficients (LPCC) and Cepstral coefficients (CC). The three candidate fea-

ture sets were formally evaluated, comparing the classification error of each set. To

do so, GMMs using each feature set were generated for three content classes found

in football video. The accuracy of each feature set was then calculated for classifying

new test sequences, with MFCC found to minimise classification error.

A further experiment into the configuration of the MFCC feature set was run. It was

revealed that by parameterising the audio stream using the first order and0th MFCC

coefficients, and by appending log energy, achieved the highest discrimination. This

result differed from standard ASR systems, which avoid using the0thcoefficient. For

football audio, the addition of this coefficient improved classification error. Another

interesting discovery was that classification error increased significantly when the time

derivative MFCC coefficients were added to the feature set. This configuration is typ-

ically applied in standard ASR systems, and is also mirrored in many applications to

general audio, as well as for sports video. However, it was found through experimen-

tation that the simpler feature set was more accurate for representing broad content

classes containing both speech and non-speech sounds.

11.1.1.4 HMM can be successfully applied for automatic content analysis

The audio track for football video was statistically represented by a single HMM for the

purpose of automatic content analysis. After feature extraction, the data representation

of each audio file was large, so compressing this data was considered a viable option for
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managing such sequences, for modelling the entire audio track. Data compression was

achieved by dividing the audio stream into equal length windows2, and then calculating

the mean feature vector. The audio files were then compressed, by using the mean

feature vector as a representation for each one second time step.

With a reduced data sequence for each football video, a HMM was generated. To

select a robust HMM representation of the entire audio track, a series of HMMs were

generated with varying number of hidden states, with the goal of selecting the best

candidate model. Predictive likelihood, a non-discriminative measure of the fit of each

model, was used as a selection guide. The final HMM model was chosen when the

predictive likelihood score converged once 25 states were added.

Employing the Viterbi decoding algorithm, each one second time step for a new col-

lection of football sequences, was then assigned to a hidden state label in the chosen

HMM. Each state was assumed to represent semantic content found in the audio track.

These automatically labelled football sequences were used as a comparison between

the results from manual inspection, as well as discovering new sub-structures found

in the data. To the best of my knowledge, this is the first time such an application of

HMM has been applied to audio indexing, for content analysis.

11.1.1.5 HMM Model selection is an important phase in algorithm development

A proposed objective for this thesis was to investigate methods for HMM model se-

lection. HMM is widely used for modelling audio data but is often applied in an ad

hoc manner. For audio content classification, in particular, a standard approach for

HMM model selection is to initialise similar models for each content class, even if

those classes vary dramatically. This was not believed to be a scientific solution, es-

pecially given the very broad and varying content classes found in video. In fact, this

approach lead to inferior models.

The importance of model selection was highlighted from experimentation, where a

gain in performance was reported from selecting models methodically. Selecting too

few or too many hidden states resulted in poor classification performance. Another

important discovery was the effect of increasing the number of mixture components,

2The optimal length of this window was discovered through experimentation, where one second was
found to contain sufficient information for modelling.
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from a singular Gaussian density, had on classification error. For two out of the three

content classes, increasing the number of mixtures was detrimental, whereby the ad-

dition of further Gaussian mixture components resulted in both overfitting and poor

parameter estimation. This result alone qualified the assumption that applying similar

models for each content class would generate problems.

It was believed that a selection strategy for HMM would help identify suitable models

for each content class. So three HMM model selection strategies were investigated

to address this problem, providing a method for automatically selecting HMMs. The

three strategies were an exhaustive search method, the classical Akaike Information

Criterion (AIC) and the Bayesian Information Criterion (BIC). Through experimenta-

tion, BIC was found to select the simplest models without deterioration in classification

performance. There was no significant improvement gained from using either selection

method, however, in terms of classification accuracy. An assumed advantage of BIC

over AIC, was that it factored in the training sample size during selection. Thus, for

those content classes with little available training data, BIC favoured simpler models.

An advantage both AIC and BIC had over the exhaustive search method was that they

did not rely on predefined thresholds. Setting a global threshold is difficult and will

not generalise across different content classes. AIC and BIC are terms that penalise

the predictive likelihood score instead, causing a maximum peak, with the ‘optimal’

model located at this maxima. An advantage is that the number of models required to

find an optimal solution can be reduced for both AIC and BIC, avoiding an iterative

addition of parameters, required by the exhaustive search approach. A bisection search

strategy, or equivalent, can be applied instead for finding the maximum score during

HMM selection.

11.1.1.6 Formal investigation is advantageous before deciding on

statistical frameworks

In Chapter 8, both HMM and GMM models were generated for three broad content

classes found in Football video: Advert, Game and Studio. Results from related work

into audio content classification suggested that the HMM outperforms GMM, when di-

rectly compared. This finding did not transfer to broad content classes found in football

audio, with no significant difference found in classification error when comparing both
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the GMM and HMM as classifiers. This provided evidence that selecting a complex

statistical representation such as the HMM, before investigating simpler models (such

as GMM), would not necessarily translate into improved classification performance.

In Chapter 10, both GMM and HMM were again compared, this time modelling the

many sub-structures found in Game sequences (for the purpose of event detection).

HMM performed considerably better than the GMM for classifying sub-structures such

as ‘crowd cheering’ and ‘music and speech’. At this finer granularity, experimentation

indicated that the HMM was a more accurate representation than the GMM.

Summarising both results, it was clear that careful consideration was required before

selecting statistical classifiers. Particular investigation into the type of content classes

found in the data can provide gains in performance. Simpler statistical representations

can provide sufficient performance in comparison to more complex models.

Drawing conclusions from both experiments, it would seem that for broad content

classes, which contained many sub-structures, the GMM was an appropriate statistical

representation. In comparison, the HMM provided a higher discrimination accuracy

between the sub-structures found in Game sequences. It was discovered that the HMM

can model these sub-structures more effectively than the GMM (in terms of classifica-

tion accuracy).

11.1.1.7 BICseg was more accurate than Model-based audio

segmentation algorithms

Several Metric-based and Model-based segmentation algorithms were evaluated for

both indexing problems; structure segmentation and classification, and event detec-

tion. It was discovered that a robust Metric-based algorithm called BICseg, adapted

specifically to both problems, were more accurate than Model-based algorithms. This

was an interesting result for structure segmentation and classification especially, where

Model-based algorithms are more popular. The same result was also repeated for event

detection, where the BICseg algorithm was again adapted for the finer level of differ-

ence between content classes.

The BICseg algorithm was adapted from the original algorithm by Chen & Gopalakr-

ishnan (1998), with a number of improvements being made to the original algorithm
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to improve efficiency and accuracy. There are a number of possible explanations as to

why the adapted BICseg algorithm performed better for each indexing problem. The

algorithm segmented the audio stream into homogenous units before classification, in-

stead of dividing the audio track into equal sized units. This process assisted accuracy,

and also enabled false segmentation to be corrected during the classification phase.

An advantage with using the BICseg algorithm is that a comprehensive set of models

is not required for accurate segmentation, and does not rely on a specific modelling

framework. This was found to be a limitation of employing a Model-based segmenta-

tion algorithm. For such an approach, a comprehensive set of models, each a represen-

tation of the content found in the audio track, was required for accurate segmentation.

When a new audio track contains unexplained content not covered by the model set,

then the Model-based segmentation algorithm failed. For BICseg, no prior assumption

of content is made before segmentation.

Another advantage the BICseg algorithm has over the other segmentation algorithms

evaluated, was the search window. Instead of grouping audio frames into equal sized

units, BICseg employed an expanding search window for locating segment change.

This search window allows for as much information as possible to be included in the

decision process. The search window also avoids the need for setting a length for

grouping audio frames, which may not generalise within and across video files. BIC

was then used to determine segment boundaries in the search window, another fea-

ture that made the algorithm robust when compared to traditional Metric-based seg-

mentation algorithms. When compared with traditional Metric-based algorithms, no

threshold was required during the decision process.

11.1.1.8 A robust and effective structure segmentation and

classification algorithm

In Chapter 9, seven algorithms that map the main structure found in football video

(through domain knowledge and automatic content analysis) were compared. Each

algorithm was set the task of segmenting and classifying content classes outlined in a

video topology model (Chapter 9.7.1, Figure 9.6). It emerged through experimentation

that utilising a combination of both the BICseg algorithm and GMM classifiers, was

the most accurate strategy, although the difference in accuracy between GMM and
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HMM was minimal (2%), when applied as classifiers.

Applying a combination of both BICseg and a set of statistical classifiers was ad-

vantageous, compared to the other strategies. This was because many segmentation

errors produced by BICseg were corrected during the classification phase, approxi-

mately 19% of all insertion errors. This algorithm overall, was able to map the main

structures found in the football video using audio alone, with a high degree of accuracy

(with only 7% of segment changes missed).

11.1.1.9 An effective event domain algorithm integrating domain knowledge

Chapter 10 illustrated how an indexing algorithm can be enhanced using domain knowl-

edge. The audio-based event detection approach outlined in this chapter was shown to

be effective for recognising key events, reported in the official game statistics. The

main benefit of this algorithm was the ability to recognise patterns that indicate high

levels of crowd response, correlated to key events. Also, by applying HMM-based

classifiers to this problem, the need for defining a heuristic set of rules that determine

event detection, was eliminated (Chang et al. (1996), Nepal et al. (2001)).

The pattern classes found in Game sequences were redefined from a previous study

into event detection (Baillie & Jose (2003)), allowing the event detection algorithm to

discriminate between segments that are correlated to exciting events, and those that are

not. The content classes were redefined using the results from both domain knowledge

and automatic content analysis, improving the accuracy of each classifier.

Applying an adapted version of the BICseg segmentation algorithm improved clas-

sification accuracy, and thus event detection precision. BICseg when applied at this

finer resolution, often where there are only subtle transitions from one content class to

another, again performed better than a Model-based approach. Segmenting the audio

track into these predefined content classes first, using BICseg, improved the precision

of the event detection algorithm.

A traditional Metric-based segmentation algorithm was also implemented using the

Kullback-Leibler distance. Both a global threshold and a dynamic threshold were im-

plemented, to determine segment change. Estimating a global threshold is difficult and

will not always generalise both within and across video files, and was the motivation
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behind the dynamic threshold. The dynamic threshold was a linear function of the en-

ergy of the audio track, as the energy increased (an indication of increased activity) so

did the threshold, minimising the effect noise had on segmentation. This decision pro-

cess improved over the global threshold and showed similar accuracy to a Model-based

approach to event detection. However, the algorithm when applied to event detection

was not as precise as BICseg. This algorithm is more efficient in terms of computa-

tional complexity, when compared to BICseg, and could be applied to systems that

require real time solutions.

11.1.2 Thesis Conclusions

The results of this thesis have demonstrated that audio can be a powerful information

source for indexing football video, particularly when utilised with domain knowledge.

With careful consideration into the many implementation and application issues such

as audio parametrisation, segmentation and modelling, effective indexing algorithms

can be developed. However, it is essential that these issues are focused upon for each

specific video domain, where it was discovered that results from one video domain

do not necessarily transfer to others. Hence, investigation into the underlying data

structures is advantageous before algorithm development.

As part of this thesis, I have rigorously evaluated a number of widely applied tech-

niques across a large and varied test collection for two specified indexing problems.

The reasoning behind this, was to facilitate a shortage of comparative research into

techniques for audio-based content indexing, across a common test collection. Com-

paring a number of approaches over a large test collection, provided an insight into

which techniques were successful, for both indexing problems. The experiments demon-

strated that:

• The main content classes in football video can be mapped automatically using

audio information alone.

• The key events of a football match can be recognised by identifying audio pat-

terns correlated to commentator and crowd excitement.

A number of sub-conclusions were also demonstrated from experimentation:
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• Mel-frequency Cepstral coefficients (MFCC) feature set is more robust for pa-

rameterising the audio track of Football video than Linear Predictive Coding

Cepstral coefficient and Cepstral coefficients.

• Appending log energy and the0th cepstral coefficient to MFCC provides a more

discriminative feature set than the standard configuration used in speech recog-

nition systems.

• HMM is a useful tool for automatic content analysis, by modelling the underly-

ing processes that generate the audio track. From observing the output of each

state, those structures that were modelled by the HMM, can be recognised in

new sequences.

• When modelling individual content classes, careful selection of both hidden state

number, and the number of mixture components per hidden state, can improve

classification accuracy.

• For modelling broad content classes in football audio the simpler GMM is as

effective as HMM, in terms of classification accuracy.

• For modelling the sub-structures found contained in the main semantic content

classes, such as Game, HMM was discovered to be a more accurate statistical

representation than GMM.

• BICseg, a robust Metric-based segmentation algorithm, was shown to be more

precise than Model-based and traditional Metric-based segmentation algorithms,

when applied to both indexing problems.

To summarise, the results of this thesis demonstrated that by utilising and modelling

audio patterns found in football video, important information can be indexed such as

low level video structure and key events. The three main problems defined at the out-

set of the thesis were addressed with a degree of success. The first problem was the

gathering of domain knowledge, an important step towards effective indexing algo-

rithms. Also, two specific indexing problems were studied in this thesis:structure

segmentation and classification, andevent detection.

I believe this thesis will be a useful guide for developing indexing algorithms for other

video domains, where through only careful consideration and investigation into the
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application of many techniques, will there be advances in video indexing.

11.2 Further Investigation and Future Research

Directions

In this section, I will outline various techniques or experiments that were not covered

in this thesis. These issues will be discussed in the further investigation section. This

thesis covered the problem of video indexing for football video, comparing the clas-

sification accuracy of various algorithms. The next stage in development would be to

integrate these algorithms into video retrieval, browsing and annotation systems. New

research directions, as a result of this thesis, are discussed in the future work section.

11.2.1 Further Investigation

In this section I outline the various “loose ends” that were not completely addressed

within the confines of this thesis. These “loose ends” might be worthy of further in-

vestigation.

11.2.1.1 Annotation of the entire test collection

Given the scarcity of large test collections, especially for algorithm comparison and

development, it would be beneficial to complete the annotation of the entire collection.

11.2.1.2 GMM model selection

For modelling broad content classes, the GMM was found to be as accurate as HMM,

in terms of classification accuracy. The GMM was compared against HMM models

selected using the BIC criterion. A follow up investigation into model selection strate-

gies for GMM, may provide further gains in accuracy for GMM. Possible model selec-

tion strategies include AIC, BIC, and cross validation. By comparing such strategies

against the bottom-up method, chosen in the thesis for GMM (Vlassis et al. (1999)),

would also verify the assumption for selecting this approach.
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11.2.1.3 HMM Model Selection Strategies

There were a number of model selection strategies that were not evaluated within the

thesis (Chapter 8). Given the importance of model selection, further investigation of

other strategies would be of interest. Strategies including cross validation, discrimina-

tive measures and other penalty criterion. One particular method that is of interest, as

part of a follow up experiment, isAICc (Burnham & Anderson (1998)). This is a varia-

tion of the traditional AIC model selection criterion, which is often applied when only

a small training sample is available.AICc factors in the training sampling size into the

penalty term, thus biasing against more complex models. A possible advantage over

the BIC criterion, is thatAICc is an approximation of the Kullback-Leibler distance

(Burnham & Anderson (1998)).

11.2.1.4 Investigation into the Support Vector Machine

In Chapter 4 the SVM was outlined as a potential classification framework for audio.

It would be interesting to compare the SVM against the two frameworks selected for

each indexing problem (GMM and HMM). Both GMM and HMM are parametric algo-

rithms that were applied to the problem of multi-class classification with a high degree

of accuracy. Comparing such algorithms, with a state of the art non-parametric algo-

rithm, for this problem would provide an insight into the accuracy of both frameworks.

11.2.1.5 Feature Set Combinations

A possible limitation in the feature set experiments in Chapter 6, was the number of

feature set combinations evaluated. For the first phase of experimentation, comparing

CC, MFCC and LPCC feature sets, these feature sets were not evaluated with appended

log energy or time derivatives. Further experimentation would provide an insight into

the effect of appending log energy to LPCC or the CC.

Recently MPEG-7 audio features have also been developed, where the audio signal is

transformed into the frequency domain by applying a PCA transformation, instead of

DCT. Xiong et al. (2003b) and Xiong et al. (2003a) applied these features to a HMM

event detection algorithm, for sports video. However, when compared to a HMM
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modelling MFCC features there were no significant difference in performance found.

The MPEG-7 feature set is relatively new and was not investigated as part of the thesis,

however, possible future analysis could include the evaluation of this, and other feature

sets, against the more established measurements.

11.2.1.6 Feature Selection for Event Detection

The experiment for selecting the audio feature set concentrated on broad content classes

such as Game and Studio. It would be of interest to repeat this experiment for those

content classes found in Chapter 10, such as crowd cheering.

11.2.1.7 Further Experimentation

Evaluating each algorithm over a wide range of operational parameters can help pro-

vide an insight into the accuracy of each algorithm over various conditions. By doing

so, the goal is to provide as much information about each algorithm under various

settings, which can be ‘tweaked’ to improve accuracy. For chapters 9 and 10, further

experimentation comparing each algorithm over a more comprehensive set of operation

parameters would be of future interest. For example, in Chapter 9 not all operational

parameters were investigated for each algorithm, as of yet. Further gains in accuracy

might be found from such an investigation.

11.2.1.8 Other criterion for BICseg algorithm

For the BICseg algorithm, the BIC model selection criterion is used to determine the

difference between two Gaussian probability density functions (PDF), each a represen-

tation of a neighbouring window of audio frames. This is essentially a model selection

problem, where BIC is used to determine the distance between the two Gaussian PDFs.

One area that can be investigated for this algorithm further, is to evaluate a number of

other model selection criterion such as AIC,AICc (Burnham & Anderson (1998)) and

MDL (Cettolo & Federico (2000)).
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11.2.1.9 Audio Segmentation efficiency

In Chapter 10, an alternative method to thresholding was investigated for a traditional

Metric-based algorithm, using the symmetric Kullback-Leibler distance (KL2). A dy-

namic threshold, which was a linear function of the energy of the audio track, was used.

As the energy increased (an indication of increased activity) so did the threshold, min-

imising the effect noise had on segmentation. This decision process improved accuracy

over a global threshold, but was not as accurate as BICseg as a chosen criteria.

This approach to event detection has one advantage over BICseg. In terms of effi-

ciency, applying KL2 with a dynamic threshold for segmentation involves less compu-

tation. This is a desirable property for real time systems, such as logging events as they

occur. Therefore, further investigation into developing a more efficient segmentation

algorithms would be beneficial.

The linear thresholding function introduced for KL2 improved accuracy over a stan-

dard global threshold. However, the relationship between log energy and KL2 is not

directly linear. Future investigation into a more suitable representation could improve

accuracy of these segmentation algorithm further.

A similar strategy was investigated for video shot segmentation by Vasconcelos &

Lippman (1997) was modelled shot length distribution and the relationship it had with

shot transition. The time period between shots closely followed that of the Weibull

distribution. The longer the time period after the last shot transition, the more likely the

probability of a shot change. Prior knowledge of the expected ‘arrival rate’ of a new

shot was then integrated into the decision process, for a standard shot segmentation

algorithm. To determine shot transition, the threshold was dynamically calculated as a

function of the shot length distribution. For example, the longer the time period since

the previous shot, the lower the threshold would become. The algorithm was further

extended to include both shot length and shot activity3 as part of the threshold function

(Vasconcelos & Lippman (2000)). Overall segmentation results were improved when

compared to a standard global thresholding algorithm, where the analysis was recorded

over a small test collection.
3Shot activity is the histogram distance between neighbouring frames. High shot activity can be a

result of object or camera motion. An increase in motion will also result in an increase in shot activity.
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A similar investigation into developing such a threshold for audio segmentation may

improve segmentation precision.

11.2.1.10 Further Decision Processes for Event Detection

Only the maximum likelihood criteria was investigated for event detection, as a deci-

sion process for classification. Given the success of the maximum likelihood method,

further gains may be discovered by investigating more complex decision processes,

such as dynamic programming and SuperHMM. For example, it was highlighted that

games of high importance produced an exaggerated level of crowd response when

compared to other matches. Other sources of information, such as crowd cheering du-

ration and, the pattern classes that immediately follow the detected event, might be an

important indicator for event type and importance. Also, segments classified as con-

taining crowd singing, not directly related to a key event, might be important clues for

the location and the importance of key events. A more robust decision process could

integrate these clues for an improved event detection algorithm..

A number of these false detections were also not tagged as exciting events, but the

passage of play did produce a crowd response. A more intelligent decision process

strategy could improve the precision of the event detection algorithm, minimising hu-

man involvement in the indexing process. With the current algorithm, there were a

number of events not in the test collection that were picked up by the system. Human

involvement would be required for verifying those false detections as either events or

not, thus making the annotation process semi-automatic.

11.2.1.11 Utilise the classes in the Event Detection algorithm further

For event detection, only the crowd cheering class was utilised. However, the other

classes could also provide indication and description about the game. For example, the

whistle class was found to be accurate 87%. Therefore, locating the referee whistle

could assist with finding the start and stop points of the match. Also locating music in

the stadium can be considered important, e.g. national anthems and goals.
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11.2.2 Future Work

In the following paragraphs, I outline a number of directions for possible future re-

search. These directions either describe various aspects of the thesis, that might be

worthy of further investigation, or stem as a consequence of the findings of the thesis.

11.2.2.1 Selection Strategy for mixtures in HMM

In Chapter 8, it was identified that all the HMM selection strategies experienced prob-

lems for finding the optimal number of mixtures per state. A possible reason suggested

for this, was, that not all states in the HMM could be represented by the same mixture

architecture e.g. the same number of mixture components per state. Therefore, further

investigation into methods for selecting the ‘optimal’ number of mixture components

per state could generate a more robust HMM representation for broad audio content

classes.

11.2.2.2 Integration of further modalities

Given the success of applying audio as an information source for indexing football

video, the next stage in algorithm development would be to extend the indexing algo-

rithms to integrate further modalities such as vision, motion and textual information.

For other video domains, such as News and Film (see Appendix C for further details),

the inclusion of multi-modal features has improved indexing accuracy.

11.2.2.3 Semi-automate the annotation process for algorithm development

Given the success of both indexing algorithms for recognising content found in football

video, these techniques can be integrated into an annotation tool for building future

test collections. The workload for annotation would then be reduced by providing a

content guide for new video. Therefore automatising some of the more laborious tasks

required for annotation. Also, the generation of large training and test collections is not

cheap, therefore, some degree of automation in the annotation process is beneficial. A

similar annotation system has been developed by IBM called VideoAnnEx for general
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video (IBM (2004)). However, for sports video, an initial prototype system has been

proposed and implemented, outlined in Appendix K.

11.2.2.4 Event Classification

This thesis has demonstrated that key events can be detected by recognising audio pat-

terns such as crowd cheering and commentator excitement. The next stage in algorithm

development would be to classify these events into categories, such as goal, shot and

foul. To do so, it would be necessary to investigate further modalities. One rich source

of evidence is the commentary track. Transcribing the commentary track would pro-

vide clues into the type of event that has occurred. By identifying key phrases, at the

location of recognised events, event classification might be possible. Babaguchi et al.

(2002) have attempted such approach using closed caption text generated for sports

events. However, these closed caption transcripts are not so readily available for many

broadcast channels. Speech transcription is also affected by noisy audio environments

such as Game sequences, where word error rate increases dramatically. The event

detection algorithm proposed in this thesis, provides the facility to recognise difficult

sound environments, which will assist future speech recognition applications. By iden-

tifying and differentiating between speech segments that contain a lot of noise or not,

word error rate could improve (Chen et al. (2002), Spina (2000)). Speech transcription

algorithms could be tailored to adapt to changing audio environments such as those

found in Game sequences. Part of this solution would be to pre-identify high levels of

noise that would affect standard speech transcription systems.

Other modalities such as visual and motion information would also enhance event

classification. Related research into visual based event classification includes Assfalg

et al. (2002) and Ekin & Tekalp (2002). These modalities are important for detecting

events that are not recognised through audio.

11.2.2.5 Further investigation in audio parametrisation

From the thesis, the audio features chosen for experimentation were selected from re-

viewing related work in other fields, and in particular automatic speech recognition,

where feature sets such as MFCC and LPCC are well researched. However, each fea-
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ture set was developed with the goal of recognising speech. For non-speech sound

classes it would be beneficial to investigate other forms of parametrisation. Recently

for the problem of modelling and extracting information from Music, Scheirer (2000)

investigated other non-speech related forms of audio parametrisation. A similar inves-

tigation would be fruitful for the audio content found in Sports video.

11.2.2.6 Indexing other content classes

It would appear, just from this investigation, that content classes other than the Game

sequences also contain important information. For example, Studio sequences contain

highlight replays of the current match, which are analysed by a panel of experts. Lo-

cating highlight replay sequences in these Studio units would be easier than locating

the same replays from Game sequences. Studio units contain easier to detect reference

points, such as shots of the studio panellists. Algorithms based on news anchor-person

detection (Hauptmann & Witbrock (1998), Browne et al. (2003)) could be applied to

detect these highlights sequences, rather than concentrating on the more difficult game

units (van Beek et al. (2001)). The contrast between the playing field surface and a

studio set would be easier to detect, with the added bonus that highlight replays in

studio segments will contain events that are important for the studio panellists to chat

about. Detecting highlight sequences from the Studio units could also be a useful tool

for locating the actual event, and where it occurred in the Game sequence.
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Appendix A

Sound Recording Basics

Sound can be defined as a continuous flow of pressure waves created by a single or a

mixture of multiple sources. The sound-generating source, be it a human voice box,

a musical instrument or a footballer striking a ball, generates these pressure waves.

A sound receiving device such as the human ear or a microphone will then pick up

these pressure waves, which are then converted into a form ready for interpretation. A

simple example of this process would be that of speech. When a human speaks air is

pushed from the lungs and released out through the vocal tract, becoming speech. A

combination of both vibration and relaxation from the vocal chords and the shape of

the vocal tract determines which sounds are made. The speed of the vocal vibration

also determines the pitch of the voice. For example, woman and child tend to have

faster vibration, hence a higher pitched voice compared to that of an average adult

male. Finally, the volume of air released from the lungs determines the volume or

loudness of the voice

Once a phrase has been released, the ear will pick up these pressure waves. The human

auditory system contains an organ called the cochlea found in the inner ear. This

organ has the ability to separate out the pressure waves into interpretable information,

where each component from the varying air pressure resembles that of a sinusoid.

A sinusoid is a mathematical function that traces out the simplest repetitive motion

in nature. A single sound such as a speech utterance contains many sinusoids with

varying frequency and amplitude. The frequency of a signal is how many repetitions
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there are in a second while the amplitude is the strength of the signal1. From one

end of the cochlea to the other, each section of the cochlea is sensitive to different

frequencies. The cochlea separates out the signal and translate its various components.

For example, inside the cochlea there is a reaction to the frequencies found in the

signal, sending nerve impulses to the brain for interpretation and translation. This

same process occurs when translating other sounds, as well, such as music.

A microphone on the other hand, picks up and transforms these sound waves into

electrical vibrations. There are two popular methods of doing this for a microphone,

called Dynamic and Condenser. A Dynamic microphone has a small diaphragm with

a coil of wire attached to its apex that contains an electrical current. This diaphragm is

moved by the changing sound waves, thus moving the coil and causing the current to

be cut, converting the signal into electrical energy. The signal can then be sampled and

stored as described in Appendix B. The advantage of dynamic microphones are that

they are very rugged and can withstand extremely high sound levels without damage

or excessive distortion. The disadvantage is that they do not respond well to extremely

low frequencies.

Condenser (or capacitor) microphones use a lightweight membrane and a fixed plate,

that act as opposite sides of a capacitor. Sound pressure against a thin polymer film

causes it to move. This movement changes the capacitance of the circuit generat-

ing a changing electrical output. Condenser microphones, are preferred for their very

uniform frequency response, and ability to respond with clarity to transient sounds.

The low mass of the membrane diaphragm permits extended high-frequency response,

while the nature of the design also ensures outstanding low-frequency pickup. The

resulting sound is natural, clean and clear, with excellent transparency and detail.

The advantage to the condenser microphone is that has an extremely wide frequency

response. It has also has good pick up sensitivity. The disadvantage is that its easy

to overload and distort the audio signal if placed to close to a high intensity sound

source. If the microphone is going to be exposed to severe environments such as

outdoors, difficult sound environments, etc. Then dynamic microphone is probably

the best choice. If the microphone is going to be used in controlled environments then

the condenser microphone is a more suitable choice.

1The human ear can interpret frequencies up to around 20kHz, while the majority of speech infor-
mation is contained in the frequency band up to approximately 4kHz.



Appendix B

Digital Video Media Representations

B.1 Introduction

Storage and transmission of digital video is costly, both in terms of disc space and

bandwidth. Large collections of digital video material can take up a vast amount of

disc space. For both efficient transmission and storage, video sequences are often com-

pressed, minimising the volume of storage space required, to hold vast collections. In

this section, I will introduce the basics of audio and visual streams, and how digital

compression can be used for efficient storage and representation, with particular atten-

tion to audio and the compression algorithms used to store the test collection (MPEG-1

and WAV).

B.2 The MPEG video compression algorithm

Until recently, the most popular and widely accepted encoding standard was from the

Motion Picture Experts Group (MPEG) (Gall (1991)). Compression algorithms such

as MPEG-1 and MPEG-2 reduce the original video stream into a collection of smaller

bit tokens providing efficient storage and transmission. The has been a recent devel-

opment of competing codecs1 such as the Microsoft version of MPEG-4 (Microsoft

(2004)), Real Media (Real Networks (2004)), and the open source codecs; DivX (Di-

1A term used to describe the encoding and decoding algorithms of a compression format.
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vXNetworks Inc. (2004)) and Xvid (Xvid (2004)). These codec’s are now competing

with MPEG, particulary across mediums such as the internet.

There are two popular compression algorithms from the Motion Picture Experts Group

(MPEG) (Gall (1991)); MPEG-1 and MPEG-2. MPEG-1 is optimised for applications

such as the CD-ROM, while MPEG-2 has uses in the high definition Digital TV do-

main and Digital versatile disc (DVD) production. The MPEG standard allows for the

compression of ‘raw’ video into a stream of smaller tokens or bits. This is achieved

through encoding algorithms using techniques to capture temporal and spatial redun-

dancy.

The video stream is converted into a bit-stream of smaller tokens. Redundant informa-

tion within the decompressed video is effectively removed, allowing for a high com-

pression rate. Steps in the compression algorithm include separating frames into inde-

pendent groups. Within these groups are three types of frames, I, P and B. The I being

an anchor frame encoded using the JPEG compression standard for images (JPEG

(2004)). The P frame is a further compressed frame predicted from the previous I

frame, while the B frames are predicted solely on surrounding I or P frames.

Hence a decoded stream has to encode a group of I, P and B frames, rather than iter-

atively decoding sequential frames. The MPEG algorithm also outlines the decoding

process for playback. The coded bits are mapped from the compact representation into

the original, ‘raw’ format of the image sequence. For example, a flag in the coded

bit-stream signals whether the following bits are to be decoded with a DCT (Discrete

Cosine Transformation) algorithm or with a prediction algorithm.

Each P and B frame is further divided up into units called macroblocks. At this level,

spatial and temporal redundancies are also removed to decrease file size. Temporal re-

dundancy is reduced using motion compensation applying predictive and interpolative

techniques. The prediction error signal is further compressed using spatial redundancy

reduction techniques. It is in the compression of the P and B frames that the compres-

sion gains are found. For full details on MPEG please refer to Gall (1991).
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B.3 Digital Audio Compression

The storage of audio as part of a video stream, or, as a separate audio file is also

costly. It is desirable to compress the original stream into a more efficient format.

Current encoding formats include AIFF, AU, WAV (all Pan (1995)), Real Audio (Real

Networks (2004)), the Windows Media Format WMA (Microsoft (2004)), Ogg Vorbis

(Ogg Vorbis (2004)), and probably the most widely used, MP3 (Pan (1995)).

The conversion from an analog audio stream to digital is achieved by sampling the

audio input in regularly timed discrete intervals (a basic introduction into sound can

be found in Appendix A). These samples are quantised into 8 or 16-bit integer values.

The digital audio will then consist of a sequence of binary values which represent the

number of ‘quantizer’ levels for each sample. All samples are then represented with an

independent code word. This is called pulse code modulation (PCM), often referred to

as uncompressed audio.

High quality CD recordings contain uncompressed digital audio consisting of a 16-bit

sampled audio stream (sometimes 8 bits per sample is used for lower quality record-

ings), sampled at a rate of 44100Hz (or samples per second). Digital Versatile Disc

(DVD) formats can allow for a maximum of 96kHz sampling. The higher the sam-

pling rate, the better the sound quality. On the downside, one minute of 44100Hz, 16

bit Stereo CD quality audio can require up 10.3MB of disc space.

Formats such as the Microsoft and IBM’s WAV apply variations of PCM. The WAV

format applies a technique called Adaptive Differential Pulse Code Modulation. Given

the similarity between neighbouring samples, each sample is not treated independently

but as a difference. ADPCM is a more efficient version of the PCM digitising method.

It converts analog signals to digital data and is used to transmit analog voice over

digital channels. ADPCM uses a lower bit rate than PCM. Both the difference between

samples and the coding scale can be dynamically changed to compensate for amplitude

and frequency variations (see Pan (1993) for an in-depth introduction).

Current popular compression formats including Real Audio, WMA, Ogg and MP3

standards, are able to compress the audio stream further. This allows for efficient

storage of large collections and transmission across mediums such as the internet. The

most popular digital audio encoding algorithm being MP3. MP3 takes advantage of the
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perception limitations of the human ear, removing perceptually irrelevant parts of the

audio signal that the human ear may not pick up. MP3 audio compression is considered

a high-complexity, high-compression and hence very high quality encoding algorithm.

For more details see a tutorial by Pan (1995). The MP3 is the current standard of

choice for many applications such as music storage and video compression. Therefore

the audio track is encoded using this format. For the analysis of the audio stream, the

audio track is decoded into WAV.



Appendix C

An Overview of General Video

Indexing

C.1 Introduction

The process of indexing video content is an essential step towards the efficient archiv-

ing of large media collections. Archived video is often reused for a variety of reasons,

so it is desirable be able to query content and locate relevant video sequences. Content-

based indexing can assist this search and retrieval process.

Indexing can also be beneficial for the creation of current interactive services provided

by digital TV broadcasters. Interactive advancements now allow viewers to watch

highlight replays of the current match as it happens. However methods employed to

provide detailed indexing of video content are largely manual. It has been estimated

that manual annotation can take a team of trained librarians up to ten hours to fully

index one hour of video (Del Bimbo (1999)). Automatic indexing tools are a viable

alternative to the labour intensive methods currently in practice. In this chapter, I

provide an overview of the state of the art for automatic video indexing.

The first step towards the development of automatic indexing systems, is the recogni-

tion of low level video structure. Produced video is created by editing a combination

of structures together in a logical way to create a meaningful story (Figure C.1). The

smallest of these structures is called the camera shot, defined as a continuous non-
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Figure C.1: The associated methods for indexing video structure.

breaking camera sequence. Shots are edited together using a number of transitions, the

simplest being the cut. A sharp transition over one or two frames, joining two shots

together. Detection of these transition locations is one of the most important steps in a

video indexing system. Shot segmentation is the starting point for many video indexing

and retrieval systems. For example, vital statistics can be extracted about the editing

process by recognising shot structure. The volume of information to process for future

techniques can also be reduced, by extracting a single representative keyframe from

each shot.

The next structure layer is the scene. By using an analogy of a book, the video can be

further broken up into chapters, or scenes. An individual shot can be thought of as one

paragraph. Just like paragraphs, shots are then ordered in a specific way by the editor to

create a logical sequence. In cinematic terms, these logical units are subdivisions of the

overall story called scenes. Detecting the location of scene transitions is an important

step towards identifying the overall video structure. Similar to the table of contents

of a book, the overall video structure can be presented to the viewer as a collection of

scenes. This presentation can provide an instant overview of the video content, as well

as enabling instant access to specific reference points.
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Figure C.2: This is a flow chart of the current video domains being investigated. The

first level is the main genre such as news and sport. The second level is the sub-genre.

The third level is the typical scene structures found in each domain, and the fourth level

are typical events that can be extracted for summarisation.

Dependent on the video domain, the identification of scene structure is often referred

to as scene or story segmentation. For domains such as news and sport, scenes can

also be automatically provided with appropriate labels such as news or weather report

(Figure C.2). The overall process of detecting these logical units is called structure

segmentation and classification. Snoek & Worring (2002) provided an overview of

the typical structures currently being analysed in video retrieval (Figure C.2), across a

variety of domains.

Video files can be divided up into a number of main domains such as news, sport

and film (Figure C.2). Within each of these domains, there are number of sub-genre.

Content-based indexing algorithms can de designed utilising domain specific knowl-

edge. A particular problem with current media management, is that often a single video

file can contain a collection of programmes from different domains (Figure C.1). It is

therefore of interest to provide automatic labels for each video programme. This pro-

cess is referred to as genre detection. For efficient archiving it is helpful to assign each

programme into a specific category. This can enable similar files to be stored together

under the same genre. Automatic labelling of content into genre, is also useful for

more in depth indexing of higher level concepts, such as sporting or dramatic events.
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To provide an automatic summary of the highlights in a video sequence, it is impor-

tant to detect important events. These key events can differ across genre (Figure C.2).

For example, event detection in cinematic film could include incidents of car chases or

other dramatic events. For sports video, event detection can cover scoring sequences

and other such exciting incidents. The process of event detection is useful for instant

summarisation of important video content, as well as the generation of automatic re-

plays.

As part of this chapter, I provide an overview of all of these techniques (Figure C.1).

Where the structure of this chapter is as follows. I first introduce current methods

for shot segmentation in section C.2. Keyframe selection is an important process for

higher-level indexing tasks, as well as an important method for viewing video content,

described in section C.3. In section C.4, I provide detailed descriptions of structure

segmentation and classification algorithms. I then describe techniques for genre detec-

tion (section C.5) and event detection (section C.6). Finally summarising the Appendix

in section C.7.

C.2 Shot Segmentation

The structure of post-produced video is a collection of carefully organised camera

sequences, called shots. These shots are edited together to create one logical semantic

unit. The most common join between each shot is the cut. A sharp transition between

adjacent shots spanning one or two frames. Other types of transition between shots

occur gradually over a period of frames. These include the fade, wipe and dissolve,

as well as other special effects editing. Manual indexing of these joins would be time

consuming and impractical. Therefore, for the majority of video indexing systems,

the first step is to capture this low-level structure, identifying the start and end point

of each shot component, Figure C.1. This process is the basic foundation for many

Video Retrieval tools and applications. For example, shot segmentation can assist the

extraction of vital shot statistics required for higher-level structure indexing such as

the mapping of scenes. The importance of shot segmentation can be highlighted by

illustrated by the volume of research dedicated to this problem. The Text Retrieval

Conference (TREC) have a dedicated track to video retrieval, where one of the main
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tasks is shot segmentation over a large collection (Smeaton & Over (2003a), Smeaton

& Over (2004)). The video retrieval track is referred to as TRECvid.

Automatic shot segmentation algorithms can be grouped into two main categories.

Those algorithms that concentrated on the raw video stream and those that are de-

signed specifically for compressed video. Compression standards such as MPEG

(Gall (1991)) have allowed for the parsing of video without fully decoding the video

stream. Thus improving time complexity. This is also the disadvantage of these algo-

rithms. Once a certain compression standard has been superseded, shot segmentation

algorithm designed for that standard will also become redundant. Another disadvan-

tage with compression-based algorithms is accuracy. Research by Boreczky & Rowe

(1996) and Browne et al. (2000), have identified that algorithms working on uncom-

pressed video are more precise. From the experiments across a large video collection

in TRECvid (Smeaton & Over (2003a), Smeaton & Over (2004)), those algorithms

analysing uncompressed video are more accurate. The information lost during the

compression process is a major cause of this result.

Accuracy and longevity are the advantages of developing algorithms in the uncom-

pressed domain. No information loss is experienced due to compression and no re-

liance on particular compression formats. The obvious downside being algorithm

speed and efficiency. For the above reasons, in this section I focus on uncompressed

shot segmentation algorithms. The majority of current, precise shot segmentation

algorithms use a combination of three features; pairwise frame pixel comparison,

histogram-based comparison and block matching. To determine if patterns in these

features are the result of shot transition, a variety of decision processes are used. From

standard thresholds to statistically modelling shot transitions. In the following sec-

tions, I examine these issues in more detail.

C.2.1 Pixel Comparison

The adhering relationship between algorithms applying pixel based techniques, is the

comparison of corresponding pixel differences between successive frames. A high de-

gree of difference between successive frames, would be an indicator for shot transition.

Statistics concerning the overall change in pixel value from one frame to another, be it
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colour or intensity, are extracted. Shot transitions are then tagged if the overall change

is greater than a predefined value. Implementation examples of these algorithms can

be found in Boreczky & Rowe (1996), Brunelli et al. (1999) and Browne et al. (2000).

One of the most popular techniques within this subgroup is analysing frame differences

between ‘Edge’ images (Del Bimbo (1999)). Edges are the boundaries or outlines in

each frame, where there are strong intensity contrasts i.e. a jump in intensity from one

pixel to the next. Converting frames into edge images is useful for the identification

of gradual transitions such as fades and dissolves. The number of entering or exiting

edge pixels, from a series of frames, can be counted. Gradual transitions are associated

with a high degree of change in edge pixels.

The main downfall of pixel based algorithms is motion. These algorithms suffer from

a sensitivity to camera or object motion. For example, a large shift in pixel values from

left to right as the result of a camera pan, will result in a false transition. In particular,

localised changes in pixel values as a result of object motion can often trigger false

transitions. Another problem is the occurrence of ‘flash’ lights. These flashes create a

sudden change in pixel values, resulting in false transitions.

C.2.2 Histogram-based

Histogram-based algorithms measure the distribution of colour or intensity between

successive frames. For example, each pixel in a image has a value in a finite range. The

distribution of pixels across the various levels of brightness or colour, can be displayed

in a histogram. A distance measure can then be used to compare distributions from two

frames. Distance measures such as chi-squared, correlation or cosine similarity. If the

distance between neighbouring frames is large, a new shot is declared. Examples of

systems that implement these algorithms include Boreczky & Rowe (1996), Boreczky

& Wilcox (1998), O’Toole et al. (1999) and Chang et al. (1996).

The advantage of histogram-based comparison is the effect of object or camera mo-

tion is limited. The histogram distribution is taken for the overall frame. So localised

spatial changes within the frame, will have little effect on the overall colour or inten-

sity distribution. However, any sudden change in the distribution will be reflected in

changes in the histogram. These changes can be the result of flashing lights or ex-
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plosions. A solution to the problem of sudden changes not related to shot transition,

is to examine histogram distributions at longer temporal intervals (Pickering & Ruger

(2001)). Comparing frames at greater temporal ranges has been shown to limit the

effect of these sudden changes. This approach is also useful for identifying gradual

transitions across a number of frames, which are not picked up by frame by frame

comparison.

Histogram-based algorithms are robust to object and camera movement overall. These

algorithms do ignore spatial information though. In theory algorithms will fail when

two different neighbouring shots contain visually similar distributions. In practice

however, this problem has a very small likelihood of occurring. For the above rea-

sons this is why histogram-based algorithms are widely applied for shot segmentation.

C.2.3 Block-based

Block-based algorithms divide each frame into a collection of sub-frames called blocks.

These blocks are then analysed separately through the use of either pixel comparison or

histogram-based techniques. By doing so, existing techniques become more robust to

camera or object motion. Where the effect small localised object movement can have

on accuracy is minimised.Using a block-based approach, camera or object motion can

be estimated by comparing neighbouring blocks. Motion is estimated by matching

blocks between successive frames. A block movement from one frame to another

would indicate object or camera motion. This framework can also extend histogram-

based algorithms to include spatial information. Where differences between frames

with similar over all distributions can be found. Examples of systems that implement

these algorithms include Boreczky & Wilcox (1998) and Chahir & Chen (1999).

To determine shot transition, the number of matching blocks within a localised neigh-

bourhood can be counted. A cut is then declared if there is not a significant num-

ber of matching blocks between successive frames. An alternative method to deter-

mine shot transition, is to count the number of similar blocks overall between adjacent

frames. Block-based algorithms can improve accuracy in existing pixel or histogram

algorithms. Although, the computation and time complexity of the algorithms will

increase dramatically.
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C.2.4 Decision Process

Given a comparison between two sequential frames, what methods are applied to deter-

mine shot change? The simplest step is to employ a predefined global threshold. This

cut off value can be used to determine if the difference between successive frames is

large enough to signify shot transition. There are however a number of disadvantages

with applying global thresholds. Thresholds can be particulary sensitive to localised

differences found in video such as excessive camera or object motion. For example, if

the threshold is low, a lot of false cuts would be identified as a result of object or cam-

era motion. While if the threshold is high, a number of subtle cuts would be missed.

A global threshold will become even more sensitive across (and between) video genre.

Genre such as sport, is characterised by fast object motion against an unchanging back-

ground (the playing field). While News broadcasts are more static, with little camera

or object motion. A global threshold suitable for all genres would be impractical. In

fact, a global threshold for one video file may not be transferable to another, no matter

of genre.

An active area of research for shot segmentation is the development of more intelligent

decision processes. Such as a dynamic threshold that adapts to the current video state.

One suggested solution is the ‘sliding window’ or ‘adaptive’ threshold. This technique

can adjust the threshold in response to localised fluctuations in frame difference cause

by motion. To calculate the dynamic threshold, frame differences within a localised

area (or window) are compared. Large frame differences in relation to the window

average, would indicate shot transition. This localised difference ratio will increase

or decrease relative to the current window characteristics, caused by camera or object

motion. From evaluation, it has been shown that algorithms that implement this type

of decision process improve accuracy over standard global thresholds (Browne et al.

(2000), Hanjalic et al. (1997a), Meng et al. (1995), Shin et al. (2000)). One particular

disadvantage with this approach is the choice of the window size. Small windows in

length will not provide a true reflection of the variation across a shot. While a large

window will ignore localised changes. Selection of the window size could also be

dependent on video genre.

An alternative to thresholding is to model the frame differences. Boreczky & Wilcox

(1998) implemented a Hidden Markov Model (HMM) framework which modelled pat-



Appendix C. An Overview of General Video Indexing 278

terns in histogram and block-based frame differences associated with shot transition.

Each hidden Markov state in the HMM was a representation of a shot transition, such

as a cut or fade. A video sequence parsed into shot units, by entering the sequenced

into the HMM. Where each frame is allocated to a state label such as cut, fade, camera

motion or normal state. This approach was evaluated across a small test collection and

was found to be more effective than a standard global thresholding strategy.

Vasconcelos & Lippman (1997) modelled shot length distribution and the relationship

it has with shot transition. The time period between shots closely followed that of the

Weibull distribution. The longer the time period after the last shot transition, the more

likely the probability of a shot change. Prior knowledge of the expected ‘arrival rate’

of a new shot was then integrated into the decision process for a standard shot segmen-

tation algorithm. To determine shot transition, the threshold is dynamically calculated

as a function of shot length distribution. For example, the longer the time period since

the previous shot, the lower the threshold would become. The algorithm was further

extended to include both shot length and shot activity1 as part of the threshold function

(Vasconcelos & Lippman (2000)). Overall segmentation results were improved when

compared to a standard global thresholding algorithm, where the analysis was recorded

over a small test collection.

It would appear that Vasconcelos & Lippman (2000) can provide a significant step for-

ward for shot segmentation algorithms. However, to really quantify the effectiveness of

combining both shot length and shot activity as priors in the decision process, further

comparison across a large and varied test collection is required. At present, there has

been no direct comparison of both this strategy and the HMM framework (Boreczky

& Wilcox (1998), against other techniques such as dynamic thresholding. Especially

over a larger test collection such as TRECvid (Smeaton & Over (2003b)).

As part of TRECvid, research groups run shot boundary algorithms over a large dataset

consisting of 4 hours and 51 minutes of video. The video files ranged in quality from

old archived video to high quality production. Overall results would indicate that algo-

rithms which implemented a combination of techniques, such as histogram difference,

block-based motion compensation and edge frame comparison performed best. Spe-

cific modules for problems such as flashlight detection also increased accuracy. Sig-

1Shot activity is the histogram distance between neighbouring frames. High shot activity can be a
result of object or camera motion. An increase in motion will also result in an increase in shot activity.
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nificant gains were also found in algorithms comparing frame differences at various

temporal distances, using a sliding window decision process. For full details on the

results please refer to Smeaton & Over (2003a) and Smeaton & Over (2004).

C.2.5 Summary

Systems that employ a combination of features alongside a dynamic thresholding

scheme provide the most accurate shot segmentation results. Comparing frames at

longer temporal intervals can also minimise the effect of camera and object motion.

The overall accuracy of current shot segmentation algorithms is impressive in domains

such as news (Smeaton & Over (2004)), with a variety of different algorithms research

high precision and recall across a large test collection. The future for shot segmenta-

tion algorithms would now appear how to modelling the different information sources

in an intelligent framework, which can adapt to the various problems found between

video genre. Problems such as constant changes in object and camera motion. Algo-

rithms such as Boreczky & Wilcox (1998) and Vasconcelos & Lippman (2000) might

provide the solution. However, these algorithms have not been rigourously evaluated

across large test collections as of yet. For further details for the problem of shot seg-

mentation, please refer to the review papers by Boreczky & Rowe (1996), Brunelli

et al. (1999), Koprinska & Carrato (2000) and recently Hanjalic (2002).

C.3 Keyframe Selection

Once the video has been segmented into shots, a widely applied technique is to extract

a representative frame(s) from each shot (Figure C.1), known as keyframes. Keyframe

selection is important to applications such as content browsing (Uchihashi et al. (1999),

Rui et al. (1999), Yeung & Yeo (1998)), video skimming (Del Bimbo (1999)), shot

grouping (Rui et al. (1999), Yeung & Yeo (1998)), genre identification (Fischer et al.

(1995)) and event detection (Adams et al. (2003)). Keyframes can be used to visualise

the shot content, an important technique for both indexing and browsing. Selecting

keyframes that are good representations of the entire can be a form of compression

for future indexing algorithms. Analysing a single keyframe(s) representation of a
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shot will reduce the volume of data to process to compare similarity between shots.

However it is important to select strong shot representations in order to minimise in-

formation lose. Techniques that process the entire number of frames in a shot are

expensive in terms of time and resources. Therefore many indexing techniques rely on

a selection of keyframes from each shot that reflect its content.

The simplest solution to keyframe selection is to choose the first or last frame in a

shot (Shahraray & Gibbon (1995)). The obvious advantage of this approach is its sim-

plicity, which is also its downside. By selecting the first or last frame, the possibility

of noise is high from gradual shot transitions, camera movement or even digitisation

errors (Boreczky & Wilcox (1998)). For many shots, the content does not become

clear until several frames into the shot, especially those that contain a fade, camera

pan or zoom. The first and last frames can become blurred or contain little visual in-

formation about shot content. Selecting the middle frame instead can minimise these

problems. Assuming that the overall shot content will appear towards the centre of the

shot, the middle frame would appear an appropriate selection. For TRECvid experi-

ments (Smeaton & Over (2003a)), the middle keyframe is selected for each shot.

This assumption will not always hold, especially when working with long shots. For

example, the middle frame of a long camera pan shot from one object of interest to

another, may not be the best representation of that shot. The middle frame will only

include the halfway point of the sequence, therefore missing out important detail. A

simplistic solution for longer shots is to extract several keyframes at specific inter-

vals. This type of keyframe selection is applied for IBM’s MPEG-7 annotation tool,

VideoAnnEx (IBM (2004)). The I frames from the MPEG-1 stream are extracted as

keyframes (see Appendix B).

The problem with the above approaches is that they work under the assumption that

more times than not, a correct representation from each shot will be selected. An

almost blind faith. An alternative to becoming a believer, is to develop intelligent

solutions. Yeung & Yeo (1998) extracted a sub-sample of frames from each shot,

using non-linear temporal sampling. The sample size extracted is related to the amount

of motion or variation within each shot, using a shot activity feature e.g. the average

colour histogram difference between successive frames. A small number of key-frames

are extracted during a static shot. As the shot activity increases, so does the number of
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keyframes selected. The advantage of this selection process is that information such as

shot activity and shot length are taken into consideration.

An alternative solution to sampling is to select the frame that is visually closest to all

frames in the shot (Zhang et al. (1995)). For example, the frame that has the closest rep-

resentation of the average histogram distribution for entire shot is selected. Conversely,

Brunelli et al. (1999) selected keyframes at various points along a shot where there was

a high degree of motion. Motion is again detected by analysing the shot activity. At

these periods of increased motion, the frame difference will increase. A keyframe is

selected at the local maxima of the motion period as well as the beginning and end.

This will provide a complete representation of the motion sequence, addressing the

problem of camera and object movement in relation to strong shot representation.

Overall it is more effective to apply intelligent techniques for keyframe selection.

Keyframes can be selected that provide an optimal representation for each shot, min-

imising information loss as a result of the data compression. These techniques are

however both time consuming and computationally expensive in comparison to the

more ad hoc approaches. Many real time systems implement these naive methods such

as the middle frame (Smeaton & Over (2003a)) or I frame (IBM (2004)) selection for

speed and efficiency. Ignoring the possible trade off in poor shot representation. At

present, there has been little research into the effect of this trade off, for both content

browsing and video indexing.

C.4 Structure Segmentation and Classification

Once a video sequence has been parsed and representative keyframes selected from

each shot. It is then possible to identify higher-level structures. The next level of

video structure being the scene (Figure C.1). A scene is characterised by a collection

of semantically related shots edited together within a video sequence. Shots can be

related by time, location, characters, content, context, etc. Across video genre there

are different representations of what a scene represents (Figure C.2). In cinematic

video this would be the process of segmenting the start and end point of each scene.

For news video, the start and end points for each news article would be located. In sport

a scene can be a tennis rally, a single play in American football, or an entire half in
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soccer. These semantically related units can then be labelled through content analysis.

I refer to this complete process of identifying logical units as structure segmentation

and classification, although for specific domains the task has been called as scene (film)

or story segmentation (news).

This process of segmenting scene structure is an important indexing step and as a re-

sult, a very active research problem. The importance of this problem is highlighted by

TRECvid. In 2003 one of the tasks included a news story segmentation experiment

over a large test collection (Smeaton & Over (2004)). Parsing a video file into scenes

will enable the retrieval and playback of coherent blocks. Segmentation of video into

logical units is useful for mapping structure. By segmenting and labelling structure a

table of contents can be generated, providing the user with an overview of the entire

video content. Also, when querying a news collection, independently segmented sto-

ries can be returned from a single query rather than the complete video file. An entire

video file can be many hours in length. A user browsing or querying a video file(s)

will not want to view the entire video file, just the relevant sequences. It would be

insufficient to return the entire program when querying a specific subject.

Structural segmentation and classification algorithms are still at an immature phase in

development. Currently there has been little large scale comparison of techniques ex-

cept for the TRECvid 2003 news story segmentation track (Smeaton & Over (2004)).

However these results are solely applicable to the domain of news. News story segmen-

tation algorithms benefit from the availability of closed captions and speech transcrip-

tions. The integration of audio and visual information sources can improve existing

text segmentation algorithms.

For domains such as sport, automatic transcriptions or closed captions are not so read-

ily available for a variety of reasons. As I illustrate in later chapters, the soundtrack

for sport is very noisy. The speech found in sport is in conversational form rather

than scripted, well spoken speech found in news. News readers by profession must

have clear and concise pronunciation. Current automatic speech transcription systems

decrease dramatically in accuracy when faced with difficult soundtracks such as sport.

Therefore using audio and visual information has more importance in domains outwith

News.

In this section, I concentrate on existing research into structure segmentation and clas-
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sification using audio and visual information. These techniques can be grouped into

a number of categories. These include scene segmentation algorithms based on linear

searching and clustering algorithms. Segmentation algorithms using production values

and structural segmentation and classification algorithms that apply statistical models.

C.4.1 Linear Search and Clustering Algorithms

These techniques work under the main assumption that semantically related shots from

the same structure will contain visual similarities. As part of cinematic production

visually similar shots are repeated to display aspects such as character dialogue. Both

linear search and clustering algorithms compare the similarity of shots, grouping those

shots that share similar characteristics. For linear search algorithms, a ‘window’ is

introduced to determine how far ahead the algorithm should compare shots to locate

similar patterns. The main concept is to compare the current shot(s) in a scene with a

future number of shots. A scene transition is then located, when the following shots

are not visually similar to the existing shots in the scene.

Examples of linear searching techniques include an ‘expanding window’ (Lin & Zhang

(2000)), and the ‘Likelihood Graph’ (Hanjalic et al. (1997b)). The ‘expanding win-

dow’ algorithm compares the visual similarity of each new shot to existing shots in a

current scene. If there is a strong resemblance then the shot is absorbed into that scene.

Shot similarity is measured by comparing the correlation of the dominant colour his-

tograms found in the scene, weighted by the frame distance between the two shots.

The further apart the two shots are the less likely they are to belong to the same scene.

If no new shots are absorbed at the limit of the expanding window, a scene transition is

flagged. Hanjalic et al. (1997b) implemented an alternative approach to the ‘expanding

window’. A ‘likelihood graph’ was calculated, which contains the visual ‘likeness’ of

neighbouring shots. To build a likelihood graph, the current shot is compared to a fol-

lowing number of shots. Scene transitions are represented by sharp peaks in the graph,

where there is little visual similarity between neighbouring shots.

Rui et al. (1999) group shots using a two stage unsupervised linear clustering algo-

rithm. The first stage of the clustering algorithm is to place each shot into an existing

or new group, based on visual similarities. Time is used as a weighting measure to
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bias visually similar shots that are temporally far apart. New shots are then compared

against the last shot merged into each group. The value for the most similar matching

shots is calculated and measured against a group threshold. If the value is above the

threshold, the shot is merged into the group. Otherwise a new group is created. The

second stage of the process is to compare groups using a scene threshold. If the new

group similarly measure is above the scene threshold, a scene transition is recorded.

Hierarchical clustering algorithms can also been applied to structure segmentation. Ye-

ung & Yeo (1998) cluster shots with respect to visual and motion characteristics, where

time is used as a constraint during the clustering phase. This constraint prevents visu-

ally similar shots that are temporally far apart to be grouped together. The constraint

is in the form of a threshold, were temporally far apart shots have their similarity mea-

sure reset. The hierarchical clustering is stopped when the distance between the next

two shots exceeds a predefined threshold. Where shot similarity is calculated by com-

paring the histogram difference between representative keyframes. A Scene Transition

Graph (STG) is then generated to display the relationship between shots and scenes.

The STG displays visually similar clustered shots as well as the interactions between

clusters. Scene transition is identified when there is a temporal transition from one

group of clusters to another. Veneau et al. (2000) implement the same approach, using

time not as a constraint but as a weight in the similarity scores. By doing so, they can

avoid experimentally define a threshold for the time constraint.

There are many problems associated with linear search and clustering algorithms. An

obvious problem is the assumption of shot repetition. For the algorithms to work, it is

important that the assumption of shot repetition as a production value does hold. These

algorithms fail when a shot belonging to the current scene does not visually resemble

the previous shots from that scene. During a scene there is a strong possibility that

camera angles will not be repeated such as an establishing or cut-away shot. Without

shot repetition false transitions will be marked. Subtle changes in a scene, including

the introduction of a new character, camera position or a telephone conversation will

also result in false transition. Scene boundaries can also be missed if two semantically

independent structures contain visually similar shots. To solve these problems it is

important to inject further domain knowledge into the algorithms, as well as other

information sources such as audio.
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C.4.2 Ad Hoc Segmentation Based on Production Clues

An alternative strategy to grouping shots based solely on visual similarity, is to utilise

prior knowledge of production clues in the video generation process. For cinematic

video these clues can include the appearance of a fade, dissolve and changes in back-

ground sound in the audio track. Aigrain et al. (1997) implemented a technique to

segment video into scenes through a set of heuristic rules based on production values.

It was assumed that each scene transition was marked by a collection of descriptors.

For example, a shot fading into black would be an indicator of scene change. During

shot segmentation, gradual transitions were tagged as the start and end points of each

scene unit. The algorithm was only successful if these simplistic production rules were

followed. Given the artistic nature of cinema, production rules such as these are often

broken. Although as part of an integrated algorithm using other indicators, these clues

can be an important clue for structure identification.

In specific domains such as News, heuristic rules based on production values can be

employed with a higher degree of confidence. An important clue for news story seg-

mentation is the detection of the anchor-person. The role of the anchor-person (or

people) is to create a smooth transition between reports, introducing context. Thus

the detection of anchor-person shots is an important indicator to the location of each

news report boundary. Anchor-person shots are filmed in a studio and remain static

throughout a news broadcast, using the same location and camera settings. As a result,

there is a high degree of similarity between anchor-person shots.

To detect anchor-person shots, Browne et al. (2003) cluster all shots in a news pro-

gramme by calculating the visual keyframe similarity. Shots are grouped if the corre-

sponding keyframes exceed a cosine similarity threshold. Similar to the Veneau et al.

(2000) shot clustering algorithm, the similarity measure is weighted by the temporal

distance between shots. A set of heuristic rules are then applied to identify those clus-

ters that represent the anchor-person group(s). To label a group as an anchor-person

cluster, the cluster statistics must meet a set of predefined thresholds. These statis-

tics are the mean temporal distance between shots, the mean visual similarity measure

and the mean shot length. Anchor-person shots are spread out across the news broad-

cast, showing a high degree of visual similarity and span a long enough time period to

introduce the next news report.
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Anchor-person shots contain a person speaking directly into a camera, so a face detec-

tion sensor can also be applied in the detection process (Browne et al. (2003)). The

sensor analysed keyframes for skin pixel values, outputting a probability score. A high

score indicating a high degree of confidence that a shot contained a human face. A

third information source that can be used for anchor-person detection is shot activity.

It can be assumed that an anchor-person shot will be static, with little object or camera

motion. Browne et al. (2003) measured shot activity by analysing the motion vectors

extracted from the MPEG-1 stream (see Appendix B)). Across a shot, the P-frame

with the lowest ratio of P-macroblocks was used to represent shot activity.

The output from all three features were then combined using a Support Vector Machine

(SVM). The SVM is a non-parametric classifier that combine evidence from a number

of information sources. SVM is applied to determine which shots are anchor-person

shots. Once the anchor person shots are labelled, the news show is then segmented

into reports. Boundaries are assumed to be the start and end points of each anchor-

person shot. For example, an individual news report will span from the end of one

anchor-person shot to the beginning of the next. These visual features (Browne et al.

(2003)) were shown to improve segmentation accuracy over a standard text-based seg-

mentation algorithm using automatically transcribed speech scripts. Across the large

TRECvid collection, segmentation boundaries were detected with 33% recall and 49%

precision. However, integrating the visual features with a text segmentation algorithm

had a detrimental effect (recall 29% and precision 45%).

Hauptmann & Witbrock (1998) apply similar common production traits to segment

news structure, using a combination of both audio and visual clues. These features

also compliment an existing text-based segmentation algorithm using closed caption

and speech transcripts. Anchor-person detection is implemented by grouping visual

similar shots using colour similarity. A face similarity sensor is also applied to group

shots further. News stories boundaries are then detected using the anchor-person shots

as a guide. The difference between systems is that Hauptmann & Witbrock (1998) also

detect the start and end point of advertisement segments. For efficient news retrieval,

it is important to annotate news with non-news stories and remove advertisement se-

quences.

The start of each advert sequence is normally accompanied by a series of black frames
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and a dip in volume. Hauptmann & Witbrock (1998) implemented a sensor to detect

black frames, using a threshold to determine how close a current frame is to black. By

analysing the signal to noise ratio of the audio stream silence breaks are also detected.

Where a threshold is applied to determine how quiet the audio track is. However,

black frames accompanied by silence, are often found at the start and end points of

other structures such as news reports. So to identify and label advertisement segments

a set of ad hoc heuristic rules were outlined. Advert sequences are labelled if there

is an occurrence of short, regular intervals of black frames and silence, over a period

of time. It is assumed that each advert will be of a minimum length, accompanied by

these features. On the other hand, news reports will span longer time intervals. Across

13 complete news shows, the algorithm missed 15% of news story boundaries.

The advantage of these news story segmentation algorithms (Browne et al. (2003),

Hauptmann & Witbrock (1998)) is that they utilises prior information to detect struc-

ture. Unlike the clustering-based algorithms for cinematic video, assumptions based on

news production values will often hold. Using clues found in show production, impor-

tant structure can be mapped. The downside of these algorithms are their reliance on

predefined thresholds and rules. Thresholds do not generalise well within and across

news programmes. A threshold value for one news report may not often transfer across

to another. For example, assuming the anchor-person shot is a rigid guide to the start

and end point of each news report, can result in a lot of useful information being lost.

Information such as the story introduction and context. This information is ignored

alongside individual stories that are contained solely within the anchor-person shot.

A possible solution to the rigid, inflexible nature of heuristic rules, is the process of

statistical modelling.

C.4.3 Statistical Modelling

Clustering and linear search algorithms can discover basic structures by grouping vi-

sually similar shots (Rui et al. (2000), Yeung & Yeo (1998),Veneau et al. (2000)).

These grouping algorithms however experience problems when recognising complex

structures such as a scene or story unit, if the assumption of shot repetition does not

hold. To improve such algorithms, it is possible to apply further heuristic rules based

on production value assumptions to identify structure and label content. Through the
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understanding of video production, systems can utilise domain knowledge to improve

accuracy. The domain of news is an example of this, where a set of ad hoc rules can be

defined to map structure (Hauptmann & Witbrock (1998), Browne et al. (2003)).

The disadvantage with using a set of ad hoc rules is that often these algorithms fail

due to variation found across video. To avoid the problems associated with the above

techniques statistical modelling algorithms have been applied. Statistical modelling

can be employed to recognise patterns found in video associated with known content.

The advantage with statistical modelling is that a degree of content variation can be

captured in the model. It is assumed that statistical models can recognise common

patterns and structure in spite of the inevitable variations found across video (Wolf

(1997)). Employing these models can be seen as an extension of defining rules based

on prior knowledge of video production.

Wolf (1997) developed a very simplistic stochastic modelling framework to parse cin-

ematic video structure into dialogue scenes, where a dialogue scene was considered to

be an on-screen conversation between two or more people in a single location. First

shots were classified using a face sensor into three types; close up, establishing and

master shot. A detected face covering a large ratio of the current key frame was la-

belled as a close up shot. If the detected face(s) was smaller than this ratio, the shot

was labelled as a master shot. A shot with no detected face was labelled as an estab-

lishing shot. These shots are employed to provide the viewer with some scene context

such as location information. A three state HMM modelled the temporal relationship

between these three shot types in relation to a dialogue scene. Each state corresponded

to a pattern associated with a dialogue. For example, it is common for dialogue scenes

to begin with an establishing shot, followed by close up shots of people talking, inter-

spersed with master shots. This framework provided a simple method of recognising

dialogue scenes but the accuracy of the HMM framework was not empirically evalu-

ated.

A follow up study integrated further audio and visual information to detect dialogue

scenes (Alatan et al. (2001)). Alongside the face detection sensor, visual patterns were

analysed to determine a change in location. The audio stream content at each shot

was also labelled as either silence, speech or music, by thresholding the audio energy.

A token generater combined the output of the three sensors and then entered into a
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HMM. Where the HMM segmented new video sequences into dialogue, transitional

or establishing scenes. To do so, the HMM was trained on manually labelled video

sequences learning the patterns associated with each scene. Combining the audio and

face detection features produced the most accurate segmentation results, with the au-

dio feature on its own indicating favourable accuracy. The overall value of using the

HMM framework for segmentation and classification was the ease in which features

from different modalities can be integrated to segment and label structure. The scene

patterns from many video files could also be used to train the HMM.

HMM have also been applied for news story segmentation and classification. Eickeler

& Muller (1999) segment broadcast news sequences into semantic units modelling pat-

terns found in the visual and audio stream. A HMM is generated for each specific con-

tent found in a news program such as a news report, anchor-person, weather segments

and interviews. Where each single HMM is a statistical representation of the feature

patterns associated with a specific content class. Examples of the visual information

used include frame colour distribution and motion intensity. 12 Cepstral Coefficients

were also extracted from the audio stream (see Chapter 5.5) to be used as part of the

feature set. Each single HMM was then combined into a unified Superior HMM frame-

work, which segmented and classified new video sequences. Across a small data set,

this approach was accurate in detecting and labelling news video structure from various

TV networks, with an accuracy over 90%. Anchor-person, news reports and interview

segments were labelled 99%, 96%, and 92% correctly, however correct classification

of weather segments was not so accurate (80%). This was a possible indication that

either the visual and audio features, or HMM was not as well tuned for identifying

those segments.

As previously discussed, in the 2003 TRECvid (Smeaton & Over (2004)), a dedicated

experiment focused on segmenting and labelling news from non-news stories (e.g. ad-

vertisements, weather reports). Many of those algorithms applied ad hoc rules based on

common production traits for structure segmentation. In comparison to Browne et al.

(2003), Chaisorn et al. (2003) applied a two layer framework for news story segmen-

tation. Shots from the news video were first labelled into one of 12 categories, which

constitute a news broadcast. After shot classification, a HMM segmented the video file

into individual news reports. Similar to Eickeler & Muller (1999), the list of shot cate-

gories is comprehensive, covering anchor-person, speech, interview and weather shots,
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as well as shots containing financial, sport, commercial and live reporting sequences.

Unlike Eickeler & Muller (1999), instead of directly generating single HMMs that

represent the audio and visual patterns for each class, Chaisorn et al. (2003) used a

decision tree to first classify each shot. After shot classification, the entire shot label

sequence for a news video is entered into a HMM for segmentation. The input vector

for the decision tree contained 6 discrete features; the output of an audio-based neural

network classifier, labelling content into speech, silence, background noise or music;

shot activity; shot duration; a pixel skin-tone face sensor; camera shot type sensor

similar to Wolf (1997); and a superimposed text caption sensor. Using a training col-

lection, the decision tree classifier recognised the feature patterns associated with each

shot type.

A news video file was then segmented into reports using a combination of a four state

HMM and heuristics. First the HMM found the transition locations between one logi-

cal sequence and another. Input into the HMM was a two dimensional discrete feature

vector, where an appropriate shot tag and a binary location change code (yes or no)

was associated with each time point. Similar to the dialogue scene HMM (Alatan et al.

(2001)), this news HMM models the typical patterns associated with a transition from

one scene to another. After segmenting these logical units, heuristic rules are then ap-

plied to determine if scene unit is a news report or not by analysing the first and last

shots of each candidate sequence. If the first shot is of an anchor-person followed by

shots that are not labelled as advertisements, then a news report is tagged.

Across the 2003 TRECvid collection, Chaisorn et al. (2003) were able to detect the

news report boundaries with a high degree of accuracy (73% recall and 76% preci-

sion), using both the audio and visual features. The system significantly outperformed

Browne et al. (2003), where the best run was a 33% recall, and 49% precision. Overall,

Chaisorn et al. (2003) was the best performing news story segmentation algorithm. It

would appear that the occurrence of both audio and visual features in a framework such

as HMM, improved results over heuristic approaches (Browne et al. (2003)). It would

be difficult to assess if the significant gains in accuracy were a result of audio inclu-

sion, a classification framework such as the decision tree or by the HMM segmenter.

Although the authors did note that both the face and audio features were found to be

most important for discrimination.
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C.4.4 Discussion

From reviewing the literature, it would appear that using techniques such as shot group-

ing or clustering alone, are not flexible enough for the majority of video domains.

Defining rules based on video production clues can improve the accuracy of these tech-

niques, injecting a degree of prior knowledge about video generation. However these

heuristic rules do not generalise well within and across domains. Recently heuristic

rules are being replaced by statistical modelling of video content for structure segmen-

tation. These frameworks are the starting point for algorithms that can begin to capture

variation in video, as well as integrate features from different modalities. Integration

of audio information into the modelling framework provides greater discrimination be-

tween structures (Chaisorn et al. (2003)), and in some cases is more accurate than using

visual features (Alatan et al. (2001)). Statistical models such as HMM, can also pro-

vide a way of modelling the almost random and constantly changing nature of video.

For example, assumptions such as visually similar shots will not always hold. There-

fore a flexible decision process is required that can integrate some degree of leverage

into the decision process, modelling the variation found across video.

Although there has been little direct comparison between shot grouping and statistical-

based techniques, there is some evidence that they are more accurate. Currently there

has been no large scale comparison of techniques except for the TRECvid story seg-

mentation track (Smeaton & Over (2004)), solely for the domain of news. However,

statistical modelling does allow for a less rigid solution to structure segmentation in

comparison to defining a set of ad hoc rules. Systems that utilise statistical models are

still at an immature phase in development. For example, the advantage of the system

by Eickeler & Muller (1999) over Chaisorn et al. (2003) is that individual segments

such as news report, weather forecast and interview can be segmented and labelled in

a single pass, with a high degree of accuracy. There is no real evidence to suggest this

HMM implementation is more accurate than a two stage approach, where the TRECvid

experiments are the only current direct comparison between structure segmentation al-

gorithm across a large and varied test collection. This is an area I wish to investigate in

some depth as part of the thesis. In particular how to model the wealth of information

found in audio appropriately, for structure segmentation and classification of sports

video. Many works indicate that audio was a vital feature source, and in some cases
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the most important component in the system.

C.5 Genre Detection

In the manner in which current video data is archived, it is very common for video

files to contain programmes from more than one genre. It is desirable to label the

genre for each programme first. This classification is important for a variety of reasons

such as efficient storage by category, and for indexing of high level concepts, where

algorithms can be optimised using domain knowledge. As illustrated in the previous

section, algorithms that map video structure will differ across domain. For example,

clues in production vary across cinematic video, news and other domains. News will

follow a very rigid set of rules that can be used to identify structure, while cinema will

allow for relaxation of set rules. This segmentation and labelling of video programmes

into appropriate categories is called genre detection (Figure C.1).

Shot length and activity are important information sources genre detection. During

the editing process, stylistic features can be integrated into the video such as rhythm.

By editing a number of quick, short fast shots together, the editor can build a sense of

excitement. While longer, static shots can bring life to an emotional dialogue. Many

advert sequences are edited together with a number of quick shots to hold the viewers

interest. On the other hand, documentaries or news footage is edited together with

more static shots, which convey information to the viewer avoiding distraction. All

these clues are useful for identifying genre.

Vasconcelos & Lippman (2000) visualised cinematic movies in a two dimensional fea-

ture space of shot length and activity. In cinema, rhythm is an important tool to portray

emotion. To build suspense or tension, long slow moving camera shots are employed.

Quick short shots, with a lot of object and camera activity, are employed to portray ex-

citement or action. Calculating the mean shot length and activity statistics from a col-

lection of movie trailers, films were mapped in the 2-dimensional feature space. Each

film was provided with manually labelled tags from one of three categories; action,

romance/comedy or other. From the results, the authors discovered that the majority of

trailers from each category, were found to have populated different areas in the feature

subspace. This would suggest classifiers could be developed to automatically label fu-
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ture trailers into these simple categories. It would be interesting to find how effective

this feature space technique would be to label entire films accurately, where it is likely

that shot length and activity would vary over the course of a film.

Audio and visual information have also been applied to label genre. Fischer et al.

(1995) use audio, visual as well as motion information alongside features such as shot

length and activity. Integrating sensors that detect the occurrence of speech and music,

video programmes are labelled into news, motor racing, tennis and cartoons categories

following a set of ad hoc heuristic rules. These rules are based on previous knowledge

of the production techniques for each genre, where a style profile of the features from

each genre was created. For example, motor racing will contain high shot activity and

background sound. The results illustrated a high degree of discrimination between

genre when labelling new video sequences. It would be of interest however to discover

how accurate this technique would be across a selection of more varied genre. The cur-

rent categories appear to be hand-picked for their very different production styles. To

illustrate this point, the style profiles may be too rigid to adapt to genre with less subtle

differences between them such as news and documentaries, or tennis and football.

Roach & Mason (2001) also classified video files into five broad categories; sport, car-

toon, news, advertisements and music videos. A statistical classifier named the Gaus-

sian Mixture Model (GMM) was applied to model both audio and rhythm features.

Test sequences of 25 seconds in length were classified, from a test collection contain-

ing 8 minutes of video sequences from each of the 5 classes. Using audio alone as

an information source was shown to be effective in differentiating between Sport and

News files but not so accurate in labelling sequences from the remaining three groups.

Integrating rhythm information improved classification performance for cartoon and

commercial groups, but results deteriorated for the remaining genres. It would be of

interest to analyse how accurate applying a Hidden Markov model framework to model

the temporal properties of both the dynamic and audio features would be in comparison

to the GMM, where a GMM classifier can be considered a single state HMM.

Wang et al. (2000) begin to answer this question by applying a HMM to label video

sequences into categories such as news, sport and weather. A HMM from each genre is

generated modelling simple statistics gathered from the audio stream. This approach

was able to discriminate well between sub-genre of sport (basketball and American
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football) but was not so accurate labelling news or weather sequences. This could be

due to a number of factors such as the audio sequences being divided into small seg-

ments and then classified. These small segments might not contain sufficient enough

information for accurate classification. The audio statistics extracted may not be suit-

able for discriminating between complex classes such as news and weather. The pa-

rameter selection for each HMM model also appeared to be ad hoc, where only a small

number of hidden states were selected to model large, complex and varied genre.

The framework was then extended to include simple visual and motion features such

as colour and shot activity (Wang et al. (2000)). Separate HMMs for each genre class

were generated for both visual and motion features. Using the visual information

alone, classification accuracy was increased for American football and advertisement

sequences, but deteriorated for the remaining classes. In the case of news, dramati-

cally, where the majority of clips were labelled as advertisements. It would appear

that the dominant green pitch found in American football was important for improving

discrimination between other classes. Advert sequences are also very colourful in na-

ture, an indicator as to why many other categories were falsely labelled into this group.

Using motion features alone improved the classification of news reports over the other

modalities. Motion appeared to be a more accurate information source compared to

visual features but not audio.

The HMMs from each modality were finally combined into a single classifying frame-

work (Wang et al. (2000)). For each new sequence the likelihood score from the three

HMMs representing the different modalities were summed together. New video se-

quences would then be labelled into the genre class that produced the highest overall

likelihood score. By integrating the features, classification accuracy for the majority of

classes was improved, however classifying weather sequences was found to be more

accurate when using audio alone.

The system by Wang et al. (2000) is at a very early stage where simplistic HMMs were

generated for each class using a variety of features. It is clear that by even combining

the features from different modalities using a simple framework, gains in accuracy can

be achieved. It would be of interest to investigate in more detail HMM model gener-

ation and feature selection for each modality separately first. Greater accuracy could

well be achieved through the identification of features that contain greater discriminant
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information, which are modelled well by optimally selected models. By also investi-

gating the suitability of a range of statistical models, different information sources

may be better modelled by different frameworks. It is clear that audio is an impor-

tant role information source for content-based indexing. For this thesis, I concentrate

on this task, where audio appears to contain a high level of discriminant information

that can be well modelled by statistical frameworks. These different modalities, once

optimised, can then be integrated into a powerful indexing tool.

C.6 Event Detection

Event detection is the process of identifying important incidents within a video file.

This process is very much domain specific, where the notion of key events will differ

across genre. For example in surveillance video, recognising threatening or suspicious

human behaviour is important. Alarm systems can be developed by detecting unusual

behaviour such as a car driving in the wrong lane in a busy road (Porikli & Haga

(2004)). On the other hand, detection of scoring sequences would be the main area of

interest for sports video. The common factor across domains is the detection of key

incidents that can be used to summarise video. By doing so, limiting the volume of

information a user has to browse. The aim of event detection algorithms is to identify

moments or incidents that are important for summarisation and highlights generation,

encompassing many methods and solutions.

Event detection can also be useful for both ‘query by example’ and keyframe selection.

For example, sample clips of a rocket ship taking off can be used to find other similar

incidents in a large test collection (Adams et al. (2003)). During keyframe selection,

frames can be selected at points where events occur, providing an intelligent highlights

summary to the user (Figure C.3). In this section, I provide an overview of a number

of event detection algorithms from a variety of video genre.

C.6.1 Event Detection Systems

Haering et al. (1999) extract colour, textual and motion information to detect animal

hunt events in wild life documentaries. To do so, low level visual features are used
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Figure C.3: Example of a keyframe browser

to classify descriptors found in a shot. A neural network classifier then determines

the content found in a shot using descriptors such as object type (animal, rock or tree)

and spatial information (indoors or outdoors). Motion information is also applied to

detect and track moving blobs. This prior domain knowledge is gained by using wild

life footage to train the neural networks. A further level of processing then determines

which video sequences contain hunt events, using domain specific event inference.

For hunt events domain specific event inference would be, event sequences that con-

tain shots which exhibit smooth but fast motion. This motion would contain objects

similar to an animal, followed by slower shots with little animal motion as a result of

animal slowing down (e.g catching the prey). These rules are in the form of a state di-

agram, used to validate candidate shot sequences that might contain hunts. If the video

sequence follows that of the state diagram, it is labelled as a hunt sequence. 7 wildlife

hunts were used as part of a test collection, where 6 out of 7 hunts were detected with

a high degree of precision.

Garg et al. (2003) use audio and visual information to recognise explosion events in

film sequences, a useful indicator for action sequences. Automatic detection of these

events can provide automatic highlights of film in a video on demand system. The au-

dio and visual features for explosion events are modelled using a probabilistic frame-

work called Multijects. A Multiject can be seen as a type of decision tree, where each

node is a concept in a video sequence. Each concept is modelled by a set of low level

features. For example an explosion can be recognised by a loud increase in volume,

and bright yellow or red colours. Once these features are entered into the Multiject,
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a probability score is returned for potential concepts, where explosions are used as a

simple example. Across 9 video sequences, over 85% of explosion events were cor-

rectly identified, outperforming a standard HMM. The framework is still at an early

phase in development but it would be of interest to analyse how effective the Multiject

framework is across a variety of more complex events, and across a more varied test

collection. Also, the traditional HMM that was selected as comparison was generated

in an ad hoc manner, with little focus on optimal parameter selection. It would be of

interest to measure the performance of the Multiject framework in comparison with an

optimally selected HMM or other statistical frameworks.

Adams et al. (2003) detect the event of Space rockets blasting off in video sequences

provided by NASA2, using both audio and visual information. The authors compared

Support Vector Machine and GMM classifiers for classifying visual information, and

GMM and HMM classifiers modelling audio information. Event detection was taken

as a two class problem, where a specific event occurred or did not occur in a shot.

Visual concepts such as the shape of the rocket object, occurrence of fire and smoke

(from the engine) and the event taking place outdoors, were all used. Audio clues such

as the rocket ship noise (explosion) were used to identify the event. The SVM classifier

was found to be more accurate detecting visual concepts such as the Rocket shape and

fire / smoke events, than the GMM. And for audio, the HMM classifier was found to

be more accurate in detecting explosion sound than the GMM.

By integrating the different modalities, labelling of the Rocket launch event was im-

proved, when compared to using classifiers from single modalities (Adams et al. (2003)).

Where both SVM and a Bayesian network were compared for fusion. There was no

significant difference overall between fusion strategies, with the SVM framework clas-

sifying events with 1% more accuracy, 63% of all events. When compared to using a

HMM modelling the audio track, there was an improvement of 7%, with the HMM

correctly classifying 56% of the events. The SVM using visual features was only 39%

accurate. It is clear that on its own, using audio inside a HMM framework is a pow-

erful tool for event detection, where integration of other modalities can significantly

improve results further.

2This was a query by example task in TRECvid2002 (Smeaton & Over (2003a))
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C.7 Summary

Video indexing is an important process for the automation of current labour intensive

annotation methods. Recent advancements in identifying structure and content found

in video automatically, has begun to help minimise the human workload for annota-

tion. From reviewing the state of the art, it would appear that both audio information

modelled statistically is a popular indexing method. Audio information is an important

information source for indexing video structure that can be well modelled.

Even within genre, video can vary a lot. Defining a set of ad hoc heuristical rules were

found to be too rigid for accurately identifying structure in video. Integrating prior

knowledge into the indexing process has been shown to help map some structures.

However, there is a need to integrate some form of leverage to counter act variance

found in video. This is why statistical modelling has been successful.

Chapter 2 introduces the concept of applying domain knowledge to automatic annota-

tion tools specific to the domain of sport.
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Annotation

This section introduces the annotation labels that were used to generate the test col-

lection data. Labelled samples were required for both model training and testing. Ta-

ble D.1 was a high level annotation locating the boundaries between the main semantic

structures. Both segment boundaries and the segment label were recorded. Table D.2

was a more in-depth annotation for the three main semantic structures Advert, Game

and Studio. Sub-structures such as speech, music and silence were labelled.

299
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Code Content

BBC Captured from BBC

ITV Captured from ITV

1 Opening Titles (music only)

2 Closing Titles (music only)

3 Studio

4 Reports

5 Press Interviews

6 Musical Segues (these would normally include music

and speech)

7 Studio Interviews

8 Game

9 Exciting Events

10 Stadium Interviews

11 Music Inside the Stadium

12 Advertisements

Table D.1: High-level annotation labels
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Code Class Contents

Code Class Contents

A-SIL Advert Silence

A-S Advert Speech

A-MS Advert Music + Speech

A-M Advert Music

A-SE Advert Sound Effects

CN Game No Speech + Low Crowd Sounds

SN Game Speech + Low Crowd Sounds

SC Game Crowd Chanting / Singing + Speech/No-Speech

CC Game Crowd Cheering / Excited Speech

MS Game Music in Stadium

W Game High Pitched Sounds / Whistle

Event Game Reported Event

S-SIL Studio Silence

S-S Studio Speech (Male)

S-Sf Studio Female Speech

S-M Studio Music

S-MS Studio Music + Speech

S-SE Studio Sound Effects

Table D.2: Low-level annotation labels
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TV Broadcast Channel Comparison

Experiment

E.1 Introduction

A small experiment was performed before the major experiments in Chapters 6, 7, 8, 9

and 10. The experiment compared sequences from both the BBC and ITV channels to

evaluate if there was any differences, particulary in the Game sequences. This experi-

ment was to test the hypothesis that indexing algorithms could be developed that would

generalise across broadcast channels. If any difference in the audio stream was found

between content classes such as the Game and Studio sequences, then indexing algo-

rithms would have to be developed separately for each channel. If the assumption was

proved that there was no significant difference in recording quality between seman-

tic classes from different channels, then the indexing algorithms could be generated

independent of TV channel.

E.2 Experimental Results

A GMM modelling both the Studio and Game classes were generated for each channel.

This was to test the hypothesis that there was no significant difference (except for

advertisements) in audio recording between both channels, BBC and ITV. The GMM
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models representing each channel were generated using labelled training. Both models

were then evaluated over a test collection, with labelled samples from both channels,

where the maximum likelihood criterion was used for classification. Both models were

measured using classification accuracy.

BBC ITV

BBC 0.5188 0.535

ITV 0.4812 0.465

Table E.1: TV channel comparison results

Table E.1 presents a summary of the results from the experiment in the form of a

confusion matrix. The total percentage of samples classified correctly are in bold, and

the remaining two entries represent the total percentage of falsely labelled samples.

Both GMM models classified approximately 50% of test samples correctly. This was

evidence to suggest that there was little difference between audio recording across both

TV channels. It was assumed that the GMM classifiers appeared to be modelling sim-

ilar content, which resulted in low classification accuracy for both models. A similar

result could be repeated by randomly assigning new test samples to one TV channel

or another. This result satisfied the assumption that the similar semantic content from

both TV channels could be represented by the same statistical model.
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Content Analysis Results

This section provides extra results and findings from Chapter 7.

F.1 HMM Experiment Plots

Plots from the state selection experiments. Both figures contain extra information con-

cerning the 15 runs for each experiment.

F.2 HMM Experiment Tables

In this section are two examples from the automatic content analysis investigation.

Each table provides a summary of the content recognised automatically by the HMM

for one video file. Each one second unit was assigned to a hidden state label. Then

the audio track for each file was physically segmented into one seconds files that were

grouped according to the state label. These audio clips were then inspected, recording

the findings in a form similar to Tables F.2 and F.2.
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Croatia versus Mexico (BBC1)

State# Classes Summary of content found

1 Game Crowd clapping, player shouts, incomplete commentary

speech

2 Game General crowd sounds such as chants, singing, drums,

clapping, boo, whistling. Incomplete commentary speech

3 Game Speech + crowd clapping

4 Game Speech + crowd booing, Speech + crowd chants

5 Game Speech + general crowd sound

6 Game Excited Speech + clapping. Crowd Cheering + Excited

speech.Events including Goal + Red Card

7 Game General or low crowd sounds. Air horn

8 Game National anthem

9 Game Speech + low crowd sounds

10 Game Incomplete speech + chants. Air horn

11 Studio, Studio Int Speech (male and female)

12 Game Low crowd sounds

13 Game National Anthem + incomplete speech

14 Game National Anthem, tannoy announcement. Speech + sta-

dium annoucements

15 Game Crowd clapping + low crowd sounds

16 Studio, Report Speech, Speech + ambience sound

17 Game Speech + crowd singing

18 Game Stadium sounds (drums) + chants + incomplete speech

19 Studio Speech

20 Game, Report National anthem, Speech+Music

21 Press Int, Report Speech +Music, Outside report plus shouting in report.

Press Interview

22 Report, Game Speech + Whistle, crowd booing + whistling, Referee

whistle, Speech + music

23 Report, Music Seg’ Music

24 Report, Studio Incomplete speech, silence, music

25 - -

Table F.1: File: Croatia versus Mexico, BBC1
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Portugal versus South Korea (ITV1)

State# Class Summary of content found

1 Game General crowd sounds, crowd chanting

2 Game Crowd sounds, chants + incomplete speech

3 Game Speech, tannoy announcement

4 Game Speech + crowd chants

5 Game Speech + general crowd sounds

6 Game Excited speech + clapping, excited speech + crowd

cheering.Events including Goals

7 Game Speech + general crowd sounds

8 Game General crowd sounds

9 Game, Studio Speech, speech mixed with crowd sounds

10 Game Speech + crowd chants

11 Studio Speech

12 Game Low crowd sounds (no speech or cheering)

13 - -

14 Ads, Studio, Report Speech. Speech + noise mixed in. Interviews (clean

speech)

15 Game National Anthems, crowd clapping + chanting

16 Studio, Studio Int, Press IntSpeech, incomplete speech plus laughter. Interview

speech

17 Game Int, Studio, Report Speech + noise, speech + game noise mixed in

18 Game Crowd chants + clapping

19 Ads, Studio Speech

20 Game National anthems

21 Ads, Reports Music + speech, Speech + sound effects

22 Ads, Game Speech + tannoy, high pitch cheering + national an-

them, crowd whistling, music, sound effects, Ref-

eree whistle

23 Ads, Reports Music, music + sound effects

24 Ads, Studio Music + speech, sound effects. silence, incomplete

speech

25 Ads Silence, incomplete speech

Table F.2: File: Portugal versus Korea, ITV1
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Figure F.1: Finding the optimal number of states on the synthetic data. The blue line

is the mean. The red dotted line indicates the 15th state added to the HMM. The error

bars represent the standard deviation for each state across the 15 runs.
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Figure F.2: Finding the optimal number of states on the real data. The blue line is the

mean. The red dotted line indicates the 25th state added to the HMM. The error bars

represent the standard deviation for each state across the 15 runs.
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Model Selection Extra Results
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Figure G.1: For the Game class. A comparison of each strategy for hidden state se-

lection. Notice, both the AIC and BIC scores create a peak, while the likelihood score

continues to increase.
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Figure G.2: A comparison of each strategy for hidden state selection for the Studio

class.
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Figure G.3: Displays the three selection measures as the number of mixture compo-

nents is increased, for the Advert class.
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Figure G.4: Displays the three selection measures as the number of mixture compo-

nents is increased for the Game class.
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Figure G.5: Displays the three selection measures as the number of mixture compo-

nents is increased, for the Studio class.



Appendix H

DP Search Algorithm

To introduce the Viterbi DP algorithm for finding the best path through a sequence of

model likelihood scores, the notation by Rabiner & Juang (1993) is used.

Given an acoustic observation sequenceO = (o1o2 . . .oT), where at each time pointt,

the observation vectorot has been classified by a set of models{λi : i = λ1, . . . ,λC}.
The problem is to find the best class pathω = (ω1ω2 . . .ωT) from the sequence of

returned model likelihood scoresl j(ot), where(1≤ j ≤C) and(1≤ t ≤ T).

To do so, 4 variables are defined.

• δt(i): This is the accumulative likelihood for classi that ends at timet,

• ψt(i): This is the class backtrack pointer for classi ending at timet,

• ai j : The transition penalty for moving from classi to classj,

• l i(ot): the model likelihood score for classi at timet.

To find the best class path, the following steps are taken.

0. Preprocessing

The first step is to estimate the parameters required in the algorithm. It is assumed that

there is an equal probability that a sequence can start at any class, so for each entry in

the initial probability matrixΠ, will be 1
C, hence these terms are omitted.
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However, the following variables are required to be estimated:

• l i(ot), 1≤ i ≤C,1≤ t ≤ T

• ai j , 1≤ i, j ≤C

For estimating these variables, 12 video sequences set aside for system development

were used. The segment changes and semantic structure were manually labelled for

all of these video sequences. The likelihood scores calculated at each time point in the

observation sequenceO = (o1o2 . . .oT) were then calculated. The transition penalties

ai j were also estimated by calculating the condition probability:

ai j = P(ωt+1 = j|ωt = i) (H.1)

ai j =
expected number of transitions from class i to classj

expected number of transitions from classi
(H.2)

This preprocessing step is only required to be preformed once and then saved for fur-

ther use.

1. Initialisation

δ1(i) = l i(o1), 1≤ i ≤C

ψ1(i) = 0, 1≤ i ≤C

2. Recursion

δt( j) = max
1≤i≤C

[
δt−1(i)ai j

]
l jot

ψt( j) = arg max
1≤i≤C

[
δt−1(i)ai j

]
, 2≤ t ≤ T,1≤ j ≤C
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3. Termination

δ∗ = max
1≤i≤C

[
δT(i)

]

ω∗t = arg max
1≤i≤C

[
δT(i)

]

4. Best Class Path (Backtracking)

ω∗t = ψt+1(ω∗t+1), t = T−1,T−2, . . . ,1

The DP algorithm forms a trellis that can be used to find the best class path through the

observation sequence. Figure H.1 is an illustration of the DP algorithm for a three class

problem, with an observation sequence of lengthT = 3. Essentially what is created

by applying a DP algorithm for searching the best class path, is a first order Markov

process. The transition probabilitiesai j define the behaviour and topology between

classes. Unlike the ML decision process, the interaction between content classes is

also considered during the final classification process.

To illustrate how the DP algorithm works and its assumed advantage over ML, a simple

example is presented for segmenting and classifying an observation sequence.

H.1 DP Example

Given a video sequence with two possible classes, the model likelihood scoresl i(ot)

were calculated,

L =

[
20 30 40 30 20

10 10 30 31 10

]

It is known that the correct path through the likelihood sequenceL is {1,1,1,1,1}.
However, if ML was applied to find the class path throughL, the result would be

ω = {1,1,1,2,1}. So, the DP algorithm is applied instead to find the class path.
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Figure H.1: DP algorithm

The first step in the DP algorithm is to calculate the transition penaltiesai j . This

is achieved in a preprocessing step using a training sample of labelled observation

sequences. Using these sequences, the equation H.2 is applied returning the results,

A =

[
0.8 0.2

0.2 0.8

]

This step is only required once, for calculating the transition probabilities inA. These

probabilities are stored and used for future classification of new observation sequences.

The DP algorithm can then initialised and executed.

1. Initialisation

δ1(1) = 20, δ1(2) = 10
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2. Recursion

δ2(1) = 480, ψ2(1) = 1, δ2(2) = 80, ψ2(2) = 2

δ3(1) = 15360, ψ3(1) = 1, δ3(2) = 2880, ψ3(2) = 1

δ4(1) = 368640, ψ4(1) = 1, δ4(2) = 95232, ψ4(2) = 1

δ5(1) = 5898240, ψ5(1) = 1, δ5(2) = 761856, ψ5(2) = 2

3. Termination

δ∗ = 5898240, ω∗T = 1

4. Backtracking

ω∗4 = 1

ω∗2 = 1

ω∗3 = 1

ω∗1 = 1

The Result

The class path found by the DP algorithm wasω = {1,1,1,1,1}, which is the correct

path. By taking into account the relationship between each class given the observation

sequence, the DP algorithm avoided the potential error that was not picked by ML1.

Note: It is clear even from this example that after just a few iterations theδt(i) values

can become huge. To prevent this problem theδt(i) values were normalised. To ease

calculation of the parameters during implementation of the DP algorithm, thelog of

both ai j and l i(ot) can be taken before initialisation (Rabiner & Juang (1993)), thus

avoiding multiplications during the Recursion phase. However, to avoid the problem of

1This is an assumed advantage of applying the DP decision process over a ML approach (Huang &
Wang (2000), Xie et al. (2002)). However, an ML segmentation algorithm implementing a median filter
would also correct the classification error in this example.
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working with potential values oflog(0), the above algorithm version was implemented,

normalisingδt(i) at each step.



Appendix I

SuperHMM DP Search Algorithm

For finding both the best state and class path sequence through the SuperHMM, the

One-Pass dynamic programming search algorithm defined in Ney & Ortmanns (1999)

was applied. Other, more complex, search algorithms could be employed to find the

best class path (Ney & Ortmanns (2000)), however the same algorithm was applied by

Huang & Wang (2000) for segmenting video into genre. For comparison purposes the

algorithm described below was thus selected.

Instead of finding the best word sequence through a sequence of phones in a large

vocabulary continuous speech problem, the algorithm was implemented to locate the

best class path sequence for structural segmentation and classification of football audio.

The search problem can be defined as follows. The aim of the algorithm is to find

the best class sequenceC = c1, . . . ,cL, where there areL transitions from one class

to another class. e.g. change from one semantic structure to another as defined in

Figure 3.2. The aim of the search algorithm is to assign an index pair (state,class) to

each observation vectorot at timet in a football audio sequenceO= {ot : t = 1, . . . ,T}
of lengthT. There areC known classes found in a typical football sequence. Each class

is represented by a single HMM modelλc, where the model for classc hasN(c) hidden

states. This problem can be viewed as finding a time alignment path of (state,class)

index pairs through the sequenceO such that,

(s1,c1), . . . ,(st ,ct), . . . ,(sT ,cT)

Figure I.1 is an example of such a time alignment path, searching the connected states

320
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Figure I.1: Example of the search space for a SuperHMM. At each time step t, the

observation sequence is assigned a state label st , each belonging to a class cl .

in the SuperHMM. Within each class of the SuperHMM, the transition behaviour is

that of the original HMMλc. e.g. the transition probabilities (see Chapter 4).

At the class boundaries, the transitions that link the terminal stateSb of any predecessor

classb to the statess in any classc are followed. A dynamic programming algorithm is

required to search for the optimal class path sequence. The search algorithm requires

the definition of the following two quantities:

Qc(t,s) score of the best path up to timet that ends in states of classc

Bc(t,s) start time of the best path up to timet that ends in states of classc

Figure I.1 highlights the two types of transition rules required. One rule for finding

the path sequence within a class, and a rule at class boundaries. The SuperHMM algo-

rithm uses these rules to decompose the path into two parts and formulate recurrence

relations that can be solved by filling in tableQc(t,s).

The recurrence equation is then used for searching each class:
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Qc(t,s) = max
1≤s′≤N(c)

{pc(ot ,s|s′) ·Qc(t−1,s′)} (I.1)

Bc(t,s) = Bc(t−1,smax(t,s;c))),1≤ s≤ N(c) (I.2)

whereN(c) is the number of states in classc, smax
c (t,s) is the optimum predecessor

state for hypothesis (t,s) and predecessor classc, where

smax
c (t,s) = argmax

s′
{pc(ot ,s|s′) ·Qc(t−1,s′)} (I.3)

The back pointersBc(t,s) report the start time for each class end hypothesis. To hy-

pothesis the change in class (e.g. classb to classc), a termination quantity (H(c; t))

is required, a class trace back pointer (R(c; t)), and a time trace back pointer (F(c; t)).

When encountering a potential class boundary, the recombination over the predecessor

classes is performed,

H(c; t) = max
1≤b≤C,b6=c

{p(c|b) ·Qb(t,Sb)} (I.4)

R(c; t) = arg max
1≤b≤C,b6=c

{p(c|b) ·Qb(t,Sb)} (I.5)

F(c; t) = BR(c;t)(t,Sb) (I.6)

where

Sb = arg max
1≤s≤N(c)

Qb(t,s) (I.7)

p(c|b) is the class transition probability of classb to classc.

To allow for successor classes to be started, a special states= 0 is introduced, passing

on both the score and time index:

Qc(t−1,s= 0) = H(c; t−1) (I.8)

Bc(t−1,s= 0) = t−1 (I.9)

This equation assumes that first the normal statess= 1, . . . ,Sc are evaluated for each

classc before the start up statess= 0 are evaluated.
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The algorithm starts att = 1 and proceeds sequentially untilT is reached. WhenT is

reached the optimum class sequenceC∗l and class transitionT∗l are found by tracing

backR(c; t) andF(c; t). This can be achieved by the following equation,

C∗L = argmax
c

Qc(T,Sc) (I.10)

where

Sc = argmax
s

Qc(T,s) (I.11)

T∗L = F(T,C∗L) (I.12)

C∗l = R(T∗l+1,C
∗
l+1), l = L−1, . . . ,1 (I.13)

T∗l = F(T∗l+1,C
∗
l+1), l = L−1, . . . ,1 (I.14)

Table I summarises the main actions in the search algorithm.

Proceed overt from left to right

State Level: process (class,state)-hypothesis

-initialisation Qc(t−1,s= 0) = H(c; t−1)

Bc(t−1,s= 0) = t−1

-time alignment Qc(t,s) using DP search

-propagate back pointersBc(t,s)

-prune unlike hypothesis

-purge book keeping lists

Class Pair Level: process class end hypothesis

for each classc do

H(c; t) = max1≤b≤C,b6=c{p(c|b) ·Qb(t,Sb)}
R(c; t) = argmax1≤b≤C,b6=c{p(c|b) ·Qb(t,Sb)}
store best predecessorR(c; t)

store best boundaryF(c; t) = BR(c;t)(t,Sb)

Figure I.1 is an illustration of the time alignment algorithm through a SuperHMM, re-

turning the ‘optimal’ class sequence. For further details about this DP search algorithm

please refer to Ney & Ortmanns (1999).
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Example of a FIFA Match Report
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Figure J.1: An example of an official match report, page1.
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Figure J.2: An example of an official match report, page2.



Appendix K

A Sports Video Browsing and

Annotation System

K.1 Introduction

In this chapter, an application is outlined that utilises the indexing algorithms described

in this thesis. The system is an ongoing project now at the prototype stage, where at

present, there has been no system evaluation. Two MSc students, Andrew Grimble

and Craig Hutchinson have helped with the coding and ongoing development of the

system. For a full explanation of the current implementation please refer to Grimble

(2004).

The algorithm can be used as a browsing tool, viewing the games in the collection for

entertainment, and also for analysis. The annotation functionality was also integrated,

to further index the collection for future studies.

K.2 Off-line Indexing

The system integrates a number of indexing algorithms for the purpose of browsing

football video. Football video files are indexed off-line applying 5 algorithms:

1. A standard shot segmentation algorithm using histogram differences was used,
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for parsing each video file into shots.

2. For each shot, the middle key was extracted1.

3. The audio track for each video file was then analysed. First the structure seg-

mentation and classification algorithm using BICseg and a set of GMM models

was applied (see Chapter 9 for more details). This process grouped each shot

into the correct content class, such as Advert, Game and Studio.

4. Key events in the segmented Game sequences, were then detected using the BIC-

seg and HMM algorithm, described in Chapter 10.

5. After event detection, 5 keyframes surrounding the location of each key event

were extracted. One, at the exact time point of the event, and two, either side.

This was to provide a visual summary of each event.

The results of each algorithm were then integrated into an XML index file for the

video. The keyframes extracted from the video were stored in the same directory as

the XML index file and the video. When a video file was opened, by the Browsing

and Annotation system, the XML file was used to load the indexing information and

keyframes into the system. The tool also contained an annotation facility for both

editing and updating the XML index file. Further details such as event detection type,

player names and shot content, could be included in the index file. Thus allowing for

a more complete description of the video, by allowing human intervention.

K.3 The System

The system is divided into 4 panels. The top left panel is the browsing pane, the top

right panel is the video player, the middle panel is the keyframe summary, and the bot-

tom panel is for manual annotation. The system has two browsing modes; a standard

linear timeline browsing functionality (Figure K.1), and a new circular designed event

browser (Figure K.3). The browsing panel can be switched between the timeline and

circular browser, from the menu bar.

The test collection is stored on a server that the application links to. A user can open

1For further details on both shot segmentation and keyframe selection, see Appendix C.
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any indexed football file stored on the server using the menu bar. Once a video file is

selected, the XML index and the keyframes are also loaded into the system. The viewer

can then browse the content of the video file using either browsing functionality. It is

believed that both browsers, and the keyframe summary panel, provide an in-depth

overview of the video content to the user.

The three main functionalities in the system are now discussed, the two browsing pan-

els and the annotation system.

K.3.1 Timeline Browser

The timeline browser is a variation on standard video browsers. There are four main

components in this browser: two timelines, the event labels, and a progress bar (see

Figure K.2). Both timeline allows the user to scan the content of each video shot

by moving the mouse over either timeline. By doing so, a keyframe summary of the

current shot and the two neighbouring shots, either side of the focused shot, are up-

dated accordingly. The keyframe summary provides an overview of the current video

location.

The variation on other implementations of the timeline browser, is the two timeline

layers, designed to minimise clutter when presenting information. The top layer is a

complete overview of the video, displaying a table of contents for the video. This time-

line integrates information from both thestructure segmentation and classification, and

event detectionalgorithms. For example, to assist browsing, the different segments are

colour coded in correspondence with the semantic structure each segment was labelled

as. In Figure K.2, the green segments correspond to the Game sequences, the yellow

segments are Studio sequences, orange labels are Advert sequences, and the blue labels

correspond to a Press interview in the football video. These labels supply the viewer

with a guide to the structure of the video, and allow for locating specific areas of inter-

est. To illustrate this point, Advert sequences can be skipped by clicking directly after

an orange label.

The bottom timeline (layer 2), zooms in on the current section that is being examined.

For example, in Figure K.2 is currently browsing over the25th minute of the video. In

the bottom timeline, the section of video from the24th to 26th minute is focused upon,
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Figure K.1: 2-layered linear timeline browser

in more detail. In this timeline, the shot information is also displayed, using the shot

segmentation output. Moving the mouse across each shot will update the keyframe

summary in the panel below. By clicking on this, timeline or on the keyframe panel,

will start the video at that exact location.

Also displayed, above the top timeline, is the location of all events, represented by the

square labels. Again, by moving over these labels, the keyframe summary is updated

to summarise the content of the event. Clicking on either the event label, or keyframe

summary, will start the video at the event location.

Finally, above the top timeline, is a progress bar that displays the current position of

the video file.

K.3.2 Circular Event Browser

The circular event browser, Figure K.3, has similar functionality to the timeline browser,

but concentrates solely on presenting the event detection results to the user. By doing

so, allows the user to browse the key events identified in the football game automati-

cally. An event can be browsed by moving the mouse over an event label, which is one
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Figure K.2: The 4 components in the linear timeline browser

of the square labels in the circular panel, in the top left corner of Figure K.3. Moving

the mouse over one of these square labels updates a visual summary of the event, in

the keyframe panel.

The circular timeline was designed to minimise clutter in the browser, and present a

complete overview of the football match to the user. The different circular layers in

the browser correspond to the importance of the event. For example, the inner layer

corresponds to important events such as goals. However, the outer layer corresponds

to less important events such as fouls.

Clicking on either an event label or a keyframe, will start the video at that exact point,

allowing the user to jump to specific points of interest.

K.3.3 Annotation Functionality

There is also an annotation functionality in the browser that allows the user to update

the XML index file. This is found at the bottom of the system in Figures K.1 and K.3.

The annotation facility allows events to be updated or corrected. For example, an event

type list is provided for classifying each event. The list is a comprehensive guide to
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Figure K.3: The circular event browser

possible events. An event is classified by selecting an option on this list. Further

details can also be entered such as player names, team names and other descriptive

information about the event. Falsely detected events can also be removed from the

index file by using this facility. It was believed that this tool could be useful to assist

user browsing but also be applied for annotating the test collection in more depth for

future analysis and algorithm development.


