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Abstract
This paper describes the use of the Dempster-Shafer Theory of Evidence to develop a retrieval model for a visual information retrieval system.
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1 Introduction

Information retrieval is defined as the quest to find those information objects relevant to a given information need. The information retrieval process is not unlike a standard approach taken to many problems in artificial intelligence. In information retrieval, one needs to describe or represent the data (knowledge representation), represent the problem and then search the space of possible solutions to find those that satisfy the problem specification. In information retrieval, these three fundamental steps can be described as follows.

knowledge representation The individual information objects (generally called documents) in the information space (called document collection) are characterized (or indexed). For example, in text retrieval, where the documents consist of natural language text, this is generally done by taking all words in the text document, removing those that occur too frequently (as they lack discriminatory power), and reducing the remaining words to their word-stem. The aim of the characterization process is to transform the
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documents into such a form that can be handled by the retrieval system, which will have to match the documents to the problem specification.

**problem specification** Generally, it is assumed that the searcher has a specific need for information. This need is a mental state, sometimes referred to as *Anomalous State of Knowledge* or *ASK* [1]. The searcher’s information need is subject to changes and can be easily influenced by external factors. In order for an information retrieval system to be able to satisfy the information need, it has to be externalized or expressed by the searcher. In information retrieval, this expression of the information need is called the *query*. The query will have to be represented or characterized in a way similar to the way in which the documents have been characterized. One of the main problems in this stage of the process is that often searchers are not aware of their precise information need until they are presented with documents (“I don’t know what I am looking for but I will know it when I see it”), and therefore the specification of the information need might not correspond perfectly to the actual need itself.

**searching the solution space** Documents or information objects can be seen as (partial) solutions to the problem (query) specified by the searcher. It is the task of the retrieval system to determine whether a given document is relevant to the information need. It will have to do this by considering whether the *characterization* of the information objects has any correspondence to (*matches*) that of the query (which, as described earlier, is the *specification* of the information need). To be able to do this, the information retrieval model uses a so called *matching function*. This function takes a characterized object and a query, and establishes whether the object matches the query (and sometimes also attaches a numerical value to the closeness of the match). Different information retrieval systems differ mainly in the way this matching function is designed.

In the field of information retrieval, various well understood and well researched techniques are available for dealing with the problem of text retrieval, where the documents consist of natural language text. As described before, characterization of text documents is relatively straightforward. Also, various methods of query specification exist. The main difference among the various retrieval models is the way the matching function has been implemented. Some retrieval models make a simple binary judgment of relevance (e.g., the Boolean Model). Most others return a list of documents that have been deemed relevant, ranked in decreasing order of perceived usefulness. In this category, the most important systems are Probabilistic Retrieval [8] in which a probability of relevance is calculated for every document in the document collection, and Logical Retrieval [10,11], in which the retrieval system tries to logically deduce that the query (seen as a set of axioms) is a logical consequence of a document, thereby establishing it is relevant to the (specification of) the
information need.

When moving from the text retrieval case into domains in which documents are multimedia in nature, the information retrieval problem is complicated considerably. Multimedia documents are made up of various components that potentially can be represented by different media. In this paper, we will look at documents that consist of a text and a visual (image) component. Whereas text retrieval is well understood, extending the domain to also consider a visual component changes all of the steps of the information retrieval process. In the knowledge representation stage, one now has to find a way to characterize the visual component so that the essence of the visual data is captured. Similarly, in the problem specification stage, the searcher has to be able to externalize their information need in such a way that it can be used for matching against visual data. The problem in the matching process is twofold: first, one needs a matching function that can establish the similarity between the specification of the visual component of the query and that of a document. Furthermore, as the documents (and queries) consist of multiple parts that are matched independently, the retrieval model is presented with evidence from multiple sources. Therefore, a suitable evidence combination strategy has to be employed in order to be able to come up with a final relevance judgment.

In the remainder of this paper, we propose a retrieval model for visual information retrieval. This is done by describing a way of characterizing the visual data (as proposed in Jose&Harper [5]), by describing a matching function for both the visual and the textual components of a document, and by proposing a method for implementing the matching process that is based on the use of Dempster-Shafer theory for combination of evidence from the textual and visual retrieval sources.

2 Dempster-Shafer Theory and its use in Information Retrieval

2.1 Dempster-Shafer Theory of Evidence

In Dempster-Shafer theory one represents the beliefs in propositions of interest and combines beliefs from multiple sources to reach a common belief. The set of all propositions of interest is called the frame of discernment $\Theta$. Beliefs are assigned to a subset of propositions in the frame of discernment. The subset of propositions for which we assign positive beliefs are called focal elements.

As an example, let $D$ stand for a conclusion or proposition. Suppose one rule or source of evidence implies $D$ with strength 0.8 and another rule implies it with strength 0.9. In the Dempster-Shafer theory of evidence, these strengths
are called basic probability assignments (or BPAs). If the focal element is a singleton then the belief and BPA are the same. If the focal element is a set of possibilities, then the belief is sum of BPAs of all the possibilities. The belief in a proposition is represented by a sub-interval [S, P] of the unit interval [0,1]. The lower value S represents the support for that proposition and sets a minimum value for its likelihood. The upper value, P, denotes the plausibility of that proposition and establishes a maximum likelihood. Support may be interpreted as the total positive effect a body of evidence has on a proposition, while plausibility represents the total extent to which a body of evidence fails to refute a proposition. The degree of uncertainty about the actual probability value for a proposition corresponds to the width of its interval.

In Dempster-Shafer theory, a set of propositions in which we are interested is called the frame of discernment Θ. The individual propositions are called focal elements. A Belief function \( Bel : 2^Θ \rightarrow [0,1] \) is defined on a frame of discernment and has the following property:

\[
Bel(A) = \sum_{x \subseteq A} m(x)
\]

where \( m \) is the Basic Probability Assignment (BPA) such that \( m(\emptyset) = 0 \) where \( \emptyset \) is the empty set and

\[
\sum_{P \subseteq \Theta} m(P) = 1
\]

where \( m(P) \) represents the degree of belief that is exactly committed to \( P \).

2.1.1 Combination of Evidence

The Dempster combination rule aggregates two bodies of evidence defined within the same frame of discernment into one body of evidence. Let \( m_1 \) and \( m_2 \) be two bodies of evidence defined in the frame of discernment \( \Theta \). The new body of evidence is defined by a belief function \( m \) as follows:

\[
m(A) = \frac{\sum_{B \cap C = A} m_1(B) \times m_2(C)}{1 - \sum_{B \cap C = \emptyset} m_1(B) \times m_2(C)}
\]

2.2 The Use of Dempster-Shafer Theory in Information Retrieval

There have been some efforts to apply the Dempster-Shafer formalism in the information retrieval field. Two different logic-based models of information retrieval have been based on the Dempster-Shafer framework. Both models
are directed towards text based retrieval systems. In these models a document is represented by a frame of discernment, and the propositions in this frame represent information items. In a model developed by Silvia and Milidiu [9], the query is also represented as a body of evidence associated with the frame of discernment. A model by Lalmas [6] is based on the principle of transformation. In their model relevance is based on obtaining a transformed document that contains the information need (a principle similar to minimal axiomatic extension).

3 Visual Information Retrieval Model Using Dempster-Shafer Theory

We have developed a picture retrieval system that integrates text and picture features for retrieval [5]. The model uses objects in the picture and their locations as image features (viz. spatial features). These features are derived semi-automatically. The image matching considers the spatial similarity between a query object and an image object by using a distance measure. Standard information retrieval techniques are used for text indexing and matching. We applied Dempster-Shafer theory for combining the evidence received from the text matching and the picture matching by considering certainty factors for each component. A prototype system has been implemented and will be briefly discussed in section 4.

In the following, it is assumed that a collection of documents exists that forms the frame of discernment $\Theta$, (i.e. $\Theta = \{d_1, d_2, \ldots\}$). Also, it is assumed that a searcher has expressed an information need as a query, which will be considered as evidence. The documents for which a belief value is available (i.e. there is a value (belief) associated with the proposition that the document is relevant to the query) are considered as the focal elements, (i.e. $\{d_i | m(d_i) > 0\}$). Different beliefs emanate from the textual and the pictorial components of the document and query and these beliefs are normalised and combined using the Dempster-Shafer mechanism.

To simplify the discussion, and without loss of generality, we assume that a document in the collection has only two components, a picture component and a text component.

**Definition 1 (Document)** A multimedia document $\mathcal{M}$ is a structure $\mathcal{M} = (P, T)$ where $P$ is the visual component of $\mathcal{M}$, and $T$ is its textual component.

A query can also be seen as a document; it also has two components, a visual query component and a text query component. In the remainder of this section, the individual retrieval models for pictorial matching and text matching will
3.1 Belief based on the Visual Component

In the visual retrieval model, the aim is to match the characterization of the visual component of the query to the characterization of the visual component of the documents. The proposition of interest is that a certain document is relevant to a query based on the spatial features in the characterization of the document. The query is characterized by spatial features. Using these as evidence, a belief is calculated that indicates support for the proposition of interest. To formalize these notions, the following definitions will be used.

**Definition 2 (Region)** A region $\rho$ is a structure $\rho = (x, y, w, h)$ where $(x, y)$ is the origin of the rectangular area defining the region, and $w$ and $h$ are the width and height of the rectangular area.

**Definition 3 (Spatial Feature)** A spatial feature $\phi$ is a structure $\phi = (\lambda, \rho)$ where $\rho$ is a region and $\lambda$ is a label identifying the object associated with the region $\rho$.

**Definition 4 (Picture)** A picture or visual component $P$ is a set $P = \{\phi\}$ where $\{\phi\}$ is a set of spatial features forming the characterization of the picture.

**Definition 5 (Distance Measure)** Given two regions $\rho_1$ and $\rho_2$. Then the distance between the regions $\rho_1$ and $\rho_2$ is defined as

$$D(\rho_1, \rho_2) = 1 - \frac{\sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + ((x_1 + w_1) - (x_2 + w_2))^2 + ((y_1 + h_1) - (y_2 + h_2))^2}}{\Delta}$$

where $\Delta$ is a normalizing factor depending on the dimension of the picture $P$.

The value of $D$ is in the range $[0,1]$ where zero represents no similarity and 1 represents perfect similarity between the two regions. This distance measure takes into account the distance as well as size of each region.

**Definition 6 (Picture Indicator Function)** Let $\lambda_i$ and $\lambda_j$ be the label components of two spatial features. Then, we can define a picture indicator function as follows

$$I(\lambda_i, \lambda_j) = \begin{cases} 
1 & \text{if } \lambda_i = \lambda_j \\
0 & \text{otherwise}
\end{cases}$$
Using the above definitions, we can define the evidence (or similarity score) for a document based on the spatial component as follows:

**Definition 7 (Spatial Similarity)** Let $P_D$ be a picture document, and let $P_Q$ be a picture query. Then, the similarity between $P_D$ and $P_Q$ can be defined as

$$\text{sim}(P_D, P_Q) = \sum_{(\lambda_i, \rho_i) \in P_Q} \sum_{(\lambda_j, \rho_j) \in P_D} [I(\lambda_i, \lambda_j) \times D(\rho_i, \rho_j)]$$

The next step is to convert these scores into Basic Probability Assignments (BPAs). Scores are normalised and converted into BPAs by dividing each by the sum of all scores. As an example, consider 5 documents with scores $\text{sim}(d_1)$, $\text{sim}(d_2)$, $\text{sim}(d_3)$, $\text{sim}(d_4)$ and $\text{sim}(d_5)$. Then these can be normalised to get a BPA, say $m(d_i)$, by dividing each $\text{sim}(d_i)$ by $\sum_{i=1}^{5} \text{sim}(d_i)$. That is,

$$m(d_i) = \frac{\text{sim}(d_i)}{\sum_{i=1}^{5} \text{sim}(d_i)}$$

in order to ensure that $\sum_{i=1}^{5} m(d_i) = 1$.

A searcher’s confidence in a component of the query can also be incorporated into the model in the following way. The ‘confidence’ is interpreted as the ‘certainty’ in a given piece of evidence (e.g. in the spatial component of the query) and hence the ‘uncertainty’ is $1 - \text{certainty}$. Now, uncertainty, say $\mu$, can be propagated by assigning a belief $\mu$ to the set of all documents (i.e. frame of discernment $\Theta$). This means that the belief $\mu$ could not be assigned to any smaller subsets of $\Theta$ based on the evidence at hand, but must instead be assumed to be distributed in some (unknown) manner among other focal elements of $\Theta$. Hence, $m(\Theta) = \mu$. To make $\sum m(d_i) = 1$, we multiply each $m(d_i)$ by $(1 - \mu)$.

### 3.2 Belief based on the Textual Component

In the case of text matching, the proposition of interest is that a document is relevant to a query based on the text features in them. We take the query features (text features) as evidence, and calculate the belief in the proposition. Before explaining the computation, we need the following definitions.

**Definition 8 (Text Component)** A text component $T$ is a set $T = \{\tau\}$ where $\{\tau\}$ is a set of text features (e.g. terms in a natural language document).
Definition 9 (Weighting Function) Let τ be a text feature. Then a weight \( w(\tau) \) can be associated with τ as follows

\[
w(\tau) = \log \frac{N}{f(\tau)}
\]

where \( N \) is the total number of documents in the document collection.

Definition 10 (Text Indicator Function) Let \( \tau_i \) and \( \tau_j \) be two text features. Then, we can define a text indicator function as follows

\[
I(\tau_i, \tau_j) = \begin{cases} 
1 & \text{if } \tau_i = \tau_j \\
0 & \text{otherwise}
\end{cases}
\]

Using the above definitions, we could define the evidence (or score) for a document based on the text component of the query as follows:

Definition 11 (Textual Similarity) Let \( T_D \) be a text document, and let \( T_Q \) be a text query. Then, the similarity between \( T_D \) and \( T_Q \) can be defined as

\[
sim(T_D, T_Q) = \sum_{\tau_i \in I_Q} \sum_{\tau_j \in I_E} I(\tau_i, \tau_j) \times w(\tau_i)
\]

This evidence is also normalised and from this a belief value is computed using the same procedure as used in the pictorial case explained at the end of section 3.1.

3.3 Evidence Combination

Now component matching functions have been designed for both the textual and the picture component, evidence coming from both matching processes will have to be combined in order to arrive at one overall relevance score for the document containing the various components given a query. For the evidence combination, the Dempster-Shafer evidence combination mechanism is used.

Definition 12 (Evidence Combination) Let \( m_s \) be the belief function based on the pictorial evidence and let \( m_t \) be the belief function based on the textual evidence. Then the combined evidence is given by the following formula

\[
m(d_i) = \frac{\sum_{d_j \cap d_k = d_i} m_s(d_j) \times m_t(d_k)}{1 - \sum_{d_i \cap d_k = \phi} m_s(d_j) \times m_t(d_k)}
\]
Using this mechanism, documents are presented to the searcher in decreasing order of similarity (which, according to the definition of the models will be viewed as decreasing order of relevance).

4 Epic: A Prototype Visual Information Retrieval System
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Fig. 1. The Epic Retrieval System

To be able to experimentally investigate the effectiveness of the visual retrieval model, a prototype implementation of the method has been constructed using Eclair [3], an extensible class library for constructing information retrieval applications. The Eclair library provides abstractions for retrievable objects, indexing, storage, querying etc. Best match and Dempster-Shafer based retrieval models are provided by the Eclair server. The query interface, a snapshot of which is shown in figure 1 has been built using the FireWorks architecture [4]. The prototype is being implemented as a client-server application using the Z39.50 information retrieval protocol.

In EPIC, searchers can enter queries consisting of picture components (labeled rectangles) and text components. Searchers can also specify the relative importance they attach to each query component. From this, the EPIC system generates spatial query features and text query features as described before, and matches them to the images in the database using the methods discussed above. After this, the component similarity values are combined using the Dempster-Shafer mechanism.
In figure 1, the upper right hand window is the query canvas. Here, searchers can enter the picture component of their query by drawing boxes representing objects they want to appear in the result images, and by labeling them. Furthermore, below the query canvas a field for entering the text query component is provided; after a search has been performed, the lower right hand window displays the list of results of the query. By default, every result is displayed with a thumbnail image. However, the presentation of the result list is fully customizable. The left hand side windows are used for viewing documents from the result list. In the upper pane a full-sized view of the picture part of a retrieved document is displayed. The lower pane contains any textual information associated with the image.

Lansdale et.al. [7] have described the need for a spatially depicted interface for visual information retrieval. Their initial experiments have shown that a spatially depictive interface to visual collections will enhance the retrieval. Enser [2] has shown that when searchers seek visual information they have a mental model of the image they want. The query canvas is designed to enable a searcher to capture this mental model of her information need. If the searcher has a mental model of their information need a tool which allows them to express this will reduce the uncertainty in the query formulation process (this uncertainty is one of the major problems in information retrieval, and in the IR field one of the basic assumptions that has to be made is that the query is a perfect specification of any underlying information need that caused the searcher to issue the query). Also, an interface that is expressive enough will give a searcher an opportunity to reflect on her information need and modify it as required. More information on spatial features and their use in visual information retrieval can be found in Jose&Harper [5].

To enable us to do user experiments, we have created a picture collection of 800 photographs from the National Trust for Scotland (NTS) photographic archive. In this collection, each photograph is stored along with some associated text related to the contents of the photographs (this text was taken from various publications from the NTS).

5 Conclusion

In this paper, we have introduced a new strategy for picture retrieval. The approach presented integrates evidence obtained from the textual component(s) and the picture component(s) of a document for document retrieval. Well-known text retrieval techniques are applied to the text component of the document. Picture features are used for matching the image components of a document with those of the query. The picture features represent objects and their spatial location. A Dempster-Shafer based retrieval model, which
combines the evidence from the text component and the picture component is given. The similarity measure discussed considers the relative importance of the various components of the query and the document.

A prototype visual retrieval system called EPIIC has been implemented and will be used in user evaluations of the system.
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