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Preface

Incident reporting systems have been proposed as means of preserving safety in many industries,
including aviation [308], chemical production [162], marine transportation [387], military acquisition
[287] and operations [806], nuclear power production [382], railways [664] and healthcare [105]. Un-
fortunately, the lack of training material or other forms of guidance can make it very difficult for
engineers and managers to set up and maintain reporting systems. These problems have been exac-
erbated by a proliferation of small-scale local initiatives, for example within individual departments
in UK hospitals. This, in turn, has made it very difficult to collate national statistics for incidents
within a single industry.

There are, of course, exceptions to this. For example, the Aviation Safety Reporting System
(ASRS) has established national reporting procedures throughout the US aviation industry. Simi-
larly, the UK Health and Safety Executive have supported national initiatives to gather data on Re-
portable Injuries, Diseases and Dangerous Occurrences (RIDDOR). In contrast to the local schemes,
these national systems face problems of scale. It can become difficult to search databases of 500,000
records to determine whether similar incidents have occurred in the past.

This book, therefore, addresses two needs. The first is to provide engineers and managers with
a practical guide on how to set up and maintain an incident reporting system. The second is to
provide guidance on how to cope with the problems of scale that affect successful local and national
incident reporting systems.
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Chapter 1

Abnormal Incidents

Every day we place our trust in a myriad of complex, heterogeneous systems. For the most part, we
do this without ever explicitly considering that these systems might fail. This trust is largely based
upon pragmatics. No individual is able to personally check that their food and drink is free from
contamination, that their train is adequately maintained and protected by appropriate signalling
equipment, that their domestic appliances continue to conform to the growing array of international
safety regulations [278]. As a result we must place a degree of trust in the organisations who provide
the services that we use and the products that we consume. We must also, indirectly, trust the
regulatory framework that guides these organisations in their commercial practices. The behaviour
of phobics provides us with a glimpse of what it might be like if we did not possess this trust.
For instance, a fear of flying places us in a nineteenth century world in which it takes several days
rather than a few hours to cross the Atlantic. The SS United States’ record crossing took 3 days,
10 hours and 40 minutes in July 1952. Today, the scheduled crossings by Cunard’s QEII now take
approximately 6 days. In some senses, therefore, trust and profit are the primary lubricants of the
modern world economy. Of course, this trust is implicit and may in some cases be viewed as a form
of complicit ignorance. We do not usually pause to consider the regulatory processes that ensures
our evening meal is free of contamination or that our destination airport is adequately equipped.

From time to time our trust is shaken by failures in the infrastructure that we depend upon
[70]. These incidents and accidents force us to question the safety of the systems that surround us.
We begin to consider whether the benefits provided by particular services and products justify the
risks that they involve. For example, the Valujet accident claimed the lives of a DC-9’s passengers
and crew when it crashed after takeoff from Miami. National Transportation Safety Board (NTSB)
investigators found that SabreTech employees had improperly labelled oxygen canisters that were
carried on the flight. These cannisters created the necessary conditions for the fire, which in turn
led to the crash. Prior to the accident, in the first quarter of 1996, Valujet reported a net income
of $10.7 million. After the accident, in the final quarter of 1996, Valujet reported a loss of $20.6
million. These losses do not take into account the additional $262 million costs of settlements with
the victims relatives.

The UK Nuclear Installations Inspectorate’s report into the falsification of pellet diameter data
in the MOX demonstration facility at Sellafield also illustrates the consequences of losing interna-
tional confidence [641] In the wake of this document, Japan, Germany and Switzerland suspended
their ships to and from the facility. The United States’ government initiated a review of BNFL’s
participation in a £4.4bn contract to decommission former nuclear facilities. US Energy Secretary
Bill Richardson sent a team to England to meet with British investigators. British Nuclear Fuel’s
issued a statement which stated that they had nothing to hide and were confident that the US
Department of Energy would satisfy itself on this point [106].

The Channel Tunnel fire provides another example of the commercial consequences of such
adverse events. In May 1997, the Channel Tunnel Safety Authority made 36 safety recommendations
after finding that the fire had exposed weaknesses in underlying safety systems. Insufficient staff
training had led to errors and delays in dealing with the fire. Eurotunnel, therefore, took steps to
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address these concerns by implementing the short-term recommendations and conducting further
studies to consider those changes that involved longer-term infrastructure investment. However, the
UK Consumer Association mirrored more general public anxiety when its representatives stated that
it was ‘still worried’ about evacuation procedures and the non-segregation of passengers from cars on
the tourist shuttle trains [97] Te fire closed the train link between the United Kingdom and France
for approximately six months and served to exacerbate Eurotunnel’s 1995 loss of £925 million.

This book introduces the many different incident reporting techniques that are intended to
reduce the frequency and mitigate the consequences of accidents, such as those described in previous
paragraphs. The intention is that by learning more from ‘near misses’ and minor incidents, these
approaches can be used to avoid the losses associated with more serious mishaps. Similarly, if we
can identify patterns of failure in these low consequence events we can also reduce the longer term
costs associated with large numbers of minor mishaps. In order to justify why you should invest your
time in reading the rest of this work it is important to provide some impression of the scale of the
problems that we face. It is difficult to directly assess the negative impact that workplace accidents
have upon safe and successful production [283]. Many low-criticality and ‘near miss’ events are not
reported even though they incur significant cumulative costs. In spite of such caveats, it is possible
to use epidemiological surveys and reports from national healthcare systems to assess the effects of
incidents and accidents on worker welfare.

1.1 The Hazards

Employment brings with it numerous economic and health benefits. It can even improve our life
expectancy over those of us who may be unfortunate enough not to find work. However, work exposes
us to a range of occupational hazards. The World Health Organisation (WHO) estimate that there
may be as many as 250 million occupational injuries each year, resulting in 330,000 fatalities [872]. If
work-related diseases are included then this figure grows to 1.1 million deaths throughout the globe
[873]. About the same number of people die from malaria each year. The following list summarises
the main causes of occupational injury and disease.

e Mechanical hazards. Many workplace injuries occur because of poorly designed or poorly
screened equipment. Others occur because people work on, or with, unsafe structures. Badly
maintained tools also create hazards that may end in injury. Musculo-skeletal disorders and
repetitive strain injury are now the main cause of work-related disability in most of the devel-
oped world. The consequent economic losses can be as much as 5% of the gross national prod-
uct in some countries [872]. The Occupational Safety and Health Administration’s (OSHA)
ergonomics programme has argued that musculo-skeletal disorders are the most prevalent, ex-
pensive and preventable workplace injuries in the United States. They are estimated to cost
$15 billion in workers’ compensation costs each year. Other hazards of the working environ-
ment include noise, vibration, radiation, extremes of heat and cold.

o Chemical Hazards. Almost all industries involve exposure to chemical agents. The most
obvious hazards arise from the intensive use of chemicals in the textile, healthcare, construction
and manufacturing industries. However, people in most industries are exposed to cleaning
chemicals. Others must handle petroleum derivatives and various fuel sources. Chemical
hazards result in reproductive disorders, in various forms of cancer, respiratory problems and
an increasing number of allergies. The WHO now ranks allergic skin diseases as one of the
most prevalent occupational diseases [872]. These hazards can also lead to metal poisoning,
damage to the central nervous system and liver problems caused by exposure to solvents and
to various forms of pesticide poisoning.

e Biological hazards. A wide range of biological agents contribute to workplace diseases and
infections. Viruses, bacteria, parasites, fungi, moulds and organic dusts affect many different
industries. Healthcare workers are at some risk from tuberculosis infections, Hepatitis B and
C as well as AIDS. For agricultural workers, the inhalation of grain dust can cause asthma
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and bronchitis. Grain dust also contains mould spores that, if inhaled, can cause fatal disease
[321].

e Psychological Hazards. Absenteeism and reduced work performance are consequences of occu-
pational stress. These problems have had an increasing impact over the last decade. In the
United Kingdom, the cost to industry is estimated to be in excess of £6 billion with over 40
million working days lost each year [90]. There is considerable disagreement over the causes
of such stress. People who work in the public sector or who are employed in the service indus-
tries seem to be most susceptible to psychological pressures from clients and customers. High
workload, monotonous tasks, exposure to violence, isolated work have all been cited as con-
tributory factors. The consequences include unstable personal relationships, sleep disturbances
and depression. There can be physiological consequences including higher rates of coronary
heart disease and hypertension. Post traumatic stress disorder is also increasingly recognised
in workers who have been involved in, or witnessed, incidents and accidents.

This list describes some of the hazards that threaten workers’ health and safety. Unfortunately,
these items tell us little about the causes of these adverse events or about potential barriers. For
example, OSHA report describes the way in which a sheet metal worker was injured by a mechanical
hazard:

“...employee #1 was working at station #18 (robot) of a Hitachi automatic welding line.
She had been trained and was working on this line for about 2 months... The lifting arm
then rises and a robot arm moves out from the operator’s side of the welding line and
performs its task. Then there is a few seconds delay between functions as the robot arm
finishes welding, rises, returns to home and the lifting arm lowers to home, ready for
the finished length of frame steel to move on and another to take it’s place. During the
course of this operation the welding line is shut down intermittently so that the welding
tips on the robot arms can be lubricated, preventing material build up. This employee,
without telling anyone else or shutting down the line, tried to perform the lubrication
with the line still in automatic mode. She thought this could be done between the small
amount of time it took all parts to complete their functions and return to home. The
employee did not complete the task in time, as she had anticipated. Her right leg was
located between the protruding rods on the lifting arm and the openings the rods rest
in. Her leg was trapped. When other employees were alerted, they had trouble trying
to switch the line to manual because the computer was trying to complete it’s function
and the lifting arm was trying to return to home. The result was that one employee
used a crowbar to help relieve pressure on her leg and another used the cellenoid which
enabled the lifting arm to rise. The employee received two puncture wounds in the thigh
(requiring stitches) and abrasions to the lower leg. Management once again instructed
employees working this line on the serious need to wait until all functions are complete,
the line shut down and not in the automatic mode before attempting any maintenance.”
(OSHA Accident Report ID: 0352420).

It is possible to identify a number of factors that were intended to prevent this incident from
occurring. Line management had trained the employees not to intervene until the robot welding
cycle was complete. Lubrication was intended to be completed when the line was ’shut down’ rather
than in automated mode. It is also possible to identify potential factors that might have been
changed to prevent the accident from occurring. For example, physical barriers might have been
introduced into the working environment so that employees were prevented from intervening during
automated operations. Similarly, established working practices may in some way have encouraged
such risk taking as the report comments the management ‘once again’ instructed employees to wait
until the line was shut down. These latent problems created the context in which the incident could
occur [698]. The triggering event, or catalyst, was the employee’s decision that she had enough time
to lubricate the device. The lack of physical barriers then left her exposed to the potential hazard
once she had decided to pursue this unsafe course of action. Observations about previously unsafe
working practices in this operation may also have done little to dissuade her from this intervention.
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Figure 1.1 provides a high level view of the ways in which incidents and accidents are caused
by catalytic failures and weakened defences. The diagram on the left shows how the integration

Catalytic or triggering failures Catalytic or triggering failures
Working Working
practices practices
Working Working
environment environment
Line Line
management management
Regulation Regulation

Figure 1.1: Components of Systems Failure

of working practices, working environment, line management and regulatory intervention together
support a catalytic or triggering failure. Chapter 3 will provide a detailed analysis of the sources for
such catalytic failures. For now, however, it is sufficient to observe that there a numerous potential
causes ranging from human error through to stochastic equipment failures through to deliberate
violations of regulations and working practices. It should also be apparent that there may be
catalytic failures of such magnitude that it would be impossible for any combination of the existing
structures to support, for any length of time. In contrast, the diagram on the right of Figure 1.1
is intended to illustrate how weaknesses in the integration of system components can increase an
application’s vulnerability to such catalytic failures. For example, management might strive to
satisfy the requirements specified by a regulator but if those requirements are flawed then there is
a danger that the system will be vulnerable to future incidents. These failures in the supporting
infrastructure are liable to develop over a much longer timescale than the triggering events that
place the system under more immediate stress.

The diagrams in Figure 1.1 sketch out one view of the way in which specific failures place stress
on the underlying defences that protect us from the hazards what were listed in previous paragraphs.
A limitation of these sketches is that they provide an extremely static impression of a system as it
is stressed by catalytic failures. In contrast, Figure 1.2 provides a more process oriented view of
the development of an occurrence or critical incident. Initially, the systems is in a ‘normal’ state.
Of course, this ‘normal’ state need not itself be safe if there are flaws in the working practices
and procedures that govern everyday operation. The systems may survive through an incubation
period in which any residual flaws are not exposed by catalytic failures. This phase represents
a ‘disaster waiting to happen’. However, at some point such an event does cause the onset of
an incident or accident. These failures may, in turn, expose further flaws that trigger incidents
elsewhere in the same system or in other interrelated applications. After the onset of a failure,
protection equipment and other operators may intervene to mitigate any consequences. In some
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Onset of incident may
trigger further failures

cases, this may return the system to a nominal state in which no repair actions are taken. This has
potentially dangerous implications because the flaws that were initially exposed by the triggering
event may still reside in the system. Alternatively, a rescue and salvage period may be initiated in
which previous shortcomings are addressed. In particular, a process of cultural readjustment is likely
if the potential consequences of the failure have threatened the continued success of the organisation
as a whole. For example, the following passage comes from a report that was submitted to the

THE HAZARDS

1. Situation ‘nermal’ -«

!

2. Incubation period

/

—» 3. Trigger event

4 Onset

}

5. Mitigation

)

6. Rescue and Salvage

}

7. Full Cultural Read justment

Figure 1.2: Process of Systems Failure

European Commission’s Major Accident Reporting System (MARS) [229]:

A period of normal operation led to an incubation period in which the pump-ram crankshaft was
beginning to fail and required maintenance. The trigger event involved the puncture of the pump’s

“At 15:30 the crankcase of an URACA horizontal action 3 throw pump, used to boost
liquid ammonia pressure from 300 psi to 3,400 psi, was punctured by fragments of the
failed pump-ram crankshaft. The two operators investigating the previously reported
noises from the pump were engulfed in ammonia and immediately overcome by fumes.
Once the pump crackcase was broken, nothing could be done to prevent the release of
the contents of the surge drum (10 tonnes were released in the first three minutes).
The supply of ammonia from the ring main could only be stopped by switching off the
supply pump locally. No one were able to do this as the two gas-tight suits available
were preferentially used for search and rescue operations, and thus release of ammonia
continued. Ammonia fumes quickly began to enter the plant control room and the
operators hardly had the time to sound the alarms and start the plant shut-down before
they had to leave the building using 10 minutes escape breathing apparatus sets. During
the search and rescue operation the fire authorities did not use the gas-tight suits and
fumes entered the gaps around the face piece and caused injuries to 5 men. The ammonia
cloud generated by the initial release drifted off-site and remained at a relatively low
level.” (MARS report 814).

Success ful mitigation may
restore “normal’ situation
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crankcase when the ram crankshaft eventually failed. This led to the onset of the incident in which
two operators were immediately overcome. This then triggered a number of further, knock-on failures.
For instance, the injuries to the firemen were caused because they did not use gas tight suits during
their response to the initial incident. In this case, only minimal mitigation was possible as operators
did not have the gas tight suits that were necessary in order to isolate the ammonia supply from the
ring main. Those suits that were available were instead deployed to search and rescue operations.

Many of the stages shown in Figure 1.2 are based on Turner’s model for the development of a
system failure [790]. The previous figure introduces a mitigation phase that was not part of this
earlier model. This is specifically distinguished from Turner’s rescue and salvage stage because
it reflects the way in which operators often intervene to ‘cover up’ a potential failure by taking
immediate action to restore a nominal state. In many instances, individuals may not even be aware
that such necessary intervention should be reported as a focus for potential safety improvements.
As Leveson points out, human intervention routinely prevents the adverse consequences of many
more occurrences than are ever recorded in accident and incident reports [486]. This also explains
our introduction of a feedback loop between the mitigation and the situation normal phases. These
features were not necessary in Turner’s work because his focus was on accidents rather than incidents.
Figure 1.2 also introduces a feedback loop between the onset and trigger phases. This is intended to
capture the ways in which an initial failure can often have knock-on effects throughout a system. It
is very important to capture these incidents because are increasingly common as we move to more
tightly integrated, heterogeneous application processes.

Previous paragraphs have sketched a number of ways in which particular hazards contribute to
occupational injuries. They have also introduce a number of high-level models that can be used to
explain some of the complex ways in which background failures and triggering events combine to
expose individuals to those hazards. The following sections build on this analysis by examining the
likelihood of injury to individuals in particular countries and industries. We also look at the costs
of these adverse events to individuals and also to particular industries. The intention is to reiterate
the importance of detecting potential injuries and illnesses before they occur.

1.1.1 The Likelihood of Injury and Disease

Work-place incidents and accidents are relatively rare. In the United Kingdom, approximately 1
in every 200 workers reports an occupational illness or injury resulting in more than three days of
absence from employment every year [331]. OSHA estimates that the rate of work-related injuries
and illnesses dropped from 7.1 per year for every 100 workers in 1997 to 6.7 in 1998 [652]. These
figures reflect significant improvements over the last decade. For example, the OSHA statistics
show that the number of work-related fatalities has almost been halved since it was established by
Congress in 1971. The Australian National Occupational Health and Safety Commission report that
the rate of fatality, permanent disability or a temporary disability resulting in an absence from work
of one week or more was 2.2 per 100 in 1997-8, 2.5 in 1996-7, 2.7 in 1995-6, 2.9 in 1994-95, 3.0 in
1993-4, 2.8 in 1992-3 [44]. The following figures provide the same data per million hours worked: 13
in 1997-8, 14 in 1996-7, 16 in 1995-6, 16 in 1994-5, 17 in 1993-4, 19 in 1992-3.

These statistics hide a variety of factors that continue to concern governments, regulators, man-
agers, operators and the general public. The first cause for concern stems from demographic and
structural changes in the workforce. Many countries continue to experience a rising number of work-
ers. This is both due to an increasing population and to structural changes in the workforce, for
instance increasing opportunities for women. In the United Kingdom, the 1% fall between 1998 and
1999 in the over 3 day injury rate is being offset by a (small) rise in the total number of injuries from
132,295 to 132,307 in 1999-2000 [331]. Similarly the OSHA figures for injury and illness rates show
a 40 % decline since 1971. At the same time, however, U.S. employment has risen from 56 million
workers at 3.5 million worksites to 105 million workers at nearly 6.9 million sites [652]. Population
aging will also have an impact upon occupational injury statistics. Many industrialised countries
are experiencing the twin effects of a falling birth rate and a rising life expectancy. This will in-
crease pressure on the workforce for higher productivity and greater contributions to retirement
provision. Recent estimates place the number of people aged 60 and over at 590 million worldwide.
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By 2020, this number is projected to exceed 1,000 million [873]. Of this number, over 700 million
older people will live in developing counties. These projections are not simply significant for the
burdens that they will place on those in work. Older elements of the workforce are often the most
likely to suffer fatal work-related injuries. In 1997-98, the highest rate of work-related fatalities in
Australia occurred in the 55 plus age group with 1.3 deaths per 100 employees. They were followed
by the 45-49 and 50-54 age groups with approximately 0.8 fatalities per 100 employees. The lowest
number of fatalities occurred in workers under that age of 20 with 0.2 deaths per 100 employees. It
can be difficult to interpret such statistics. For example, they seem to indicate that the rising risks
associated with aging outweigh any beneficial effects from greater expertise across the workforce.
Alternatively, the statistics may indicate that younger workers are more likely to survive injuries that
would prove fatal to older colleagues. The UK rate of reportable injury is lower in men aged 16-19
than all age groups except for those above 55 [326]. However, the HSE report that the differences
between age groups are not statistically significant when allowing for the higher accident rates for
those occupations that are mainly performed by younger men. There is also data that contradicts
the Australian experience. Young men, aged 16-24, face a 40% higher relative risk of all workplace
injury than men aged 45-54 even after allowing for occupations and other job characteristics.

The calculation of health and safety statistics has also been effected by social and economic
change. Part-time work has important effects on the calculation of health and safety statistics per
head of the working population [652, 326]. The rate of injury typically increases with the amount
of time exposed to a workplace risk. However, it is possible to normalise the rate using an average
number of weekly hours of work. The rate of all workplace injury in the UK is 8.0 per 100 for people
working less than 16 hours per week. For people working between 16 and 29 hours per week it is 4.3,
between 30 and 49 hours it is 3.8, between 50 and 59 it is 3.2 and people working 60 or more hours
per week have an accident rate of 3.0 per 100 workers per annum. People who work a relatively low
number of hours have substantially higher rates of all workplace and reportable injury than those
working longer hours. The relatively high risk in workers with low hours remains after allowing for
different occupational characteristics [326]. The growth of temporary work has similar implications
for some economies. In the UK, the rate of injury to workers in the first 6 months is double that
of their colleagues who have worked for at least a year. This relatively high risk for new workers
remains after allowing for occupations and hours of work. 57% temporary workers have been with
their employer for less than 12 months.

Figure 1.1 shows that accident rates are not uniformly distributed across industry sectors. For ex-
ample, the three day rate for agriculture and fishing in the United Kingdom is 1.2 per 100 employees.
The same rate for the services industries is approximately 0.4 per 100 workers.

Industry UK Germany France Spain Italy
1993 | 1994 | 1993 | 1994 | 1993 1992 | 1993 | 1991
Agriculture 7.3 8.5 6.0 6.7 9.8 9.1 5.4 18.4
Utilities 0.5 0.6 3.1 4.3 5.6 12.5 | 10.1 | 4.4
Manufacturing | 1.6 1.2 2.3 1.6 2.3 6.7 4.9 3.3
Construction | 8.9 6.9 7.9 8.0 17.6 21.0 | 19.3 | 12.8
Transport 2.2 2.0 7.2 7.5 6.5 13.0 | 10.7 | 11.2
Other 0.3 04 1.0 1.2 1.9 1.4 1.5 0.9
services
All 1.2 0.9 3.3 3.2 3.9 6.4 5.1 5.5
Industries

Table 1.1: Industry Fatality Rates in UK, Germany, France, Spain & Italy [324]

Accidents rates also different with gender. Positive employment practices are exposing increasing
numbers of women to a greater variety of risks in the workplace. The overall Australian National
Occupational Health and Safety Commission rate of 2.2 injuries and illnesses per 100 workers hides
a considerable variance [44]. For males the rate was 2.9 per 100 workers whilst it was 1.3 for females.
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In 1997-8, the industries with the highest number of male fatalities were Transport and Storage (66)
and Manufacturing (64), while for females Accommodation, Cafes and Restaurants (4) and Property
and Business Services (4) were the highest. The male fatalities were mainly employed as Plant and
Machine Operators, and Drivers (91). Female fatalities were mainly employed as Managers and Ad-
ministrators (5). These differences may decline with underlying changes in workplace demographics.
However, UK statistics suggest some significant residual differences between the genders:

“the rate of all workplace injury is over 75% higher in men than women, reflecting that
men tend to be employed in higher risk occupations. After allowing for job characteristics,
the relative risk of workplace injury is 20% higher in men compared with women. Job
characteristics explain much of the higher rate of injury in men but not all because men
still have an unexplained 20% higher relative risk”. [326]

Table 1.1 illustrates how the rate of industrial injuries differs within Europe. Such differences are
more marked when comparisons are extended throughout the globe. However, it is not always
possible to find comparable data:

“The evaluation of the global burden of occupational diseases and injuries is difficult.
Reliable information for most developing countries is scarce, mainly due to serious lim-
itations in the diagnosis of occupational illnesses and in the reporting systems. WHO
estimates that in Latin America, for example, only between 1 and 4% of all occupa-
tional diseases are reported. Even in industrialised countries, the reporting systems are
sometimes fragmented.” [873]

For example, the Australian statistics cited in previous paragraphs include some cases of coronary
failure that would not have been included within the UK statistics. These problems are further
exacerbated by the way in which local practices affect the completion of death certifications and
other reporting instruments. For instance, the death of a worker might have been indirectly caused
by a long running coronary disease or by the immediate physical exertion that brings on a heart
attack. It is important to emphasise that even if it were possible to implement a consistent, global
reporting system for workplace injuries, it would still not be possible to directly draw inferences about
the number of incidents and accidents directly from that data. Many incidents still go unreported
even if well-established reporting systems are available. A further limitation is that injury and
fatality statistics tell us little or nothing about ‘near miss’ incidents that narrowly avoided physical
harm.

1.1.2 The Costs of Failure

In 1996 the UK Health and Safety Executive estimated that workers and their families lost ap-
proximately £558 million per year in reduced income and additional expenditure from work-related
injury and ill health [322]. They also estimated that the loss of welfare in the form of pain, grief and
suffering to employees and their families was equivalent to a further £5.5 billion. These personal
costs also have wider implications for employers, for the local economy and ultimately for national
prosperity. The same study estimated that the direct cost to employers was approximately £2.5
billion a year; £0.9 billion for injuries and £1.6 billion for illness. In addition, the loss caused by
avoidable accidental events that do not lead to injury was estimated at between £1.4 billion and
£4.5 billion per year. This represents 4-8% of all UK industrial and commercial companies’ gross
trading profits.

Employers also incur costs through regulatory intervention. These actions are intended to ensure
that a disregard for health and safety will be punished whether or not an incident has occurred.
Tables 1.2 and 1.3 summarise the penalties imposed by United States’ Federal and State inspectors in
the fiscal year 1999 [652]. Regulatory actions imposed a cost of $151,361,442 beyond the immediate
financial losses incurred from incidents and accidents. These figures do not account for the numerous
competitive disadvantages that are incurred when organisations are associated with high-profile
failures [675].
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Violations Percent Type Penalties
646 0.8 Willful $24,460,318
50,567 66 Serious $50,668,509
1,816 2 Repeat $8,291,014
226 0.3 Failure to abate | $1,205,063
408 0.01 Unclassified $3,740,082
23,533 30 Other $1,722,338
77,196 Total $90,087,324
Table 1.2: Federal Inspections Fiscal Year 1999

Violations Percent Type Penalties
441 0.3 Willful $12,406,050
57,010 40 Serious $35,441,267
2,162 1.5 Repeat $4,326,620
785 0.5 Failure to abate | $2,860,972
46 0.0002 Unclassified $2,607,900
82,120 40 Other $3,631,309
202,962 Total $61,274,118

Table 1.3: State Inspections Fiscal Year 1999

1.2 Social and Organisational Influences

These statistics illustrate the likelihood and consequences of occupational injuries. It is important,
however, to emphasise that this data suffers from a number of biases. Many of the organisations that
are responsible for collaring the statistics are also responsible for ensuring that mishap frequencies
are reduced over time. Problems of under-reporting can also complicate the interpretation of national
figures. There is often a fear that some form of blame will attach itself to those organisations that
return an occupational health reporting form. The OSHA record keeping guidelines stress that:

“Recording an injury or illness under the OSHA system does not necessarily imply
that management was at fault, that the worker was at fault, that a violation of an
OSHA standard has occurred, or that the injury or illness is compensable under workers’
compensation or other systems.” [653]

However, in many counties including the United States, organisations that have a higher reported
rate of occupational illness or injury become the focus of increasing levels of regulatory inspection
and intervention. This has a certain irony because, as OSHA acknowledge, relatively low levels of
reported injuries and illnesses may be an indicator of poor health and safety management:

“...during the initial phases of identifying and correcting hazards and implementing
a safety and health program an employer may find that its reported rate increases. This
may occur because, as an employer improves its program, worker awareness and thus
reporting of injuries and illnesses may increase. Over time, however, the employer’s ...
rate should decline if the employer has put into place an effective program.” [648]

It is instructive to examine how our analysis relates to previous work on enhancing the safety of
hazardous technologies. Two schools of thought can be identified; the first stems from the ‘normal
accident” work of Perrow [675]; the second stems from the idea of ‘high reliability’ organisations
[718].

1.2.1 Normal Accidents?

Perrow argues that the characteristics of high-risk technologies make accidents inevitable, in spite
of the effectiveness of conventional safety devices. These characteristics include complexity and
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tight coupling. Complexity arises from our limited understanding of some transformation stages
in modern processing industries. It stems from complex feedback loops in systems that rely on
multiple, interacting controls. Complexity also stems from many common-mode interconnections
between subsystems that cannot easily be isolated. More complex systems produce unexpected
interactions and so can provoke incidents that are harder to rectify.

Perrow also argues that tight coupling plays a greater role in the adverse consequences of many
accidents than the complexity of modern technological systems. This arises because many applica-
tions are deliberately designed with narrow safety margins. For example, a tightly coupled system
may only permit one method of achieving a goal. Access to additional equipment, raw materials
and personnel is often limited. Any buffers and redundancy that are allowed in the system are
deliberately designed only to meet a few specified contingencies. In contrast, Perrow argues that
accidents can be avoided through loose coupling. This provides the time, resources and alternative
paths to cope with a disturbance.

There is evidence to contradict parts of Perrow’s argument [710, 684]. Some ‘high reliability’
organisations do seem to be able to sustain relatively low incident rates in spirit of operating complex
processes. Viller [847] identifies a number of key features that contribute to the perceived success of
these organisations:

e The leadership in an organisation places a high priority on safety.
e High levels of redundancy exist even under external pressures to trim budgets.

e Authority and responsibility are decentralised and key individuals can intervene to tackle
potential incidents. These actions are supported by continuous training and by organisational
support for the maintenance of an appropriate safety culture.

e Organisational learning takes place through a variety of means, including trial and error but
also through simulation and hypothesis testing.

These characteristics illustrate the important role that incident reporting plays for ‘high reliabil-
ity’ organisations. Such applications are an important means of supporting organisational learning.
Table 1.4 summarises the main features of ’Normal Accident’ theory and "High Reliability’ organi-
sations. Sagan [718] used both of these approaches to analyse the history of nuclear weapons safety.
His conclusions lend weight to Perrow’s pessimistic assessment that some accidents are inevitable.
They are significant because they hold important implications for the interpretation both of incident
and accident reports. For example, Sagan argues that much of the evidence put forward to support
high reliability organisations is based on data that those organisations help to produce. Accounts of
good safety records in military installations are often dependent on data supplied by the military.
This is an important caveat to consider during the following pages in which we will present incident
and accident statistics. We may not always be able to rely upon the accuracy of information that
organisations use to publicise improvements in their own safety record. Sagan also argues that social
pressures act as brakes on organisational learning. He identifies ways in which stories about previous
failures have been altered and falsified. He then goes on to show how the persuasive effects of such
pressures can help to convince the originators of such stories that they are, in fact, truthful accounts
of incidents and accidents. This reaches extremes when failures are re-painted as notable successes.

1.2.2 The Culture of Incident Reporting

Sagan’s work shows that a variety of factors can affect whether or not adverse events are investigated.
Thes factors affect both individuals and groups within safety-critical organisations. The impact of
cultural influences, of social and legal obligations, cannot be assessed without regard to individual
differences. Chapter 3 will describe how subjective attitudes to risk taking and to the violation of
rules can have a profound impact upon our behaviour. For now it is sufficient to observe that each
of the following influences will affect individuals in a number of different ways.

In some groups, it can be disloyal to admit that either you or your colleagues have made a mistake
or have been involved in a ‘failure’. These concerns take a number of complex forms. For example,
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High Reliability Organisations

Normal Accidents Theory

Accidents can be prevented through
good organisational design and
management

Accidents are inevitable in complex
and tightly coupled systems.

Safety is the priority organisational
objective.

Safety is one of a number of compet-
ing objectives.

Redundancy enhances safety: dupli-
cation and overlap cam make a reli-
able system out of unreliable parts.

Redundancy often causes accidents:
it creates interactive complexity and
encourages risk taking.

Decentralised decision-making is
needed to permit prompt and
flexible operating responses to
surprises

De-centralised control is needed for
complex systems but centralised
control is needed for tight coupling.

A culture of reliability enhances
safety by encouraging uniform and
appropriate responses by operators

A military model of intense disci-
pline and isolation is incompatible
with democratic values

Continuous operations, training and
simulations can create and maintain
high reliability operations.

Organisations cannot train for
unimagined, highly dangerous or
politically unpalatable operations

Trial and error learning from acci-
dents can be effective and can be
supplemented by anticipation and

Denial of responsibility, faulty re-
porting and reconstruction of his-
tory cripples learning efforts.

11

simulations

Table 1.4: Competing Perspectives on Safety with Hazardous Technologies [718]

individuals may be prepared to report failures. However, individuals may be reluctant to face the
retribution of their colleagues should their identity become known. These fears are compounded if
they do not trust the reporting organisation to ensure their anonymity. For this reason, NASA go
to great lengths to publicise the rules that protect the identity of contributors to the US Aviation
Safety Reporting System.

Companies can support a good ’safety culture’ by investing in and publicising workplace reporting
systems. A number of factors can, however, undermine these initiatives. The more active a company
is in seeking out information about previous failures then the worse its safety record may appear. It
can also be difficult to sustain the employee protection that encourages contributions when incidents
have economic as well as safety implications. Individuals can be offered re-training after a first
violation, re-employment may be required after a second or third.

The social influence of a company’s ‘safety culture’ is reinforced by the legal framework that
governs particular industries. This is most apparent in the regulations that govern what should
and what should not be reported to national safety agencies. For example, the OSHA regulations
follow Part 1904.12(c) of the Code of Federal Regulations. These require that employers record
information about every occupational death; every nonfatal occupational illness; and those nonfatal
occupational injuries which involve one or more of the following: loss of consciousness, restriction
of work or motion, transfer to another job, or medical treatment (other than first aid). [653] As we
shall see, this focus on accidents rather than ‘near-miss’ incidents reflects an ongoing debate about
the scope of Federal regulation and enforcement in the United States.

It is often argued that individuals will not contribute to reporting systems unless they are pro-
tected from self-incrimination through a ‘no blame’ policy [700]. It is difficult for organisations to
preserve this ‘no blame’ approach if the information that they receive can subsequently be used
during prosecutions. Conversely, a local culture of non-reporting can be reinforced or instigated by
a fear of legal retribution if incidents are disclosed. These general concerns characterise a range
of more detailed institutional arrangements. For example, some European Air Traffic Management
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providers operate under a legal system in which all incidents must be reported to the police. In
neighbouring countries, the same incidents are investigated by the service providers themselves and,
typically, fall under an informal non-prosecution agreement with state attorneys. Other countries
have more complex legal situations in which specific industry arrangements also fall under more gen-
eral regional and national legislation. For example, the Utah Public Officers and Employees’ Ethics
Act and the Illinois” Whistle Blower Protection Act are among a number of state instruments that
have been passed to protect respondents. These local Acts provide for cases that are also covered
by Federal statutes including the Federal False Claims Act or industry specific provision for Whistle
Blowers such as section 405 of the Surface Transportation Assistance Act. This has created some
disagreement about whether state legislation preempts federal law in this area; several cases have
been conducted in which claimants have filed both common law and statutory suits at the same
time. Cases in Texas and Minnesota have shown that Federal statutes provide a base-line and not
a ceiling for protection in certain states. Such legal complexity can deter potential contributors to
reporting systems.

There are other ways in which the legislative environment can affect reporting behaviour. For
example, freedom of information and disclosure laws are increasing public access to the data that
organisations can hold. The relatives or representatives of people involved in an accident can poten-
tially use these laws to gain access to information about previous incidents. In such circumstances,
there is an opportunity for punitive damages to be sought if previous, similar incidents were reported
but not acted upon. These concerns arose in the aftermath of the 1998 Tobacco Settlement with
cigarette manufacturers in the United States. Prior to this settlement, states alleged that companies
had conspired to withhold information about the adverse health effects of tobacco [580].

The legislative environment for accident and incident reporting is partly shaped by higher-level
political and social concerns. For example, both developed and developing nations have sought to
deregulate many of their industries in an attempt to encourage growth and competition. Recent
initiatives to liberalise the Indian economy have highlighted this conflict between the need to se-
cure economic development whilst also coordinating health and safety policy. The Central Labour
Institute has developed national standards for the reporting of major accidents. However, the Di-
rectorate General of Factory Advice Services and the Labour Institutes have not developed similar
guidelines for incident and occurrence reporting. The focus has been on developing education and
training programmes that can target specific health and safety issues after industries have become
established within a region [156].

Some occupational health and safety reporting system have, however, been extended to explicitly
collect data about both actual accidents and ‘near-miss’ incidents. For example, employers in the UK
are guided by the Reporting of Injuries, Diseases and Dangerous Occurrences Regulations (RIDDOR)
1995. These cover accidents which result in an employee or a self-employed person dying, suffering
a major injury, or being absent from work or unable to do their normal duties for more than three
days. They also cover ‘dangerous occurrences’ that do not result in injury but have the potential to
do significant harm [320]. These include:

e The collapse, overturning or failure of load-bearing parts of lifts and lifting equipment.
e The accidental release of a biological agent likely to cause severe human illness.

e The accidental release of any substance which may damage health.

The explosion, collapse or bursting of any closed vessel or associated pipework.

An electrical short circuit or overload causing fire or explosion.
e An explosion or fire causing suspension of normal work for over 24 hours.

Similarly, Singapore’s Ministry of Manpower requires that both accidents and ‘dangerous occur-
rences’ must be reported. Under the fourth schedule of the national Factory Act, these may ‘under
other circumstances’ have resulted in injury or death [742]. The detailed support that accompanies
the act provide exhaustive guidance on the definition of such dangerous occurrences. These are taken
to include incidents that involve bursting of a revolving vessel, wheel, grindstone or grinding wheel.
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Dangerous occurrences also range from electrical short circuit or failure of electrical machinery, plant
or apparatus, attended by explosion or fire or causing structural damage to an explosion or failure
of structure of a steam boiler, or of a cast-iron vulcaniser.

A duty to report on incidents and accidents does not always imply that information about these
occurrences will be successfully acted upon. This concern is at the heart of continuing attempts
to impose a ‘duty to investigate’ upon UK employers. At present, the UK regulatory framework is
one in which formal accident investigation of the most serious incidents is undertaken by specially
trained investigators. Employers are not, in general, obliged to actively finding out what caused
something to go wrong. Concern about this situation led to a 1998 discussion document that was
published by the Health and Safety Commission (HSC). It was observed that:

“At present, there is no law which explicitly requires employers to investigate the
causes of workplace accidents. Many employers do undertake accident investigation
when there has been an event in the workplace which has caused injury in order to
ensure lessons are learnt, and although there is no explicit legal duty to investigate
accidents there are duties under some health and safety law which may lead employers
to undertake investigation. The objective of a duty to investigate accidents would be
to ensure employers draw any appropriate lessons from them in the interests of taking
action to prevent recurrence.” [314]

There are many organisational reasons why a body such as the HSC would support such an initiative.
The first is the face-value argument that such a duty to investigate accidents and incidents would
encourage employers to adopt a more pro-active approach to safety. The second is that such a
duty would help to focus finite regulatory resources by following the deregulation initiated in the
UK under the Robens Committee [709]. This group responded to the mass of complex regulations
that had emerged from the plethora of nineteenth century factory acts. As industries merged and
emerged, it was difficult for employers to know which parts of each act actually applied to their
business. As a result, the Robens Committee helped to propose what became the Health and Safety
at Work Act (1974). Key sections of the Roben report [701] argued that:

“We need a more effective self-regulating system... It calls for better systems of safety
organisation, for more management initiatives, and for more involvement of work people
themselves. The objectives of future policy must, therefore, include not only increasing
the effectiveness of the state’s contribution to safety and health at work but also, and
more importantly, creating conditions for more effective self-regulation” [709]

The same concerns over the need to target finite regulatory resources and the need to encourage
pro-active intervention by other organisations also inspired attempts in the United States to es-
tablish OSHA’s Cooperative Compliance Programme. This focused on the 12,000 employers that
had the highest reported mishap rates. Those companies that agreed to participate and invest in
safety management programs were to be offered a reduced likelihood of OSHA inspection. This was
estimated to be a reduction from an absolute certainty of inspection down to approximately 30%
[648]. This policy was intended to leverage OSHA resources by encouraging commercial investment
in safety. It was also intended to provide OSHA with a means of targeting finite inspection re-
sources. However, employers’ organisations claimed that it introduced new roles and responsibilities
for the Federal organisation. The US Chamber of Commerce helped to present a case before the US
Court of Appeals that succeeded in blocking OSHA’s plans. The Assistant Secretary of Labour for
Occupational Safety and Health argued:

“The goal of Cooperative Compliance Programme (CCP) is to use OSHA’s limited
resources to identify dangerous work sites and work in partnership with management and
labour to find and fix hazards. America’s taxpayers expect nothing less for their contin-
ued support and funding of OSHA. This lawsuit is frivolous; it has no merit and aims
only to hinder our ability to protect working men and women from often life-threatening
hazards. The CCP is an enforcement program-not a regulation. We are confident that
our program is lawful. Attempts by the National Association of Manufacturers and the
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U.S. Chamber of Commerce to throw-up legal roadblocks will only ensure that the most
dangerous work sites in America remain that way, putting untold numbers of workers at
risk.” [397]

The CCP provides important insights into the regulatory environment in the United States. As
a result of the legal action, OSHA was forced to build less formal partnerships with employers’
organisations. The CCP is also instructive because OSHA produced detailed guidance on those
measures that high-reporting organisations ought to introduce in order to address previous failures.
Table 1.5 presents OSHA’s guidelines [648] on how to assess the quality of accident investigation
within an organisation. As can be seen, the investigation of ‘near-miss’ incidents, or occurrences in
HSE terms, characterises an organisation at the highest level of safety management.

1 No investigation of accidents, injuries, near misses, or other
incidents is conducted.
2 Some investigation of incidents takes place, but root cause

may not be identified, and correction may be inconsistent.
Supervisors prepare injury reports for lost time cases.

3 OSHA-101 (report form) is completed for all recordable in-
cidents. Reports are generally prepared with cause identi-
fication and corrective measures prescribed.

4 OSHA-recordable incidents are always investigated, and ef-
fective prevention is implemented. Reports and recommen-
dations are available to workers. Quality and complete-
ness of investigations are systematically reviewed by trained
safety personnel.

5 All loss-producing accidents and near-misses are investi-
gated for root causes by teams or individuals that include
trained safety personnel and workers.

Table 1.5: OSHA Levels of Accident and Incident Investigation

Different reporting systems have different definitions of what should and what should not be
reported. These distinctions reflect national and international agreements about the nature of in-
cidents and accidents. For instance, Table 1.6 embodies International Civil Aviation Organisation
(ICAO) and EUROCONTROL requirements for incident and accident reporting in Air Traffic Con-
trol. As can be seen, this covers both specific safety-related incidents such as the loss of control in
flight and also failures to provide adequate air traffic management services.

Table 1.6 provides domain dependent definitions of incidents and accidents. Each row provides
explicit examples of occurrences in Air Traffic Management. It could not easily be used in the
chemical or healthcare industries. It can still be difficult to apply these consequence based definitions
of ATM incidents and accidents. For example, a loss of separation might be avoided if air crews
spot each other and respond appropriately. Such an occurrence might be given a relatively low
criticality assessment; no loss of separation occurred. However, it can also be argued that this
incident ought to be treated as if an air proximity violation had occurred because air traffic control
did not intervene to prevent it from happening. This approach is exploited within some European
ATM service providers.

Further problems complicate the use of consequence based definitions of accidents and incidents,
such as those illustrated in Table 1.6. Individuals may not be able to observe the consequences of
the adverse events that they witness. For example, maintenance teams are often remote from the
operational outcomes of their actions. As a result, organisations such as the UK Civil Aviation
Authority approve specific lists of occurrences that must be reported. For instance, the Ground
Occurrence Report Form E1022 is used for the notification of defects found during work on aircraft
or aircraft components which are considered worthy of special attention [10]. In contrast to Table 1.6,
the following list includes procedural errors and violations, such as incorrect assembly, as well as
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Occurrencqg Category | Definitions of an Occurrence

Accidents | Mandatory| Mid-air collision, controlled flight into terrain,
ground collision between aircraft, ground colli-
sion between aircraft and obstruction. Other
accidents of special interest including loss of
control in flight due to VORTEX or meteoro-
logical conditions.

Incidents | Mandatory| Loss of air separation, near controlled flight
into terrain, runway incursion, inability to
provide ATM services, breach in ATM system

security.
Other oc- | Voluntary | Anything which has serious safety implica-
currences tions but which is neither an accident nor an
incident.

Table 1.6: Distinctions between Accidents and Incidents in Air Traffic Control

observations of potential component failure, such as overheating of primary or secondary structure:

e Defects in aircraft structure such as cracks in primary or secondary structure, structural cor-
rosion or deformation greater than expected

e Failures or damage likely to weaken attachments of major structural items including flying
controls, landing gear, power plants, windows, doors, galleys, seats and heavy items of equip-
ment

e When any component part of the aircraft is missing, believed to have become detached in flight
e Overheating of primary or secondary structure

e Incorrect assembly

e Failure of any emergency equipment that would prevent or seriously impair its use

e Critical failures or malfunction of equipment used to test aircraft systems or aircraft units

e Any other occurrence or defect considered to require such notification.

The ICAOQ list of air traffic incidents relied upon an analysis of the potential consequences of any
failure. In contrast, the CAA definition of ground maintenance incidents was built from a list
of errors, violations and observations of potential failures. These differences can be explained in
terms of the intended purpose of these definitions. In the former case, the list of ATM accidents
and incidents was intended as a guideline for safety managers in national service providers. They
are assumed to have the necessary investigative resources, analytical insights and reconstruction
capabilities to assess potential outcomes once incidents have been reported. However, the CAA
reporting procedures provide direct guidance for maintenance personnel. These individuals are
not expected to anticipate the many different potential outcomes that can stem from the failures
that they observe. Such criticality assessments must be performed by the line management who
receive and interpret the information from incident reporting systems. These differences illustrate
the difficulty of developing a priori definitions of accidents and incidents that ignore the purpose to
which those definitions will be put.

Some authors have constructed more general definitions of accidents and incidents. For instance,
Perrow [675] proceeds by distinguishing between four levels of any system. Unlike most regulatory
definitions, such as that illustrated in Table 1.6, Perrow does not focus directly on the likely conse-
quences of a failure but rather looks at those portions of a system that were effected by an incident
or accident:
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1. parts. The first level of any system represent the smallest components that are likely to be
considered during an accident investigation. They might include objects such as a valve.

2. unit. These are functionally related collections of parts. For example, a motor unit is built
from several individual component parts.

3. subsystem. These are composed from individual units. For example, the secondary coolant
system of a nuclear reactor will contain a steam generator and a water return unit.

4. the plant or system. This is the highest level involved in an accident. Beyond this it is only
profitable to think in terms of the impact of an accident on the environment.

In Perrow’s terms, accidents only involve those failures that affect levels three and four of this
hierarchy. Incidents disrupt components at levels one and two. This definition is critical for the
normal accidents argument that Perrow proposes in his book. He argues that ‘engineered safety
functions’ cannot reliably be constructed to prevent some incidents from becoming accidents at
levels three and four. Unfortunately, however, these distinctions raise a number of problems for our
purposes. Definitions of incidents and accidents must serve the pragmatic role of helping individual
workers to know what should, and what should not, be reported. It is unclear whether people would
ever be able to make the distinctions between levels 2 and 3 that would be required under this
scheme.

There are further practical problems in applying such structural distinctions between accidents
and incidents. As with consequential definitions, it may be difficult for any individual to determine
the scope of any failure as it occurs. They may fail to realise that the failure of a level one valve will
create knock-on effects that compromise an entire level four system. The social and cultural issues
that were introduced in previous sections also affect the interpretation of accidents and incidents.
This is illustrated in Figure 1.3. From the viewpoint of person A, the system is operating ‘abnormally’

Abnormal Abnormal
l States l States
Statel State 1
* \4
State 2 State 2
\A A
p A State 3 b 8 State 3
erson erson | —
State 4 State 4

Figure 1.3: Normal and Abnormal States

as soon as it moves from state 1 to state 2. Person B holds different beliefs about what is, and what
is not, normal. As a result, they only consider that an incident has occurred when the system moves
from state 2 to state 3. The different viewpoints shown in this sketch can arise for a number of
reasons. For example, Person A may have been trained to identify the transition between states 1
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and 2 as potentially hazardous. Alternatively, person B may exhibit individual attitudes to risk that
can dispose them not to report hazardous incidents. Figure 1.3 can also illustrate how attitudes
to hazards may change over time. For example, the figure on the left might represent an initial
attitude when the system is initially installed. Over time, dangerous working practices can become
the norm. It can be difficult for many individuals to question such established working practices
even if they violate recognised rules and regulations. Over time, these dangerous practices may
themselves become sanctioned by procedures and regulations. This is illustrated by what Diane
Vaughan has called “normalised deviance” in the events leading to the Challenger accident [846].
Under such circumstances, the figure on the right might represent the prevailing view of normal and
abnormal states.

The previous analysis helps to identify a number of possible approaches to the definition of what
an incident actually is. These can be summarised as follows:

e open definitions. This approach encourages personnel to report any failure as a safety-related
incident. It is exploited by the Air Navigation Services Division of the Swedish Civil Aviation
Administration. As a result they receive several thousand reports per year ranging from the
failure of lights or heating systems through to potential air proximity violations. The open
approach to the definition of an incident avoids some of the problems with more restricted
definitions, see below. However, it can also lead to a dilution of the safety reporting system with
more general concerns. In the Air Navigation Services Division this approach is well supported
by trained ‘Gatekeepers’ who filter low priority reports from more serious occurrences. The
entire system is, however, dependent on the skill and insight of these personnel and their ability
to perform a timely analysis of the initial reports.

e closed definitions. Closed systems lie at the other extreme from open definitions such as
those exploited by the Swedish Air Traffic Control organisation. These systems provide rigid
definitions or enumerations for those incidents that are to be reported to the system. All staff
are trained to recognise these high priority occurrences and all other incidents are handled
through alternative mechanisms. The difficulty with this approach is that the introduction of
new equipment can have a profound impact upon the sorts of incidents that will occur. As
a result, these enumerations must be revised over time. Otherwise, staff will not report new
incidents but will instead continue to wait for occurrences that are now prevented by more
secure defences.

e consequential definitions. These represent a subset of the closed approach, described above.
Incidents and accidents are distinguished either by their actual outcomes or by the probable
worst case consequences. For example, the US Army regulations distinguish between class
A to D accidents whose consequences range from $1,000,000 or more (class A) to between
$2,000 and $10,000 (class D) [806] Class E incidents result in less that $2,000 damage but
interrupt an operational or maintenance mission. Class F incidents relate to Foreign Object
Damage and are restricted to aviation operations. As we have seen, the problem here is that it
can be difficult for operators to predict the possible consequences of a failure without further
investigation and analysis. As a result, these definitions tend to be applied by investigators
and analysts after an initial warning or report has been generated.

e structural definitions. This is a further example of a closed approach which has strong links to
consequential definitions. The consequences of a failure are assessed for each of several layers
of a system. Incidents affect the lower level components whilst accidents involve the system
as a whole. There are a number of practical problems in applying this as a guide for incident
reporting. there are also theoretical problems when individual component faults may cause a
fatality, for example through electrocution, even though the system as a whole continues to
satisfy its functional requirements. A strict interpretation of such events would rank them as
an incident and not an accident in Perrow’s terms [675].

e procedural definitions. This is another example of a closed approach. Rather than focusing on
the anticipated outcome of a failure, procedural definitions look at violation of the prescribed
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methods. The problem here is that the individuals who witness violations may fail to recognise
them as violations, especially if they have become part of standard working practices. Such
problems also affect incident reporting systems that ask operators to comment on ‘anything
unusual’.

e pragmatic definitions. Some incident reporting systems take a particularly pragmatic approach
to the definition of what should and what should not be reported. They are often characterised
by the phrase ‘target the doable’. This characterises systems that have been established within
larger organisations that may not, as a whole, support the recommendations of the scheme.
Some of the pioneering attempts to establish incident reporting systems within the UK National
Health Service deliberately focused on those occurrences that individual consultants felt that
they could address; incidents stemming from wider acquisitions policy or even from other
clinical departments were deliberately excluded.

e special issues. Finally, some incident reporting systems deliberately focus on key issues. For
instance, the European Turbulent Wake incident reporting system was established with help
from the UK Meteorological Service in response to concerns about a number of occurrences
involving commercial flights. Other systems are deliberately focused to elicit information from
key personnel who may be under-represented in existing incident databases. For example,
schemes have been initiated to encourage incident reporting from General Aviation and military
pilots rather than commercial pilots. Other schemes have focused on eliciting information from
medical and surgical staff rather than nursing personnel.

The preceding discussion should illustrates the difficulty of providing a single definition of accidents
and incidents. These problems stem from the different ways in which different people must use
these definitions. The person witnessing an adverse occurrence must know whether or not it is
worthwhile reporting. Safety managers may apply different criteria when determining whether or
not an incident report merits a full-scale investigation or whether it can be dealt with at a more
local level. National authorities may apply further criteria when deciding whether national trends
indicate a need for regulatory intervention.

It is important to emphasise that the distinction between an incident and an accident is not firm
and cannot be made a priori. The same set of events may be reclassified at several stages in the
investigation and analysis of an occurrence. These must not be arbitrary decisions. Later chapters
will stress the need to provide a documented justification for such changing assessments. However,
there are often important pragmatic reasons for such actions. For example, a number of European air
traffic control agencies have not reported any major accidents in recent years. As a result, some air
traffic service providers have begun to treat certain ‘critical incidents’ as-if they were accidents, even
though no loss of life or property has occurred. The intention is to rehearse internal procedures for
dealing with more critical events when, and if, they do occur. Such decisions also focus attention and
resources on the causes of these incidents. To summarise, simple distinctions between accidents and
incidents ignore the underlying complexity that characterises the ways in which different national and
international organisations treat technological failure. Different definitions are used, and may indeed
be necessary, to support different stages of an organisation’s response to incidents and accidents.

1.3 Summary

It is difficult to estimate the costs when human error, systems failure or managerial weakness threat-
ens safety. Employers face a number of direct costs when their employees are injured. The UK Health
and Safety Executive estimate that occupational injuries cost employers around 4-8% of their gross
trading profit; currently approximately £6 billion. There are also indirect costs that accrue when
regulators intervene. In the United States Federal and State inspectors levied penalties for health
and safety violations that totalled $151,361,442 for the fiscal year 1999. Incident or occurrence
reporting systems enable companies to identify potential failures before they occur. They provide
insights that can be used to guide risk assessment during subsequent development.
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Incident reporting systems provide regulators with data that can be used to guide any necessary
intervention. They help to prioritise health and safety initiatives and awareness raising campaigns.
They can also be used to address public concerns, for example the creation of a national incident
reporting system for UK railways followed shortly after the Ladbroke Grove and Southall accidents.
At an international level, incident reporting systems provide means of ensuring that lessons are
effectively shared across national boundaries. The following chapter introduced the challenges that
must be addressed if these claimed benefits are to be realised.
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Chapter 2

Motivations for Incident Reporting

This chapter explains why many organisations develop incident reporting systems. The intention is
often to identify potential failures before an accident occurs. The higher frequency of less critical
mishaps and near-miss events also supports statistical analysis that cannot reliably be performed on
relatively infrequent accidents. Data and lessons from one system can be shared with the operators
of other similar applications. The following pages also identify limitations that are often forgotten
by the proponents of incident reporting systems. Many submissions do little more than remind their
operators of hazards that are well understood but are difficult to avoid. The resources used by a
reporting system might alternatively fund safety improvements. Managers of successful reporting
systems can be overwhelmed by a mass of data about relatively trivial mishaps. Later sections go
on to review issues of confidentiality and scope that help to determine whether the claimed benefits
outweigh the perceived costs of operating these systems.

2.1 The Strengths of Incident Reporting

The US Academy of Science recommended that a nationwide mandatory reporting system should be
established to improve patient safety [453]. They argued that this system should initially be based
around hospitals but that eventually other ‘care settings’ should be included. The International Civil
Aviation Organisation has published detailed guidance on the manner in which reporting systems
must be implemented within signatory states [384].

“(The assembly) urges contracting states to undertake every effort to enhance accident
prevention measures, particularly in the areas of personnel training, information feedback
and analysis and to implement voluntary and non-punitive reporting systems, so as to
meet the new challenges in managing flight safety, posed by the anticipated growth and
complexity of civil aviation”.

(Resolution A31-10: Improving accident prevention in civil aviation)

“(The assembly) urges all Contracting States to ensure that their aircraft operators,
providers of air navigation services and equipment, and maintenance organisations have
the necessary procedures and policies for voluntary reporting of events that could affect
aviation safety” (ICAO Resolution A32-15: ICAO Global Aviation Safety Plan)

The US Coast Guard and the Maritime Administration have helped to establish a voluntary inter-
national maritime information safety system. This is intended to receive, analyse, and disseminate
information about unsafe occurrences. They argue that these ‘non-accidents’ or ‘problem events’
provide an untapped source of data. They can be used as indicators of safety-levels in the maritime
community and provide the information necessary to prevent accidents before they happen [830].
The goals of the system are to reduce the frequency of marine casualties, to reduce the extent of
injuries and property damage (including environmental damage), and to create a safer and more
efficient shipping transportation system and mariner work environment.

21
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The Council of the European Union had similar concerns when it drafted the 1996 directive on
the control of major accident hazards. This has become more widely known as the Sveso II directive;
it was named after the town in Italy where 2,000 people had to be treated following a release of
tetrachlorodibenzoparadioxin (Dioxin) in 1976:

“Whereas, in order to provide for an information exchange and to prevent future acci-
dents of a similar nature, Member States should forward information to the Commis-
sion regarding major accidents occurring in their territory, so that the Commission can
analyse the hazards involved, and operate a system for the distribution of information
concerning, in particular, major accidents and the lessons learned from them; whereas
this information exchange should also cover ‘near misses’ which Member States regard
as being of particular technical interest for preventing major accidents and limiting their
consequences.” [187]

The Transportation Safety Board of Canada [622] identified a number of reasons to justify the
creation of its own confidential incident reporting system. They argued that incident data will
support the Board’s studies on a wide range of safety-related matters including operating procedures,
training, human performance and equipment suitability. The analysis of incident reports can also
help to identify widespread safety deficiencies that might not have been detected from individual
reports submitted to regional centres. Greater insights into national and international transportation
safety issues can be gained by collating accident/incident reports and by comparing it with data
from other agencies.

These individual initiatives across a range of industries illustrate the increasing importance of
incident reporting within safety management systems [444]. They can also be used to identify
common arguments that justify the development and maintenance of incident reporting systems:

1. Incident reports help to find out why accidents DONT occur. Many incident reporting forms
identify the barriers that prevent adverse situations from developing into a major accident.
These insights help analysts to strengthen those safeguards that have already proven to be
effective barriers in ‘near miss’ incidents.

2. The higher frequency of incidents permits quantitative analysis. It can be argued that many
accidents stem from atypical situations. They, therefore, provide relatively little information
about the nature of future failures. In contrast, the higher frequency of incidents provides
greater insights into the relative proportions of particular classes of human ‘error’, systems
‘failure’, regulatory ‘weakness’ etc.

3. They provide a reminder of hazards. Incident reports provide a means of monitoring potential
problems as they recur during the lifetime of an application. The documentation of these
problems increases the likelihood that recurrent failures will be noticed and acted upon.

4. Feedback keeps staff ‘in the loop’. Incident reporting schemes provide a means of encouraging
staff participation in safety improvement. In a well-run system, they can see that their concerns
are treated seriously and are acted upon by the organisation. Many reporting systems also
produce newsletters that can be used to increase awareness about regional and national safety
issues.

5. Data (and lessons) can be shared. Incident reporting systems provide the raw data for compar-
isons both within and between industries. If common causes of incidents can be observed then,
it is argued, common solutions can be found. However, in practice, the lack of national and
international standards for incident reporting prevents designers and managers from gaining
a clear view of the relative priorities of such safety improvements.

6. Incident reporting schemes are cheaper than the costs of an accident. The relatively low costs
of managing an incident reporting scheme should be offset against the costs of failing to prevent
an accident. This is a persuasive argument. However, there is also a concern that punitive
damages may be levied if an organisation fails to act upon the causes of an incident that
subsequently contribute towards an accident.
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7. May be required to do it. The final argument in favour of incident reporting is that these
schemes are increasingly being required by regulatory agencies as evidence of an appropriate
safety culture. This point is illustrated by the ICAO resolutions A31-10 and A32-15 and by
the EC Seveso II directive that were cited on previous pages.

Many of these arguments require little additional explanation. For example, it it sufficient to cite the
relevant ICAO resolutions to demonstrate that member states should implement incident reporting
systems. However, some of these apparent justifications for incident reporting are more controversial.
For example, we have argued that the higher number of incidents can be used to drive statistical
analyses of the problems that lead to a far smaller number of accidents. Heinrich’s [340] pioneering
studies in occupational health and safety suggested an approximate ratio of one accident to thirty
occurrences involving major injuries to three hundred ‘near-miss’ incidents. More recently, Bird [84]
proposed a ratio of one accident, involving serious or disabling injuries, to ten minor injuries to 30
incidents involving property damage to six hundred incidents resulting in no visible damage. He
based this on a statistical analysis of 1.5 million reported incidents. The work of Heinrich, Bird
and their colleagues have led to the ‘Iceberg’ model of incident data. Any accident is the pinnacle,
or more properly the nadir, of a far larger number of incidents. The consequences of this form of
analysis seem clear. Incident reports provide a far richer data sources for organisational learning
and the ‘control’ of major accidents.

Contractaors
Workers on duty Heinrich ratio (19327

Figure 2.1: Federal Railroad Administration Safety Iceberg

Figure 2.1 illustrates a number of caveats that can be made about the Iceberg model. The central
pyramid represents the results of Heinrich’s initial study. On either side, the diagram presents the
proportion of fatal to non-fatal injuries reported for different groups of workers in the US rail system
based on Federal Railway Administration data from 1997 to 2000. Direct railroad employees or
‘workers on duty’ suffered a total of 119 fatalities and 33,738 injuries. Contractors experienced 31
fatalities and 1,466 injuries in the same period. The first problem is that the FRA has no reliable
means of calculating the number of ‘near miss’ incidents over this period. As a result, it is only
possible to examine the relationship between fatal work related deaths and injuries. Workers had a
Heinrich ratio of one fatality for every two hundred and eighty-four injuries. The ratio for contractors
was one fatality to seventy-seven injuries.

Further problems arise when we interpret these ratios. They might show that contractors are less
likely to be injured than ‘workers on duty’. An alternate way of expressing this is to say that contract
staff are more likely to be killed than injured when compared to other employees. However, these
ratios provide a very impoverished measure of probability. They do not capture the comparative
risk exposure of either group. For example, the smaller number of fatal accidents to contractors
may stem from a proportionately smaller number of workers. Contract workers are more likely than
full-time, direct staff to be involved in high-severity incidents [874]. Alternatively, it can be argued
that contractors are more reluctant to report work-related injuries than ‘directly’ employed staff.
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This line of analysis is important because it questions the reliability of the data that can be obtained
to calculate Heinrich ratios.

The argument that statistical data about incidents can be used to predict potential accidents is
based on the premise that incidents are accidents in the making. It is assumed that incidents share
the same root causes as more serious occurrences Van der Schaaf [843, 840] provides preliminary
data from the Dutch chemical industry to confirm this premise. Glauz, Bauer and Migletz [291] also
found a correlation between traffic conflicts and accidents. Other have exploited a more qualitative
approach by looking for common contributory factors in both incidents and accidents. For instance,
Helmreich, Butler, Taggart, and Wilhelm [341] have attempted to show that poor Crew Resource
Management (CRM) causes both incidents and accidents. They then use this analysis to propose a
predictive Cockpit Management Attitudes Questionnaire that can assess individual attitudes towards
crew communication, coordination, and leadership issues.

A great deal of safety-related research rests on the assumption that incidents are good predictors
of potential accidents. Wright has recently challenged this view in her statistical analysis of Scottish
railways Confidential Incident Reporting and Analysis System (CIRAS ) [874]. This confidential
system elicits information about less ‘critical’ incidents. All accidents must, in contrast, be reported
to a specialist unit within the UK Health and Safety Executive. Her work, therefore, focuses on
‘near misses’ and unsafe acts near the base of the Iceberg model. A near-miss has the potential to
lead to a more serious occurrence, for example:

“A Driver overshot a station platform by one and a half coach lengths. The Driver
experiences wheelslip which may have been due to rail contamination. This did not
result in any damage or injury” [874]

An unsafe act occurs when operator intervention actively undermines the safety of their system:

“A Driver stated that when requested by the Signaller to do a controlled stop to assess
railhead conditions he carries out this procedure assuming exceptional conditions i.e.,
reduced speed rather than normal speed. A controlled stop test carried out in this
manner would not indicate the braking capacity in normal conditions and lead to an
incorrect assumption that normal working may be resumed” [874]

Wright was able to conduct follow-up interviews with the staff who had submitted a confidential form
from a total collection of 165 reports. A causal analysis was conducted using guidelines in the systems
classification handbook and was validated by inter-rater reliability trials [197]. Occurrences were first
assessed to identify technical and human factors issues. If a human factors ‘failure’ was identified
then it was categorised as either proximal, distal or intermediate. Proximal factors include a range
of human failures at the ‘sharp end’. Intermediate factors relate to training or communications
failures between high-level management and front-line staff. Distal factors relate to organisational
and managerial issues that are remote from the workplace. Table 2.1 provides a comparison of
the high-level causes of the ‘near misses’ and unsafe acts. The discrepancy between the number of
reports and the total number of causal factors in this table can be explained by the fact that an
incident can involve one or more causal factors.

Category Near Miss (total 155) | Unsafe Acts (total
223)

Technical 20.7% (32) 1.3% (3)

Proximal 27.7% (43) 23.3% (52)

Tntermediate 21.0% (34) 21.2% (47)

Distal 29.7% (46) 54.3% (121)

Table 2.1: Causal Comparison of CIRAS Incidents and Unsafe Acts

As can be seen, technical faults and failures seem to occur more frequently in near miss events
than in unsafe acts. Conversely, distal factors such as organisation and managerial problems seem
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to occur more frequently as causal factors in unsafe acts. From this it follows that any analysis
of ‘near miss’ events might fail to predict probable causes of actual incidents at the lower levels of
the Iceberg model. These results can be explained in terms of the particular application area that
Wright was studying. For example, near misses typically involved a failure to halt a train within the
specified distance from a particular signal. These were often attributed to technical problems such
as contaminated railheads. Unsafe acts were, in contrast, associated with the violations of company
rules and procedures that govern driver behaviour on the UK railways. More work is required to
confirm Wright’s more general hypothesis that adverse events at the lower levels of the Iceberg model
may provide poor predictors of accidents at the higher levels.

2.2 The Weaknesses of Incident Reporting

The most obvious limitation of incident reporting systems is that they can be expensive both to set
up and to maintain. For instance, Leape notes that the Aviation Safety Reporting System spends
about $3 million annually to analyse approximately 30,000 reports. This equates to about $100
(£66) per case.

“These ‘near miss’ situations are far simpler to analyse than actual accidents, thor-
ough investigation of which would almost certainly cost far more. It would be interesting
to know, for example, the cost per case of investigations reported to the confidential
enquiries. However, if we applied the figure from the Aviation Safety Reporting System
to the 850,000 adverse events that are estimated to occur annually in the UK National
Health Service, the cost of investigation would be £50 million annually.” [480]

For comparison, it has been estimated that the cost of clinical negligence to health authorities and
NHS Trusts was approximately £200 million in 1995-1996. The NHS summarised accounts for 1996-
2001 include provision totalling £80 million with contingent liabilities of £1.6 billion [89]. Even
when incident reporting systems are successfully established and maintained, a number of problems
can limit their effectiveness. For instance, there is in reality very little sharing of incident data.
For example, the European Confidential Aviation Safety Reporting Network ran between 1992 and
1999 with funding from the European Community. The network was intended to improve safety by
passing on incident information to the aviation community. However, it was forced to close through
lack of support from some sectors of the European aviation industry.

Further problems limit the transfer of incident information between organisations within an
industry. For instance, Boeing operate an extensive system for collecting information about main-
tenance problems in their aircraft. They have successfully encouraged the exchange of data with
airline operators. Unfortunately, however, there has been little coordination between airlines and
groups of airlines about the format that this data should take. These formats are proprietary in
the sense that they have been tailored to meet the specific needs of the operating companies. As a
result when Boeing attempt to collate the data that is being shared they must face the considerable
task of translating between each of these different formats. Any conclusions that are drawn from
this data must also account for the different reporting cultures and reporting practices that exist
within different operating groups [472].

Incident reporting systems may also fail to keep staff ‘in the loop’. Occasionally these systems
develop into grandiose initiatives that fulfill the organisational ambitions of their proponents rather
than directly addressing key safety issues. There is also a danger that incident reporting systems
degenerate into reminders of failures that everyone knows exists but few people have the political
or organisational incentives to address [409]. Similarly, they may recommend short-term fixes or
expedients that fail to address the underlying causes of incidents. This is illustrated by the following
report from NASA’s Aviation Safety Reporting System (ASRS):

“Problem: on landing, gear was unlocked but up. Contributing factors: busy cockpit.
[I] did not notice the gear down-and-locked light was not on. Discovered: Gear up was
discovered on landing. Corrective action: [I] was unable to hear gear warning horn
because of new noise cancelling headsets. I recommend removal of one ear-piece in
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landing phase of flight to audible warning devices to be heard by pilot. The noise-
cancelling headsets were tested by three people on the ground and all three noted that
with the headsets active that the gear warning horn was completely masked by the
headsets.” [62]

This illustrates the strengths and weaknesses of many incident report schemes. They provide first-
hand insights into operational problems. They can also provide pragmatic remedies to the challenges
that poorly designed equipment creates. However, there is also a danger that immediate remedies to
individual incidents will fail to address the root cause of a problem. The noise-correcting headphones
were clearly not fit for purpose. The proposed remedy of removing one headphone provides a short-
term fix for individual pilots. However, it does little to address the underlying problems for future
product development.

Further problems limit the ways in which data can be shared between incident reporting schemes.
Although some organisations have successfully exchanged information about the frequency of partic-
ular occurrences, there have been few attempts to ensure any consistency in their response to those
incidents. This creates particular problems for the maritime and aviation industries where operators
may read of different recommendations being made in different countries. The following excerpt
comes from the Confidential Human Factors Incident Reporting Programme (CHIRP). CHIRP is
the UK equivalent of the ASRS that was cited in the previous quotation. This excerpt offers a
slightly different perspective on the problems of ambient noise in the cockpit:

“Fortunately, I have no incident to report. I would like, however, to highlight a
common practice by some airlines, including my employer, which I feel is a significant
risk to flight safety: namely the practice of not using flight deck intercom systems in
favour of half wearing a headset over one ear for VHF comms, whilst using the other ear,
unaided, for cockpit communications. And all this in what are often not so quiet flight
decks.

I cannot believe that we do not hear much better with two ears than with one, and
many are the times when I, and other colleagues of mine, have had to ask for the other
crew member to repeat things because of aircraft noise in one ear, and ATC in the other
with the volume turned high enough not to miss a call. Not the best answer in a busy
terminal area after a long flight, and an unnecessary increase in stress factors. Myself
and others have raised this point several times to our training and safety departments,
all of which has fallen, pardon the pun, onto deaf ears. The stock answer is that there
is no written down SOP on intercoms, and common agreed practice rules. In reality, the
guy in the right hand seat has no influence without things getting silly.

As even single ear-piece headsets are not incompatible with intercoms, I would have
thought a compromise would be mandatory use of full headset and intercom at the busy
times, say below a given flight level, with the option for personal preferences in the cruise.
Volumes for different communication channels could be adjusted to suit, and surrounding
noise significantly reduced. This would preclude the need to speak louder than usual to
be heard, to ask for repetitions, and general ly improve the working environment. After
all, if the CAA and other agencies have made intercoms mandatory in transport aircraft,
it will be for a reason.

CHIRP Comment: The use of headsets for the purpose of effective reception of
RTF /intercom messages between flight crew members is not mandated. The certifi-
cation requirement for an intercom system is to provide communication between all crew
members in an emergency. The partial/full use of a headset in normal operations should
be dependent on the ambient noise level on the flight deck. For this reason, some op-
erators specify the headset policy by aircraft type and phase of flight, as the reporter
suggests. [175]”

The US ASRS article, cited above, argues that only one headset should be used during landing in
order to help the crew hear cockpit warnings. In contrast, the CHIRP report condemns this practice
as a threat to flight safety. This apparent contradiction is resolved by the second report, which
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argues that the partial or full use of headsets should be determined by the level of ambient noise.
However, this distinction is not made explicit in the first report. Such differences illustrate the
inconsistencies that can arise between national incident reporting systems. They are also indicative
of a need to improve communication between these systems if we are to achieve the benefits that
are claimed for the exchange of incident data. The ASRS and CHIRP systems are run by ‘not for
profit’ organisations. The problems of data exchange are many times worse when companies may
yield competitive advantage through the disclosure of incident information.

Incident reporting systems can provide important reminders about potential hazards. However,
in extreme cases these reminders can seem more like glib repetitions of training procedures rather
than pro-active safety recommendations. This problem is compounded by the tendency to simply
remind staff of their failures rather than to address the root causes, such as poor design or ‘error
inducing environments’ [362]. Over time the continued repetition of these reminder statements
from incident reporting systems is symptomatic of deeper problems in the systems that users must
operate:

“On pre-flight check I loaded the Flight Management Computer (FMC), with longi-
tude WEST instead of EAST. Somehow the FMC accepted it (it should have refused it
three times). During taxi I noticed that something was wrong, as I could not see the
initial route and runway on the navigation map display, but I got distracted by ATC.
After we were airborne, the senior cabin attendant came to the flight deck to tell us
the cabin monitor (which shows the route on a screen to passengers) showed us in the
Canaries instead of the Western Mediterranean! We continued the flight on raw data
only to find out that the Heading was wrong by about 30-40 degrees. With a ceiling of
1,000 ft at our destination I could not wait to be on ‘terra firma’. Now I always check
the Latitude/Longitude three times on initialisation!”

(Editorial note) A simple but effective safeguard against ‘finger trouble’ of the type
described is for the pilot who does not enter the data to confirm that the information
that he/she sees displayed is that which he/she would expect. Then, and only then,
should the ‘Execute’ function button be pressed.” [176]

The CHIRP feedback is well intended. It also reiterates recommended practices that have formed
part of Crew/Cockpit Resource Management (CRM) training for almost twenty years [410]. UK
Aeronautical Information Circular (AIC) 143/1993 (Pink) states that all crew must have completed
an approved CRM course before January 1995. Joint Airworthiness Requirement Operational Re-
quirements (JAR OPS) sub-part N, 1.945(a)(10) and 1.955(b)(6) and 1.965(e) extended similar
requirements to all signatory states during 1998. There is a considerable body of human factors
research that points to the dangers of any reliance on such reminders [699]. Effectiveness declines
with each repetition that is made. It is depressing, therefore, that such data-entry problems con-
tinue to be a frequent topic in aviation reporting systems. These incidents are seldom the result
of deliberate violations or aircrew negligence. They illustrate the usability problems that persist
within Commercial Aviation and which cannot simply be ‘fixed’ by training in cockpit coordination
[410].

Incident reporting systems must go beyond repeated reminders to be ‘careful’ if they are to
preserve the confidence of those who contribute to them. The US ASRS recognise this by issuing
two different forms of feedback in response to the reports that they receive. The Callback bulletin
describes short-term fixes to immediate problems. In contrast, the DirectLine journal addresses more
systemic causes of adverse events and ‘near miss’ incidents even if it has a more limited audience
than its sister publication. For instance, the following excerpt is taken from a DirectLine analysis
of the causes of several mishaps involving Pre-Departure Clearances:

“The type of confusion experienced by this flight crew over their (Pre-Departure Clear-
ance) PDC routing is potentially hazardous, as noted by a controller reporter to ASRS:
‘It has been my experience ... that several times per shift aircraft which have received
PDCs with amended routings, have not picked up the amendment ... I have myself on
numerous occasions had to have those aircraft make some very big turns to achieve sep-
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aration.” (ACN # 233622). The sources consulted by ASRS suggested several potential
solutions to this problem:

e Standardise PDC formats, so that pilots will know where to look for routing infor-
mation and revisions.

e Show only one clearance line in a PDC, and insert any revisions into the clear-
ance line. Make the revision section more visible by tagging it (‘REVISION’) or
highlighting with asterisks or other eye -catching notation (*****).

e Provide flight crews with training in how to recognise PDC revisions.” [56]

There are limits to the safety improvements that can be triggered through initiatives in publica-
tions such as DirectLine. Some mishaps can only be addressed through industry cooperation and
regulatory intervention. Others require international agreements. For example, reporting systems
have had a limited impact on workload in aviation. Similarly, usability problems continue to affect
new generations of computer systems for airline operations. Data entry in flight management sys-
tems continues to be error prone many years after the problem was first identified. These ‘wicked
problems’ must be considered when ambitious proposals are made to extend aviation reporting into
healthcare and other transportation modes.

2.3 Different Forms of Reporting Systems

There are several different types of reporting system. This section explains why concerns over
retribution have led to anonymous and confidential schemes. It also explains how both national
and local systems have been set up to ensure that recommendations do not simply degenerate into
reminders about known problems.

2.3.1 Open, Confidential or Anonymous?

The FAA launched the Global Aviation Information Network (GAIN) initiative as an attempt to
encourage national and commercial organisations to exchange occurrence data. The Office of System
Safety that drove the GAIN proposal within the FAA identified four main barriers to the success of
such a system. These can be summarised as follows:

“l. Punishment/Enforcement. First, potential information providers may be con-
cerned that company management and/or regulatory authorities might use the informa-
tion for punitive or enforcement purposes. In the US, significant progress has been made
on this issue. Following the example of the UK, the FAA issued a policy statement in
1998 to the effect that information collected by airlines in their Flight Operations Qual-
ity Assurance (FOQA) programs, in which flight data recorder information is collected
routinely, will not ordinarily be used against the airlines or pilots for enforcement pur-
poses. In January 2000, the US President announced the creation of the Aviation Safety
Action Programme (ASAP), in which airlines will collect reports from pilots, mechanics,
dispatchers, and others about potential safety concerns, and made a commitment anal-
ogous to the FOQA commitment not to use the information for enforcement purposes.
In April 2000, Congress enacted legislation that requires the FAA to issue a rule to de-
velop procedures to protect air carriers and their employees from enforcement actions for
violations that are discovered from voluntary reporting programs, such as FOQA and
ASAP programs.

2. Public Access. Another problem in some countries is public access, including
media access, to information that is held by government agencies in certain countries.
This problem does not affect the ability of the aviation community to create GAIN, but it
could affect the ability of government agencies in some countries to receive information
from GAIN. Thus, in 1996 the FAA obtained legislation that requires the agency to
protect voluntarily supplied aviation safety information from public disclosure. This
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will not deprive the public of any information to which it would otherwise have access,
because the agency would not otherwise receive the information; but on the other hand,
there is a significant public benefit for the FAA to have the information because it helps
the FAA prevent accidents and incidents. The FAA is now developing regulations to
implement that legislation...

3. Criminal Sanctions. A problem in some countries is the fear of criminal prosecution
for regulatory infractions. Such a fear would be an obvious obstacle to the flow of aviation
safety information. This has not historically been a major problem in the U.S., but the
trend from some recent accidents is troubling.

4. Civil Litigation. Probably the most significant problem, certainly in the U.S., is
the concern that the information will be used against the reporter in accident litigation.
Some have suggested that, as was done in relation to the public disclosure issue, the
FAA should seek legislation from Congress to protect aviation safety information from
disclosure in litigation. In comparison with the public disclosure issue, however, the
chances of obtaining such legislation are probably very remote; and a failed attempt to
obtain such legislation could exacerbate the situation further because these disclosure
issues are now determined in court, case by case, and a judge who is considering this
issue might conclude that a court should not give protection that Congress refused to
give.” [308]

Incident reporting systems have addressed these concerns in a number of different ways. For instance,
it is possible to identify three different disclosure policies. Anonymous systems enable contributors
to entirely hide their identity. Confidential systems allow the limited disclosure of identity but only
to trusted parties. Finally, open systems reveal the identity of all contributors. The impact of
the distinctions between open, confidential and anonymous systems cannot be under-emphasised.
In anonymous systems, contributors may have greater confidence in their submission; safe in the
knowledge that they can avoid potential ‘retribution’. However there is a danger that spurious
reports will be filed. This problem is exacerbated by the fact that it is difficult to substantiate
anonymous reports to determine whether they really did occur in the manner described. Investigators
cannot simply ask about an incident within a workgroup without the possibility of implicating the
contributor. This would remove the protection of confidentiality and could destroy the trust that
is fundamental to the success of such systems. The distinctions between open, anonymous and
confidential systems are also blurred in many existing applications. For example, the Swedish Air
Traffic Control organisation (Luftfartsverket Flygtrafikjansten) encourages the open contribution of
incident reports. However, normal reporting procedures direct submissions through line supervisors.
There is a danger that this might dissuade contributions about the performance of these supervisors.
As a result, procedures exist for the confidential submission of incident reports via more senior
personnel.

Trust and Technological Innovation

Distinctions between confidential, anonymous and open systems are intended to sustain the con-
fidence and trust of potential participants. In a confidential system, contributors trust that only
‘responsible’ parties will receive identification information. The implications of this for the operation
of any reporting system are illustrated by the approach taken with the CIRAS system that covers
UK railways. This receives paper-based forms from train drivers, maintenance engineers and other
rail staff. A limited number of investigators are responsible for processing these forms. They will
conduct follow-up interviews in-person or over the telephone. These calls are not made to the con-
tributor’s workplace for obvious reasons. The original report form is then returned to the employee.
No copies are made. Investigators type up a record of the incident and conduct a preliminary analy-
sis. However, all identifying information is removed from the report before it is submitted for further
analysis. From this point it is impossible to link a particular report to a particular employee. The
records are held on a non-networked and ‘protected’ data base. This data itself is not revealed to
industry management. However, anonymized reports are provided to managers every three months.
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Incident reporting systems increasingly rely on computer-based applications . The Swedish Air
Traffic Control system, mentioned above, is an example of this. Controllers in airfields in the more
remote areas of Northern Sweden can receive rapid feedback on a report using this technology.
However, electronic submission creates a number of novel and complex challenges for systems that
attempt to preserve anonymity. These concerns are illustrated by the assurances that are provided
to contributors on the Swiss Anaesthesia Critical Incident Reporting System. These include a
commitment that they ‘will NOT save any technical data on the individual reports: no E-mail address
and no IP-number (a number that accompanies each submitted document on the net)’ [755]. The use
of computer-based technology not only raises security problems in the maintenance of trust during
the transmission and storage of electronic documents, it also offers new and more flexible ways of
maintaining incident reporting systems. For example, the US Department of Energy’s Computerised
Accident/Incident Reporting System (CAIRS) exploits an access control mechanism to tailor the
level of confidentiality that is afforded to particular readers of particular incident reports. The
CAIRS database is used to collect and analyse reports of injuries, illnesses, and other accidents that
are submitted to the Department of Energy by their staff or contractors. The following paragraphs
provide a brief overview of the innovative way in which the confidentiality of information is tied to
particular access rights.

“When you are granted access to CAIRS, you will be assigned an organisational juris-
diction. This jurisdiction may be for a specific organisation or for a complete contractor,
area office, or field office. This jurisdiction assignment will determine the records that
will be selected when the default organisation selection is utilised in many of the reports
and logs. The default can be over-ridden by entering the desired organisation codes in
the appropriate input boxes.

CAIRS reports contain personal identifiers (names and social security numbers) and
information regarding personal injury or illness. In order to prevent an unwarranted
invasion of personal privacy, all personal identifiers are masked from the view of general
users whenever any logs or reports are generated.

The default registration for CAIRS does not provide access to any privacy informa-
tion. If you require access to privacy information in order to perform your job function,
you may apply for access to that information.” [655]

It can be difficult to communicate the implications of such computer-based security measures to
non-computer literate employees. There is a natural reluctance to believe in the integrity of such
safeguards given continuing press coverage about the vulnerability of ‘secure’ systems [1]. The ability
to access this data over the web might compound such misgivings.

Workplace Retribution and Legal Sanction

At least two different classes of problems exist in more open systems. Later paragraphs will address
the issues that arise when trying to integrate a pro-active safety culture into a punitive legal system.
There is a natural reluctance to implicate oneself or one’s colleagues when subsequent investigations
might directly threaten their livelihood and wellbeing. The second set of problems arise from a
justified fear of persecution from colleagues or employers. These fears are natural if, for example,
the subject of a report is a person in a position of authority or if the report reflects badly upon
such a person. These individuals are likely to have a strong influence upon the career prospects and
promotion opportunities of their more junior colleagues. The long term consequences of any actual
or implied criticism can be extremely serious. Such concerns have long been apparent in the ‘cockpit
gradient’; co-pilots have extreme difficulty in challenging even minor mistakes made by a Captain.
Co-Pilots have been known to remain silent even when their colleague’s behaviour threatened the
lives of everyone on board [733].

There are other reasons why individuals can be reluctant to contribute to incident reporting
systems. There may be a fatalism that such an individual or group will suppress the report. If the
report focuses less on higher management and more on their colleagues then the contributor may
have concerns about appearing to be disloyal. In all of these cases, a natural reluctance can be
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compounded by a feeling of self-doubt. It may not be clear to the reporter that an adverse event has
occurred. Those involved in an incident may seek to excuse or cover up their behaviour. Junior staff
can also be reluctant to appear ‘stupid’ by raising concerns over unfamiliar equipment or procedures.
As a result, they can remain silent about important safety concerns.

Many of the issues described above are illustrated by the events leading to the UK Bristol Royal
Infirmary Inquiry. This focused on the procedures that were used to gain parental approval for
child organ retention after autopsy. Concerns about these procedures were first identified following
complaints that several complex cardiac surgical procedures continued to be conducted in spite of
an unusually low recovery rate. The inquiry heard how Steve Bolsin, a member of staff within the
unit, had attempted to draw attention to these problems by conducting a personal clinical audit.
The following quotation comes from the hearings of this inquiry. The questions, labelled Q, were
posed by the leagl team to the Chief Executive of the United Bristol Healthcare NHS Trust. His
answers are labelled with an A.

“Q. There was, was there, personal difficulty for a number of people in his overall con-
clusions being accepted?

A. That certainly seems to be the case from all the records that I have seen, yes.

Q. To what extent was that a reflection, would you say, of the absence of an institu-
tionalised system of audit the absence of an institutionalised system of audit properly
monitored, and to what extent did you consider that was part of a club culture where
someone who rocked the boat, in whatever capacity, might be, as it were, going against
the ‘club’?

A. They could both be contributory factors. Clearly, if there was no thorough-going
structure in place along the lines we have discussed, then that is not going to lead to
a climate whereby individuals doing audit and then presenting it is necessarily going to
be received positively. Also, of course, if data is produced that appears to be critical
of certain individuals and has not been collected with their knowledge and they do not
subscribe to the methodology, then it would be surprising if they did not feel a degree
of resentment and rejection of what was put in front of them. And it is possible that if
this was undertaken by someone relatively new to the organisation who was challenging
senior figures in the organisation, that, yes, indeed, it may have cut across some of the
cultural boundaries within the Trust.” [435]

In the subsequent investigations, Steve Bolsin’s intervention was widely praised. However, things
become more complex if an individual’s actions can be interpreted as either ‘whistler blowing’ or
‘trouble making’ depending on ones’ perspective. This dichotomy is illustrated by Mary Schiavo’s
criticisms of the FAA. She held the post of Inspector General in the US Department of Transporta-
tion. Following the Valujet crash, she told an American House of Representatives panel that she had
made regular complaints to the FAA about what she felt were lax inspection practices in monitoring
rapidly expanding airlines. Her comments and criticisms were widely reported in the media. How-
ever, her ‘whistle blowing’ was, in turn, heavily criticised by the US Congress. They attacked her
by asking why she had not first passed her concerns to the Congress before publicly airing her crit-
icisms. Under federal law, inspectors general are required to pass on to Congress within seven days
any problems requiring immediate attention. She chose to resign from her post and subsequently
published an account of her criticisms [729].

This dichotomy between constructive ‘whistle blowing’ and destructive criticism of an employer
can also be seen in the Paul van Buitenen case. He voiced concerns about fraud and mismanage-
ment in the European Commission’s £60 billion budget. When these criticisms were made public,
the veracity of his claims and his motivation for making them were, in turn, heavily criticised by
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individuals within the Commission. Although this incident did not have direct safety implications,
his statements in a BBC interview provide a powerful illustration of the psychological pressures that
affect such individuals:

“I did not realise the full consequences of what would happen. I did not even know
the word whistle-blower - I did not know this phenomenon existed... It was completely
strange for me to see the commission tackle me on my personality and my credibility and
not on the contents of what was disclosed. Sometimes I had difficulty keeping the tears
inside when I discovered what machinery was brought against me... I am withdrawing
as of April 1st, I want to be an anonymous official again. I want to show I can still be
loyal, I want to do a normal standard budget management job. I want to have a quiet
family life and be a husband and a father to my children who still have to do three years
at secondary school, and I cannot carry on carrying this on my own.” [103]

A UK National Audit Office enquiry headed by Sir John Bourn subsequently found errors totalling
about £3 billion in European pay-outs during 1998. van Buitenen concerns are occasionally echoed
in safety-related incident reporting systems: The provision of a reporting system is no guarantee of
an appropriate safety culture in the companies that operate within an industry:

“At the start of the Winter heavy maintenance programme, the company railroaded
into place a computerised maintenance and integrated engineering and stores, planning
and labour recording system. No training was given on the operational system only on a
unit under test. Consequently we do not look at planes any more just VDU screens, filling
in fault report forms, trying to order parts the system does not recognise, as the stores
system was not programmed with (aircraft type) components (the company wanted to
build a data base as equipment was needed)... The record had numerous faults, parts
not recorded as being fitted, parts removed with no replacements, parts been fitted two
or three times, parts removed by non-engineering staff, scheduled tasks not called-up
by planning, incorrect trades doing scheduled tasks and certifying, and worst of all the
record had been altered by none certifying staff after the CRS signatories had closed the
work. Quality Airworthiness Department were advised of these deficiencies and shown
actual examples. We were advised by the management that these problems are being
addressed but they are not, we still have exactly the same problems today. What am I to
do without losing my job and career. In a closed community like aviation, troublemakers
and stirrers do not keep jobs and the word is spread around...” [174].

The comments that aviation is a “closed community” and that “troublemakers and stirrers do not
keep jobs” provide an important ‘reality-check’ against some assertions about the benefits of incident
reporting. These schemes have little impact on the underlying safety culture of many companies
and organisations. O’Leary and Chappell argue that confidential incident reporting systems create a
‘vital awareness of safety problems’ [660]. The key point is not, perhaps, that O’Leary and Chappell
are wrong but that the beneficial effects of these systems are constrained by the managerial culture
in which they operate.

Media Disclosure

Issues of confidentiality and disclosure do not simply reflect the need to protect an individual’s
identity from their co-workers. They can also stem from concerns about media intrusion. For
example, recent amendments have been proposed for ICAO Annex 13 on Accident and Incident
Investigation and Prevention. The revisions would provide pilots with automatic confidentiality in
accident and incident investigations. They would also limit the disclosure of information following
an incident or accident. These amendments are significant in two ways. Firstly, they would ensure
that the media had no right to cockpit voice recordings. This is an important issue given public and
professional reactions to the broadcasting of such recordings after fatal accidents. Secondly, it would
increase the level of civil protection available to pilots. The intention is to encourage a ‘no-blame’
approach to incident reporting. The concept is currently being tested in New Zealand civil courts.
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If the ICAO adopts these amendments, it is likely that they will be ratified by all ICAO signatory
nations as international law.

Accident and incident investigators often have a complex relationship with the media [419].
Public disclosure of sensitive information can jeopardise an enquiry and can dissuade contributions
about potential hazards. Media interest can also play a powerful role in establishing reporting
systems and in encouraging investment in safety initiatives. Peter Majgrd Ngrbjerg’s account of the
new Danish Air Traffic Management reporting system reveals these two aspects of media involvement:

“Then, in 2000, in order to push for a change the Chairman of the Danish Air Traf-
fic Controllers Association decided to be entirely open about the then current obstacles
against reporting. During an interview on national television, she described frankly how
the then current system was discouraging controllers from reporting. The journalist in-
terviewing the ATCO chairman had picked up observations made by safety researchers
that, as described above, Denmark had a much smaller number of occurrence reports
than neighbouring Sweden. Responding to the interviewer’s query why this was so, the
ATCO chairman proclaimed that separation losses between aircraft went unreported
simply due to the fact that controllers - for good reasons - feared for retribution and dis-
closure. Moreover, she pointed out, flight safety was suffering as a consequence of this!
These statements, broadcasted on a prime time news program, had the immediate effect
that the Transportation Subcommittee of the Danish Parliament asked representatives
from the Danish Air Traffic Controllers Association to explain their case to the Commit-
tee. Following this work, the Committee spent several of their 2000-01 sessions exploring
various pieces of international legislation on reporting and investigation of aviation inci-
dents and accidents. As a result of this, in 2001 the Danish government proposed a law
that would make non-punitive, strictly confidential reporting possible.” [676]

The irony in this account is obvious. The media played a key role in motivating political intervention
to establish the reporting system. One of the first acts in establishing the new scheme was to create
a legislative framework that effectively protected contributors from media exposure.

Proportionate Blame...

Potential contributors often have a justified fear of retribution. They may be dissuaded from par-
ticipating in a reporting system if they feel that their colleagues and managers will perceive them to
be ‘whistle blowers’. Contributors can also be concerned about the legal consequences of submitting
an incident report [83]. Leape points out that this reluctance is exacerbated by apparent inequities
in the degree of blame that is associated with some adverse events. He also identifies a spectrum of
blame that can lead from peer disapproval through to legal sanctions:

“...these punishments are usually calibrated to the gravity of the injury, not the gravity
of the error. The nurse who administers a tenfold overdose of morphine that is fatal will
be severely punished, but the same dosing error with a harmless drug may barely be
noted. For a severe injury, loss of the right to practise or a malpractice suit may result.
Moderate injuries may result in a reprimand or some restriction in practice. Punishment
for less serious infractions are more varied: retraining, reassignment, or sometimes just
shunning or other subtle forms of disapproval.” [480]

This fear of retribution has been addressed by number of regulatory organisations who have sought to
ensure that any enforcement actions are guided by principles that are intended to protect individuals
and companies. For example, the UK Health and Safety Executive is responsible for initiating
prosecutions that relate to violations of health and safety law. These action are often taken in
response to the accidents and injuries that are reported under the RIDDOR scheme, introduced in
Chapter 1. The Health and Safety Commission requires that individual HSE inspectors inform their
actions by the principle of proportionality; the enforcement action must reflect the degree of risk.
They must also endeavour for consistency in their enforcement actions; they must adopt a similar
approach in similar circumstances to achieve similar ends. A further HSE principle concerns the
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targeting of enforcement. Actions are focused on the people who are responsible for the risk and
who are best placed to control it. Finally, there is a requirement that any legal or other enforcement
actions should be transparent; the justifications and reasons for any decision to prosecute must be
open to inspection. These guiding principles clearly distinguish regulatory actions from the informal
retribution that often dissuades potential contributors from ‘whistle-blowing’. In order to achieve
these principles, Health and Safety inspectors will exploit a range of enforcement actions:

“Enforcing authorities must seek to secure compliance with the law. Most of their deal-
ings with those on whom the law places duties (employers, the self employed, employees
and others) are informal - inspectors offer information, advice and support, both face to
face and in writing. They may also use formal enforcement mechanisms, as set out in
health and safety law, including improvement notices where a contravention needs to be
remedied; prohibition notices where there is a risk of serious personal injury; withdrawal
of approvals; variations of licences or conditions, or of exemptions; or ultimately pros-
ecution. This statement applies to all dealings, formal or informal, between inspectors
and duty holders - all contribute to securing compliance.” [315]

The legal position of incident reporting systems is inevitably complicated by differences between
different national systems. The effects of this can be seen from the differing reporting practices
in European air traffic control. Some service provides are compelled to report all incidents to
the national police force or to state prosecutors who will launch an investigation if they believe
that an offence has been committed. However, there is a concern in the European coordinating
organisation, EUROCONTROL, that controllers and pilots will significantly downgrade the severity
of the incidents that they report in such potentially punitive environments. Concerns over litigation
can also prevent reports from being filed. Other states have reached agreements between air traffic
management organisations and state prosecutors to protect staff who actively participate in the
investigation of an occurrence. The Swedish experience of operating an open reporting system
is that very few controllers have lost their licenses as a result of filing an incident report within
the last decade. The Luftfartsverket Flygtrafikjinsten personnel who operate the system stress
the need to protect the controller’s trust in the non-punitive nature of the system. The overall
safety improvements from the information that is gathered by a non-punitive system are believed
to outweigh the disciplinary impact of punitive sanctions. These arguments have also motivated
the Danish system, mentioned earlier in this chapter [676]. It is interesting to note that the same
personnel who expect a non-punitive approach to protect their submissions often also expect more
punitive actions to be taken against others who are perceived to have made mistakes, especially
pilots.

Most companies and regulators operate ‘proportionate blame’ systems. Annex 13 to the Interna-
tional Civil Aviation Organisation’s International Standards and Recommended Practices provides
the framework for accident and incident reporting in world aviation. This advocates a non-punitive
approach to accident and incident reporting. It might, therefore, seem strange that some countries
continue to operate systems that directly inform the actions of state prosecutors. There is, however,
a tension between the desire to ensure the trust of potential contributors and the need to avoid a
system that is somehow ‘outside the law’. Ethical as well as judicial considerations clearly prevent
any reporting system from being entirely non-punitive. For instance, action must be taken when
reports describe drug or alcohol abuse. As a result most systems reserve the right to pass on infor-
mation about criminal acts to the relevant authorities. This is illustrated by the immunity caveats
that are published for NASA and the FAA’s Aviation Safety Reporting System (ASRS). Section 5
covers the ‘prohibition against the use of reports for enforcement purposes’:

e “a. Section 91.25 of the Federal Aviation Regulations (FAR) (14 CFR 91.25) pro-
hibits the use of any reports submitted to NASA under the ASRS (or information
derived therefrom) in any disciplinary action, except information concerning crimi-
nal offences or accidents which are covered under paragraphs 7a(l) and 7a(2).
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e b. When violation of the FAR comes to the attention of the FAA from a source
other than a report filed with NASA under the ASRS, appropriate action will be
taken. See paragraph 9.

e c. The NASA ASRS security system is designed and operated by NASA to ensure
confidentiality and anonymity of the reporter and all other parties involved in a
reported occurrence or incident. The FAA will not seek, and NASA will not release
or make available to the FAA, any report filed with NASA under the ASRS or
any other information that might reveal the identity of any party involved in an
occurrence or incident reported under the ASRS. There has been no breach of
confidentiality in more than 20 years of the ASRS under NASA management.” [59]

Section 7 of the regulations governing the ASRS describes the procedure for processing incident
reports. Again, this process explicitly describes the way in which legal issues are considered before
reports are anonymized:

e a. “NASA procedures for processing Aviation Safety Reports ensure that the reports
are initially screened for:

1. Information concerning criminal offences, which will be referred promptly to
the Department of Justice and the FAA;

2. information concerning accidents, which will be referred promptly to the Na-
tional Transportation Safety Board (NTSB) and the FAA; and Note: Reports
discussing criminal activities or accidents are not de-identified prior to their
referral to the agencies outlined above.

3. time-critical information which, after de-identification, will be promptly re-
ferred to the FAA and other interested parties.

e b.Each Aviation Safety Report has a tear-off portion which contains the informa-
tion that identifies the person submitting the report. This tear-off portion will be
removed by NASA, time-stamped, and returned to the reporter as a receipt. This
will provide the reporter with proof that he/she filed a report on a specific incident
or occurrence. The identification strip section of the ASRS report form provides
NASA program personnel with the means by which the reporter can be contacted
in case additional information is sought in order to understand more completely
the report’s content. Except in the case of reports describing accidents or criminal
activities, no copy of an ASRS form’s identification strip is created or retained for
ASRS files. Prompt return of identification strips is a primary element of the ASRS
program’s report de-identification process and ensures the reporter’s anonymity.”
[59]

These quotations show that incident reporting systems must define their position with respect to
the surrounding legislative and regulatory environment. They also illustrate the care that many
organisations take to publish their position so that potential contributors understand the protection
they are afforded. This does not necessarily imply that they respect the intention behind such
protection. For instance, ASRS reporting forms are often colloquially referred to as ‘get out of gaol
free cards’ by some US pilots.

The protection offered by confidential reporting systems has both positive and negative effects.
‘No blame’ reporting is intended to encourage participation in the system. Protection from prose-
cution can, however, introduce bias if it has greater value for particular contributors. This can be
illustrated by the Heinrich ratios for US Commercial and General Aviation. The bottom tier of the
Iceberg can be assessed through contributions to NASA’s ASRS. Table 2.2 shows that General Avi-
ation and air traffic management personnel submitted less voluntary incident reports than the crews
of commercial air carriers in 1997 and 2000. These years were chosen because the ASRS provide
complete month by month submission statistics. Administrative problems have led to submission
data being merged for some months in other years. Others, including cabin crew, mechanics and
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military personnel provide very few submissions. The relatively high level of commercial aircrew
contributions can be explained in terms of the protection offered by ASRS submissions. Submission
to the system turns an adverse event into a learning opportunity In contrast, General Aviation pilots
typically do not, typically, risk their livelihoods if their licences are revoked after an adverse event.
There may also be less concern that others will witness and report an adverse event in General
Aviation. They may, therefore, be less likely to submit information about adverse events they have
been involved in. There is always the possibility in Commercial Aviation that other members of the
flight crew or air traffic managers will file a report even if you do not.

Air Carrier General Aviation | Air Traffic Managers Others
1997 2000 1997 2000 1997 2000 1997 2000

January 1,888 2,451 612 597 59 76 42 162
February | 1,681 2,217 677 608 55 52 29 188
March 1,884 2,503 779 582 69 85 42 191
April 1,894 2,677 776 727 82 72 31 194
May 1,798 2,112 701 718 69 54 38 192
June 1,952 2,232 718 729 88 81 66 193
July 2,051 2,536 762 829 113 72 64 168
August 1,944 2,663 650 774 105 95 56 188
September| 1,974 1,719 759 619 84 37 63 139
October 1,988 1,897 724 857 119 46 50 102
November | 1,837 1,721 589 850 68 30 68 103

December | 2,017 1,895 637 611 54 28 69 80

| Total | 22,908 | 26,623 | 8,384 | 8,501 | 965 728 618 | 1,900 |

Table 2.2: ASRS Contribution Rates 1997 and 2001

Table 2.3 presents NTSB data for accidents involving Commercial and General Aviation. In
theory, this information can be used to calculate the Heinrich ratios that in turn illustrate the

effects of ‘no blame’ reporting on participation rates.

Unfortunately, the ASRS and NTSB use

different classification schemes. The NTSB classify Commercial operations using the 14 CFR 121
and 14 CFR 135 regulations. In broad terms, 14 CFR 135 refers to aviation operations conducted
by commuter airlines. 14 CFR 121 refers to larger air carriers and cargo handlers. The 14 CFR 135
statistics are further divided into scheduled and unscheduled services. Table 2.3, prsents the NTSB
accident data for scheduled services. The 14 CFR 135 figures in parentheses also include accidents
involving on-demand unscheduled services, such as air taxis. In calculating the Heinrich ratios, we
have taken the figures for both scheduled and unscheduled services.

14 CFR 135 14 CFR 121 General Aviation
All Fatal All Fatal All Fatal
1997 16 (98) 5 (20) 49 4 1,845 350
1998 8 (85) 0 (17) 50 1 1,904 364
1999 13 (86) 5 (17) 51 2 1,906 340
2000 12 (92) 1(23) 56 3 1,837 344
2001 7 (79) 2 (20) 45 6 1,726 325
2002 8 (66) 0 (17) 41 0 1,714 343

Table 2.3: NTSB Fatal and Non-Fatal Accident Totals

Figure 2.2 illustrates the Heinrich ratios for US Commercial and General Aviation in 1997 and
2000. The ratios were based on the number of incident submissions from Table 2.2. Table 2.3
provided the total number of fatal accidents. The number of non-fatal accidents was derived by

subtracting the number of fatal incidents from the NTSB totals for all accidents.

The General
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Aviation classification is used in both the ASRS and NTSB statistical sources. The frequency of
fatal commercial accidents was derived from the sum of incidents associated with 14 CFR 121 and 135
operations in the NTSB datasets. The figures in parentheses represent the total incident frequencies
used in calculating the ratios.

General Aviation

MTSB Fatal Accidents

NTSB Men-Fatal Accidents

ASRS Submissions

1997 2000

Commercial Aviation
14 CFR 121/135

MNTSB Fatal Accident:

MNTSB MNen-Fatal Accidents

ASRS Submissions

1997 2000

Figure 2.2: Heinrich Ratios for US Aviation (NTSB and ASRS Data)

The proportion of injuries to deaths in Figure 2.2 is lower for both General and Commercial
Aviation than would be expected from Heinrich’s ratio of one death to thirty injuries. In the case
of General Aviation there is one fatal accident for every four non-fatal accidents. In Commercial
Aviation, the ratio is one to five. This is deceptive. The ratios in Figure 2.2 cannot be directly
compared to Heinrich’s results. The NTSB and ASRS data refers to accidents rather than the
number of injuries. The difference between Heinrich’s ratio and our data arises because a single
accident in the NTSB data can yield multiple fatalities or injuries. The NTSB do, however, present
fatality and injury numbers for 14 CFR 121 operations. From this we can derive ratios of 1(2) : 10(21)
: 13,311(26,623) in 1997 and 1(83) : 0.1(9) : 276(22,908) in 2000. The numbers in parentheses are the
total frequencies for fatalities, minor injuries and incident reports. Further caveats can also be raised
about these revised 14 CFR 121 ratios because the ASRS submission statistics combine 14 CFR 121
and 135 operations. These anomalies illustrate the practical difficulties that are often ignored by
proponents of the Heinrich ratio as a tool for Safety Management. They also illustrate a recurrent
observation in this book; incident and accident statistics are often presented in incompatible formats.
This makes it difficult to trace the relative frequency of adverse events and their outcomes over time.
It is apparent, however, that the revised 14 CFR 121 ratios are very different from Heinrich’s figures.
In particular the ratio of 1 death to 0.1 injuries seems at odds with the one to thirty ratio cited
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above. Fatal accidents are relatively rare in Commercial Aviation. Those that do occur often result
in significant loss of life. Relatively few passengers and crew survive with minor injuries. These
particular characteristics help to explain the apparent anomaly in the 1:0.1:276 ratio in 2000 for 14
CFR 121.

Heinrich’s original work mixed outcome frequencies in terms of fatalities and injuries with event
frequencies, based on observations of near misses. He did not attempt to estimate likely outcomes for
near miss incidents. It can, therefore, be argued that the ratios in Figure 2.2 are more informative
because they are based entirely on event frequencies. They do not include outcome information.
Figure 2.2 can be used to identify patterns in ASRS submission data. In General Aviation, there
was 1 fatal incident for every 24 submissions in 1997 and one fatal accidet for every 25 submissions
in 2000. In Commercial Aviation, there were 954 ASRS submissions in 1997 and 1,024 in 2000 for
each fatal incident. There are a number of possible explanations for these ratios. We can argue that
there is a higher proportion of fatal accidents in General Aviation than in Commercial Aviation.
This hypothesis is supported by the lower standards of training and equipment in General Aviation
[82].

The higher rate of incident reports from Commercial Aviation in Figure 2.2 might be explained
if these pilots had a greater incident exposure than in General Aviation. This is contradicted by the
observation that General Aviation pilots accumulate significantly more flying hours than 14 CRF
121 and 14 CFR 135 operations combined. Table 2.4 presents NTSB statistics for flying hours and
also accident rates per 100,000 hours in both Commercial and General Aviation [201]. To simplify
the calculation of these rates we have excluded non-scheduled on-demand air taxis under 14 CFR
135. This is justified by the relatively low number of flying hours and incidents in this category.

14 CFR 135 14 CFR 121 General Aviation

Accident | Flying Hours | Accident | Flying Hours | Accident | Flying Hours

Rate Rate Rate
1997 1.628 982,764 0.309 15,838,109 7.19 25,591,000
1998 2.262 353,670 0.297 16,816,555 7.44 25,518,000
1999 3.793 342,731 0.291 17,555,208 6.4 29,713,000
2000 3.247 369,535 0.306 18,299,257 6.3 29,057,000
2001 2.330 300,432 0.231 17,752,447 6.28 27,451,000
2002 2.595 308,300 0.228 18,011,700 6.56 26,078,000

Table 2.4: NTSB Fatal and Non-Fatal Accident Rate Per 100,000 Flight Hours

The ratios in Figure 2.2 can also be explained in terms of a lower proportion of ASRS submissions
from General Aviation than Commercial Aviation. Commercial pilots have more to lose from adverse
events. The additional protection provided by the ‘no blame’ environment of the ASRS approach
encourages them to submit a report. This attitude partly arises from the professional and personal
consequences of losing a license that is essential to that person’s job. Interviews with pilots have
revealed that they are more likely to submit an ASRS report if they believed that someone else
had also witnessed the incident. Given the NASA/FAA statement protection, cited above, there
is perhaps a tendency to use the ASRS as a form of confessional in which contribution implies
repentance. Arguably this has reached the point where many ASRS incidents are of a relatively
trivial nature and provide few safety-related insights. With less to lose, General Aviation pilots may
be less inclined to contribute to the system.

The difficulty in interpreting Heinrich ratios for US Commercial and General Aviation illustrates
the confounding factors that must be considered when analysing reporting patterns. It seems likely
that immunity policies affect contribution rates but little work has been conducted to determine how
they interact with risk exposure, with individual attitudes to risk etc. The lack of such information
is a primary motivation in writing this book. Major policy decisions have been made and continue
to be made on the basis of data supplied by national and international reporting systems. There are,
however, many open questions about the reliability, or biases, that affect these information sources.
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2.3.2 Scope and Level

There are many different types of reporting system. Local schemes may record incident information
supplied by a few staff in a particular department. International systems have been developed by
groups such as the International Maritime Organisation to support the exchange of information be-
tween many different multinational companies [387]. These differences in the coverage of a reporting
system can be explained in terms of their scope and level. The level of a reporting system is used to
distinguish between local, national and international initiatives. The scope of a system defines the
groups who are expected to participate in the scheme. The concept of coverage is a complex one. It
is possible to distinguish between the theoretical and actual scope of a system. Although a system
is intended to cover several different groups, such as medical and nursing staff, it may in practice
only receive contributions from some subset of those groups. Similarly, a national system may be
biased towards contributions from a particular geographical area.

There are important, differences between national and regional reporting systems. For example,
it can be easier to guarantee anonymity in national systems. Reports that are submitted to local
systems often contain sufficient details for others to infer the identity of individuals who are in-
volved in an adverse event. National systems are more likely to be protected by legal guarantees
of confidentiality. They are also more likely to have the resources to finance technology protection
for contributors, such as that offered by the Department of Energy’s CAIRS system [655]. They
can also finance dedicate personnel to process reports. Key individuals, such as the ‘Gatekeepers’ in
the Swedish Air Traffic Control system, can be given the task of anonymizing information so that
identities are hidden during any subsequent analysis. Steps may even be taken, as in the case of
CIRAS, to ensure that these individuals are also prevented from retrieving identity information after
the analysis is completed. All of these protection mechanisms are easier to sustain at a national level
where resources of time, money and personnel can be deployed to address the logistical problems
that often threaten locally-based systems.

A host of problems threaten anonymity in local reporting systems. For instance, the individuals
who are responsible for setting up and running such a system can have some difficulty in convincing
staff that they will not divulge confidential information to management or to other members of staff.
One common means of avoiding this problem is to operate completely anonymous systems in which
no identification information is requested. This creates the opportunity for malicious reporting in
which one person implicates another. It also creates difficulties in both analysing and interpreting
the causes and effects of particular incidents.

One of the longest running medical incident reporting systems was established in the Intensive
Care Unit of an Edinburgh hospital. This scheme can be used to illustrate the difficulty of preserving
anonymity and confidentiality in local reporting systems. The unit has eight beds [121]. There are
approximately three medical staff, one consultant, and up to eight nurses per shift on the ward.
Given the relatively close-knit working environment of an intensive care unit, it is possible for other
members of staff to narrow down those individuals who might have submitted a report about a
particular procedure or task that they were involved in. A key issue here is the trust that is placed in
the person who is responsible for operating the system. The Edinburgh system was set up by David
Wright, a consultant anaesthetist, who was heavily influenced by the earlier Australian Incident
Monitoring Study (AIMS) [866]. This local system is heavily dependent upon his reputation and
enthusiasm. He receives the reports and analyses them with the help of a senior nurse. The extent
of his role is indicated by the fact that very few reports are submitted when he is not personally
running the scheme.

The Paradox of Anonymity

There is a paradox in the affect that anonymity has on the value of a report at the local, national
or international level. As part of the initiative to establish common guidelines for incident reporting
in Air Traffic Control, interviews were conducted with controllers and other personnel in several
European countries [423]. During these sessions, several contributors stressed the importance of
anonymity. However, they also stressed the importance of knowing the context in which an incident
occurred. This included both the location, which airport and which runway, as well as the time of
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day, the operator’s shift pattern etc. Without this information, they argued that the report would
have little or no value to other operators. With that information, however, it would be relatively
easy to narrow the potential contributor down to a few individuals. The paradox here is that
anonymity is often essential to encourage the continued submission of incident reports. However,
anonymity jeopardises the usefulness of a report for those who may benefit most from the lessons
that it contains.

In international schemes this paradox raises a number of deeper questions. A large number of
local factors will influence the way in which an occurrence is dealt with. These include differences in
national operating practices, in equipment, in workload. However, if a report were to be anonymized
then much of this information would have to be omitted. It is not clear how much information about
all of these issues ought to be provided and how much can be assumed about the readers knowledge
of regional and national differences. In aviation, this has been addressed by ICAO Annex 13,
mentioned above. This specifies the minimum content for accident and incident reports. However,
these guidelines are not always adhered to. Similar provisions do not currently exist to support the
sharing of data in the medical domain or in, for instance, rail transportation.

In local schemes, the context is already well established. The staff in the Edinburgh ICU system
know that all reports refer to occurrences within that unit. As a result, much of the identifying
information about that ICU can be reatined in the reports. Much of this detail would have to be
removed in a confidential national systems in order to protect the individual hospital department.
At the same time, however, there is an increased likelihood that those running local systems may be
able to infer who contributed an anonymous report from their knowledge of the unit. The managers
of the reporting system must ensure that similar inferences cannot easily be made by the co-workers
who receive the recommendations that are generated from each contribution. This again leads to
the danger that necessary information will be omitted.

‘Targeting the Doable”

Local incident reporting systems must typically select their recommendations from a more limited
set of remedial actions than national or international systems. For example, the FAA/NASA’s
ASRS is widely recognised to have a profound influence not just on US but also on global aviation
policy. The same cannot be said for more local systems where it may only be possible to influence
the unit in which it is being run. This is reflected in the more limited definition of an incident in
some of these schemes. For example, the staff of the Yorkhill Hospital for Sick Children recently
established an incident reporting system for incidents in a Neonatal Intensive Care Unit. This local
system borrowed heavily from the existing schemes in Edinburgh and at various places in Australia
[122, 121]. The agreed definition of an incident that fell within the scope of the system was printed
on each of the forms:

“A critical incident is an occurrence that might have led (or did lead) if not discovered
in time - to an undesirable outcome. Certain requirements need to be fulfilled:

1. It was caused by an error made by a member of staff, or by a failure of equipment;

2. It can be described in detail by a person who was involved in or who observed the
incident;

3. It occurred while the patient was under our care;

4. Tt was clearly preventable.

Complications that occur despite normal management are not critical incidents. But if
in doubt, fill in a form.” [122]

The penultimate sentence illustrates a key point about local systems. Local schemes depend upon
the good will, or at worst the passive acceptance, of higher levels of management. Such support can
be jeopardised if the system is seen to move beyond constructive criticism.

Many of the incidents reported to local schemes can only be avoided or mitigated through coop-
eration with other, external organisations. For example, van Vuuren’s study of incident reporting in
a UK Accident and Emergency unit found that forty-five per cent of the causes (42 out of a total of
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93) of the 19 incidents that were studies had organisational causes. Of these, thirteen causes were
external to the Department itself. This is due to the way in which an Accident and Emergency de-
partment depends on the specialist services of other departments, including radiology, biochemistry
etc:

“Because the external factors are beyond the control of the investigated department,
it is difficult to assess their real causes. It is of little use to hypothesise in detail about
their origins and accompanying corrective actions of root causes in other departments...
However, the majority of the external factors relate to the priorities of hospital man-
agement. The consequences of these priorities influence day to day practice in the A&E
department, revolving mainly around staffing problems (not enough senior staff) and bed
problems (lack of beds for A&E patients due to the continuous closing of beds on the
wards), Although these external factors are beyond the control of the investigated depart-
ment, their reporting is important to enable informal discussion between departments
and to stimulate other departments to assess their own performance and its impact.”
[844]

There are clear differences between van Vuuren’s emphasis on collecting data, even if it cannot
immediately be used to affect other departments, and the previous definition of an incident which
‘targets the doable’. The previous definition of a critical incident, arguably, illustrates the pragmatic
approach that must be adopted during the establishment of an incident reporting system. Before
the value of such a scheme has been widely accepted, it can provide difficult to get other groups
to accept that their actions may lead to failures in the unit operating the system. Van Vuuren’s
argument that incident data can be used to enable informal discussions about common concerns will
only be effective if other groups are willing to participate.

National and international systems can often make recommendations that have a much wider im-
pact than local systems. For instance, the recommendations that are obtained from the UK’s Royal
College of Anaesthetists systems can be passed directly to other college’s for further consideration[715].
Similarly, the GAIN system is intended to support the dissemination of ‘best practice’ across the
World’s airline operators and manufacturers [308]. It is also intended to support the dissemination
of recommendations to air traffic service providers, airport managers etc. A number of limitations
affect these large scale systems. It can be difficult to encourage the active participation of all regions
within a system. These systems can also become victims of their own success if it becomes difficult
to identify common patterns of failure amongst a large number of submissions.

Local, national and international systems provide different insights. For example, Section 2.1
described the potential benefits of incident reporting. These included the fact the they provide a
reminder of hazards and that lessons can be shared. In a local system, these reminders may have
greater local relevance than in a national scheme. In a national system, feedback often retains local
features that were observed in the initial incident report. These features may not be appropriate for
all participants. Alternatively, the incident must be abstracted to derive a generic account of the
failure. In this case, the recipients must interpret the implications of the generic lesson in the context
of their department or organisation. This can lead to a strongly negative reaction to the system if
the lessons seem to be inappropriate [408]. There is also a danger of ambiguity; the implications of
a generic lesson can be misinterpreted. The following list reviews a number of further differences:

e [ocal systems can react relatively quickly to any report of an incident. As mentioned, the
overheads of analysing and investigating a mishap can be substantially reduced because the
individuals who run the system will have a good understanding of the context in which any
failure occurred. These systems may only have a limited scope within a particular level of
an organisation. Partly as a consequence of this, they often exploit ad hoc solutions to more
serious problems. For instance, many hospital systems train their staff how to ‘make do and
mend’ with poorly designed equipment [418]. National and international systems typically
have the greater influence necessary to change procedures and prohibit the use of particular
devices.
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e national systems have correspondingly greater coverage. As a result, more reports may be
received and better statistical data can be derived from them. This enables a closer relationship
to be created between incident reporting and the subsequent risk assessments that drive future
development, and operational decision making. The ability to collate national data makes it
more likely that such systems will be able to identify trends of common failures across many
different sites. This is important because they can recognise the significance of what would
otherwise appear as isolated failures. For instance, the lack of any effective central monitoring
system has been identified as a reason why repeated problems with radiotherapy systems
were not corrected sooner [487]. However, these systems introduce new problems of scale.
There are considerable information processing challenges in identifying common trends in the
500,000 reports currently held by the ASRS . It can also be difficult to respond promptly when
analysts must communicate with regional centres to establish the detailed causes of an adverse
occurrence. Finally, it can be hard to ensure that local and regional agencies exploit consistent
reporting procedures. This implies that similar incidents must be reported in a similar manner
and that local or regional biases must be identified.

e international systems enable states to share information about relatively rare mishaps. They
can also be used to exchange insights into the success or failure of recommendations for common
problems. For example, Germany Air Traffic Control (Deutschen Flugsicherung GmbH ) cur-
rently operates several parallel approach runways. The increasing use of these configurations
has encouraged them to share data with other organisations which operate similar approaches,
such as the UK’s National Air Traffic Services operation at Heathrow. International reporting
systems enable states to identify potential problems before they introduce systems that are
currently operated in other countries. It can, however, be difficult to ensure the active par-
ticipation of several different countries. Individual states must trust other countries both to
investigate and report on their incidents. Cultural and organisational problems also affect the
successful operation of international systems. For example, there is often a reluctance to adopt
forms and procedures that were not developed within a national system. Occasionally, there
is a belief that some of the incidents which are covered by national systems simply ‘could not
happen here’ [423].

Large scale systems often attract political criticism if they are perceived to threaten other national
and international organisations. It is for this reason that recent attempts to develop medical incident
reporting systems in the United States are at pains to consider the relationship between federal and
state bodies:

“Congress should:

e designate the Forum for Health Care Quality Measurement and Reporting as the en-
tity responsible for promulgating and maintaining a core set of reporting standards
to be used by states, including a nomenclature and taxonomy for reporting;

e require all health care organisations to report standardised information on a defined
list of adverse events;

e provide funds and technical expertise for state governments to establish or adapt
their current error reporting systems to collect the standardised information, analyse
it and conduct follow-up action as needed with health care organisations.

Should a state choose not to implement the mandatory reporting system, the Depart-
ment of Health and Human Services should be designated as the responsible entity; and
designate the Center for Patient Safety to:

1. convene states to share information and expertise, and to evaluate alternative ap-
proaches taken for implementing reporting programs, identify best practices for
implementation and assess the impact of state programs; and

2. receive and analyse aggregate reports from States to identify persistent safety issues
that require more intensive analysis and/or a broader-based response (e.g., designing
prototype systems or requesting a response by agencies, manufacturers or others).”
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[453]

The distinctions between local, national and international schemes often become blurred under
systems such as that proposed by the US Institute of Medicine. Local initiatives report to State
organisations that may then contribute to a Federal database. Such an integration will, however,
change the nature of local systems. For instance, the need to ensure consistency in the information
that is gathered nationally will force changes on the forms and procedures that are used locally.
Recommendations that are issued from a national level may not easily be implemented under local
conditions. For instance, recommendations relating to the use of more advanced equipment that has
not yet been installed in all regions can serve to remind teams of what they are missing rather than
forewarn them about the potential problems of equipment that they might receive in the future
[409]. Similar comments can be made about initiatives to integrate national and international
reporting systems [423]. The need to convert between national reporting formats and consistent
international standards can lead to considerable tension. For instance, some European Air Traffic
reporting systems operate a national system of severity assessment that must then be translated
into categories proposed by EUROCONTROL’s ESARR 2 document [717]. This translation process
must be transparent if all of the member states are to trust the reliability of the statistics produced
from international initiatives.

2.4 Summary

This chapter has summarised the reasons why a range of government and commercial organisations
have established these systems in the military, in transportation, in healthcare, in power generation
etc. These initiatives have been justified in terms of the learning opportunities that can be derived
from incident data ideally before an accident takes place.

This chapter has also looked at some of the problems associated with incident reporting. These
include the difficult of encouraging participation from a broad spectrum of contributors. For instance,
we have calculated Heinrich ratios for fatal and minor accidents affecting US personnel. This reveals
that contract staff may report fewer minor injuries than directly employed staff. The FRA have,
therefore, encouraged greater monitoring of incidents involving contract workers.

‘No blame’ reporting systems encourage greater participation. However, the Heinrich ratios for
General and Commercial Aviation suggest that the protection offered to contributors can introduce
biases. In particular, pilots are more likely to report an adverse event if their livelihood is at risk or
if they are concerned that their actions may be reported by colleagues and co-workers.

This book addresses the problems identified in this chapter. The aim is to present techniques
that will help to realise the benefits that are claimed for incident reporting systems. Issues of
anonymity, of legal disclosure, of retribution and blame, of scope and context must all be considered
when developing an effective reporting scheme. It is also important to consider the sources of human
error, system failure and managerial weakness that contribute to the incidents that are reported.
This is the topic of the next chapter.
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Chapter 3

Sources of Failure

Failures are typically triggered by catalytic events, such as operator error or hardware failure. These
triggers exacerbate or stem from more latent problems, which are often the result of managerial and
regulatory failure. In the most general sense, incident reporting systems provide a way of ensuring

Processes
monitors D report to
Operators
monitors C a report fo
Management
monitors c D report to
Regulator
monitors c D reports to
Government

Figure 3.1: Levels of Reporting and Monitoring in Safety Critical Applications

that such routine failures do not escalate in this manner. As a result, they must operate at several
different levels in order to reduce the likelihood of latent failures and reduce the consequences
of catalytic failures. Figure 3.1 provides an idealised view of this process. This diagram is a
simplification. Political and economic necessity often break this chain of monitoring behaviour.
Simple terms, such as “regulator” and “management” hide a multitude of roles and responsibilities
that often conflict with a duty to report [773]. However, the following paragraphs use the elements
of Figure 3.1 both to introduce the sources of failure and to explain why incident reporting systems

45



46 CHAPTER 3. SOURCES OF FAILURE

have been introduced to identify and combat these sources once they have been identified.

3.1 Regulatory Failures

Regulation is centred around control of the market place. Regulators intervene to ensure that certain
social objectives are not sacrificed in the pursuit of profit. These objectives include improvements in
safety but they also include the protection of the environment, the preservation of consumer rights,
the protection of competition in the face of monopolistic practices etc. For example, the Federal
Railroad Administration’s mission statement contains environmental and economic objectives as
well as a concern for safety:

“The Federal Railroad Administration promotes safe, environmentally sound, successful
railroad transportation to meet current and future needs of all customers. We encourage
policies and investment in infrastructure and technology to enable rail to realise its full
potential.” [239]

A similar spectrum of objectives is revealed in the Federal Aviation Administration’s strategic plan
for 2000-2001 [201]. The first of their three objectives relates to safety; they will ‘by 2007, reduce
U.S. aviation fatal accident rates by 80 percent from 1996 levels’. The second relates to security;
to ‘prevent security incidents in the aviation system’. The final aim is to improve system efficiencys;
to ‘provide an aerospace transportation system that meets the needs of users and is efficient in the
application of FAA and aerospace resources’.

3.1.1 Incident Reporting to Inform Regulatory Intervention

Regulatory authorities must satisfy a number of competing objectives. For example, it can be difficult
to both promote business efficiency and ensure that an industry meets particular safety criteria. In
such circumstances, regulatory duties are often distributed amongst a number of agencies. For
example, the US National Transportation Safety Board (NTSB) has a duty to investigate accidents
and incidents in road, rail and maritime transportation. All other regulatory activities in the field
of aviation have been retained by the Federal Aviation Administration:

“Congress (in enacting the Civil Aeronautics Act of 1938] is to provide for a Safety Board
charged with the duty of investigating accidents... The Board is not permitted to exercise
(other) regulatory or promotional functions. It will stand apart, to examine coldly
and dispassionately, without embarrassment, fear, or favour, the results of the work of
other people.” (Edgar S. Gorrell, President, Air Transport Association, 1938 [482]).

The NTSB investigates the causes of incidents and accidents whilst the FAA is responsible for
enforcing the recommendations that stem from these investigations. This separation of roles is
repeated in other industries. For example, the US Chemical Safety and Hazard Investigation Board
operates under the Clean Air Act. Section 112 (r) (6) (G) prohibits the use of the Board’s conclusions,
findings, or recommendations from being used in any lawsuit arising from an investigation. In
contrast, the US Occupational Safety and Health Act of 1970 established the Occupational Safety
and Health Administration (OSHA) to ‘assure so far as possible every working man and woman in
the Nation safe and healthful working conditions’ through standards development, enforcement and
compliance assistance.

Although the distinction between investigatory and enforcement functions is apparent in many
different industries, the precise allocation of responsibilities differs greatly from country to country.
For instance, the UK Rail Regulator is charged with safeguarding the passengers’ interests within a
‘deregulated and competitive’ transportation system. However, the monitoring and enforcement of
safety regulations remains the responsibility of the Railway Inspectorate. This differs from the US
system in which the Federal Rail Administration takes a more pro-active role in launching safety
initiatives. In the UK system, this role seems to rest more narrowly with the railways inspectorate
that is directly comparable with the US NTSB.
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We are interested in regulators for two reasons. Firstly, they are often responsible for setting
up and maintaining the incident reporting systems that guide regulatory intervention. Secondly,
regulators are ultimately responsible for many of the incidents that are reported by these systems.
Similar failures that recur over time are not simply the responsibility of system operators or line
managers, they also reflect a failure in the regulatory environment. Many regulators specifically have
the task of ensuring that accidents and incidents do not recur. For instance, the US Chemical Safety
and Hazard Investigation Board was deliberately created to respond to common incidents that were
being addressed by 14 other Federal agencies, including the U.S. Environmental Protection Agency
(EPA) and the U.S. Department of Labor’s OSHA.

3.1.2 The Impact of Incidents on Regulatory Organisations

Regulators are increasingly being implicated in the causes of accidents and incidents [701]. In
consequence, investigations often recommend changes in regulatory structure. The Cullen report
into the Piper Alpha fire led to responsibility being moved from the Department of Energy’s Safety
Directorate to the Health and Safety Executive’s Offshore Safety Division. Similarly, the Fennell
report into the Kings Cross fire was critical of the close relationship that had grown up between
the Railways Inspectorate and the London Underground management. Prior to Kings Cross, there
had only been two Judicial Inquiries into UK railway accidents, the Tay Bridge disaster [357] and
the Hixon Level Crossing Accident [549]. These criticisms reveal some of the problems that face
regulators who must monitor and intervene in complex production processes. These problems can
be summarised as a lack of information; a lack of trained personnel and a concern not to impose
onerous constraints on trade.

Many industries increasingly depend upon complex, heterogeneous application processes. Most
regulatory agencies cannot assess the safety of such systems without considerable help from external
designers and operators. It is no longer possible for many inspectors to simply demand relevant
safety information. They, typically, rely on the company and its sub-contractors to indicate which
information is considered to be relevant to safety-critical processes. Rapid technical development,
deliberate obfuscation, the use of (often proprietary) technical terms can all make it difficult for
inspectors to gain a coherent view of the processes that they help to regulate. The activities of
many regulatory agencies are further constrained by personnel limitations. These constraints partly
stem from financial and budgetary requirements. It can be difficult to train and retain staff who are
trained not only in the details of complex application processes but also in systems safety concepts.
Even if it is possible to preserve a skilled core of regulators, it can be difficult to ensure that they
continue to receive the ‘up to date’ training that is necessary in many industries.

Regulators must balance demands to improve the safety of complex application processes against
the costs of implementing necessary changes within an industry. In 1999 Railtrack estimated that the
cost of installing an Advanced Train Protection system over the UK rail network was in the region
of £2 billion [690]. This system uses trackside transmitters to continuously monitor the activity of
trains; including its speed, number of carriages, braking capacity etc. The ATP system will sense if
the driver fails to react to any line-side instructions, including signals passed at danger, and will start
to reduce the speed of the train. The costs of installing the more limited Train Protection Warning
System was estimated by Railtrack to be in the order of £310 million. This system monitors the
train before the key signals that protect junctions, single lines and ‘unusual’ train movements. A
sensor is attached to the train and this detects emissions from two radio loops that are laid before
these key signals. TPWS uses information about the current speed and the radio information that is
transmitted when a signal is at red to detect whether the train is liable to stop in front of that signal.
The information available to the system and the possible interventions are, therefore, more limited
than ATP. The economic implications of regulatory intervention in favour of either ATP or TPWS
are obvious. The Railway Safety Regulations (1999) require that ATP is fitted when ‘reasonably
practicable’. The wording of this regulation reflects the sensitivity that many regulators must feel
towards the balance between safety and the promotion of commercial and consumer interests. If
regulators were to recommend ATP rather than TPWS, rail operators would have been faced with
significant overheads that many felt could not be justified by safety improvements. If they had
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recommended TPWS rather than ATP, passenger groups such as Railwatch would have criticised
regulatory failure to introduce additional safeguards.

The Rand report was commission by the NTSB as part of an investigation into future policy
for accident and incident investigation. This document questioned the nature of regulation in many
safety-critical industries:

“The NTSB relies on teamwork to resolve accidents, naming parties to participate in the
investigation that include manufacturers; operators; and, by law, the Federal Aviation
Administration (FAA). This collaborative arrangement works well under most circum-
stances, leveraging NTSB resources and providing critical information relevant to the
safety-related purpose of the NTSB investigation. However, the reliability of the party
process has always had the potential to be compromised by the fact that the parties most
likely to be named to assist in the investigation are also likely to be named defendants in
related civil litigation. This inherent conflict of interest may jeopardise, or be perceived
to jeopardise, the integrity of the NTSB investigation. Concern about the party process
has grown as the potential losses resulting from a major crash, in terms of both liability
and corporate reputation, have escalated, along with the importance of NTSB findings to
the litigation of air crash cases. While parties will continue to play an important role in
any major accident investigation, the NTSB must augment the party process by tapping
additional sources of outside expertise needed to resolve the complex circumstances of a
major airplane crash. The NTSB own resources and facilities must also be enhanced if
the agencys independence is to be assured.” (Page xiv, [482])

A number of alternate models have been proposed. For instance, international panels can provide
investgatory agencies with a source of independent advice. This approach is likely to be costly;
such groups could only be convened in the aftermath of major accidents. In many industries, the
dominance of large multi-national companies can make it difficult identify members who are suitably
qualified and totally independent. Alternatively, investigatory agencies can develop specialist in-
house investigation teams. The additional expense associated with this approach can make it difficult
to also provide adequate coverage of the broad range of technical areas that must be considered in
many incidents and accidents.

3.2 Managerial Failures

By failing to adequately address previous mishaps, regulators are often implicated in the causes of
subsequent incidents. In consequence, they often help to establish reporting schemes as means of
informing their intervention in particular markets. There are some similarities between regulatory
intervention and the role of management in the operation of incident reporting systems. On the one
hand, many organisations have set up incident reporting systems to identify potential weaknesses in
production processes. On the other hand, many of the incidents that are reported by these schemes
stem from managerial issues.

Social and managerial barriers can prevent corrective actions from being taken even if a reporting
system identifies a potential hazard. These barriers stem from the culture within an organisation.
For example, Westrum identifies a pathological culture that ‘doesn’t want to know’ about safety
related issues [862]. In such an environment, management will shirk any responsibility for safety
issues. The contributors to a reporting system can be regarded as whistle blowers. Any failure to
attain safety objectives is punished or concealed. In contrast, the bureaucratic culture listens to
messengers but responsibility is compartmentalised so that any failures lead to local repairs. Safety
improvements are not effectively communicated between groups within the same organisation. New
ideas can be seen as problems. They may even be viewed as a threat by some people within the
organisation. Finally, the generative culture actively looks for safety improvements. Messengers
are trained and rewarded and responsibility for failure is shared at many different levels within the
organisation. Any failures also lead to far-reaching reforms and new ideas are welcomed.

Westrum’s categories of organisational culture mask the more complex reality of most commer-
cial organisations. Accident and incident reports commonly reveal that elements of each of these
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stereotypes operate side by side within the same organisation. This is illustrated by the Australian
Transport Safety Bureau’s (ATSB) report into a fire on the Aurora Australis [48]. The immediate
cause of the incident was a split fuel line to the main engine. Diesel came into contact with turbo-
chargers that were hotter than the auto-ignition temperature of the fuel. It can be argued that the
ship’s operators resembled Westrum’s bureaucratic organisation. Information about the modifica-
tions was not passed to the surveyors and other regulatory authorities. It can also be argued that
this incident illustrates a pathological culture; ad hoc consultations perhaps typify organisations
that are reluctant to take responsibility for safety concerns:

“Consultations between the company and Lloyds Register and Wartsila, on the use of
flexible hoses were ad hoc and no record of consultation or approval concerning their
fitting was made by any party. No approval was sought from the Australian Maritime
Safety Authority for the fitting of flexible hoses. Knowledge that the flexible hoses had
been fitted under the floor plates was lost with the turn-over of engineers. The fact that
other flexible hoses were fitted to the engines was well evident, but this did not alert
either class or AMSA surveyors to the fact that the modifications were not approved.”
(Summary Conclusions, [48])

This same organisation also reveals generative behaviour. Persistent safety problems were recognised
and addressed even if ultimately those innovations were unsuccessful. For instance, the operators
of the Aurora Australis made numerous attempts to balance safety concerns about the fuel pipes
against the operational requirements of the research vessel:

“At an early stage of the ships life Wirtsila Australia provided omega4 pipes to connect to
the engines in an attempt to overcome the failures in the fuel oil pipework. This however
did not solve the problem... When scientific research is being undertaken and dynamic
positioning is in use, the isolation of noise and vibration from the hull is of importance.
During these periods the main engines would not be in use. However the main generator
sets are required and, to reduce vibration, the generator sets are flexibly mounted. For
this reason, the generator sets were connected to the fuel system pipework with flexible
hoses supplied by Wartsild. The subsequent approach in solving the problem on the
main engines involved the fitting of sections of medium pressure hydraulic/pneumatic
hose.” (Page 33 - Engine Fuel Systems, [48])

Many investigators apply a form of hindsight bias when they criticise the organisational culture of
those companies that suffer severe accidents. They have experienced a major failure and, therefore,
these organisations must have a ‘pathological’ attitude to safety. This is over-simplistic. The previous
incident has illustrated the complex way in which many organisations respond to safety concerns.
It is possible to identify several different ‘cultures’ as individuals and groups address a range of
problems that change over time.

3.2.1 The Role of Management in Latent and Catalytic Failures

MAnagement play an important role in the latent causes of incidents and accidents. The distinction
between latent and catalytic factors forms part of a more general classification introduced by Holl-
nagel [362]. He identifies effects, or phenotypes, as the starting point for any incident investigation.
They are what can be observed in a system and include human actions as well as system failures. In
contrast, causes or genotypes represent the categories that have brought about these effects. Causes
are harder to observe than effects. Their identification typically involves a process of interpretation
and reasoning.

It is also useful to distinguish between proximal and distal causes [115]. In Hollnagel’s terms,
most incident reports focus on the proximal genotypes of failure. These the include ‘person’ and
‘technology’ related genotypes that are addressed later in this chapter. However, they also include
‘organisation related genotypes’ that address the role of line management in the conditions leading
to an adverse event: “This classification group relates to the antecedents that have to do with the
organisation in a large sense, such as safety climate, social climate, reporting procedures, lines of
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command and responsibility, quality control policy, etc.” (Page 163, [362]). Hollnagel’s classification
of organisation genotypes reflects the increasing public and government interest in the distal causes of
failure. He explicitly considers safety climate, social climate, reporting procedures, lines of command
and responsibility and quality control policy as contributory factors in the events leading to failure.
Table 3.2.1 illustrates how this high level categorisation can be refined into a check-list that might
guide both the investigation of particular incidents and the development of future systems.

3.2.2 Safety Management Systems

Management can recruit a number of techniques to help them combat the latent causes of incidents
and accidents. For example, Safety management systems help organisations to focus on “those
elements, processes and interactions that facilitate risk control through the management process”
[189]. The perceived success of this approach has led a number of regulators to support legislation
that requires their use within certain industries, for example through the UK Offshore Installations
(Safety Case) Regulations of 1992 . The UK Health and Safety Executive publish guidance material
on the development of Safety Management Systems [319]. They emphasise a number of phases [189):

e developing policy, which sets out the organisations general approach, goals and objectives
towards safety issues;

e organising, which is the process of establishing the structures, responsibilities and relationships
that shape the total working environment;

e planning, the organisational process which is used to determine the methods by which specific
objectives should be set out and how resources are allocated;

e implementation which focuses on the practical management actions and the necessary employee
behaviours that are required to achieve success;

e measuring performance, which incorporates the process of gathering the necessary information
to assess progress towards safety goals; and

e auditing and reviewing performance, which is the review of all relevant information.

Incident reporting schemes offer a number of potential benefits within a safety management system.
In particular, they can help to guide the allocation of finite resources to those areas of an application
process that have proven to be most problematic in the past. In other words, incident reporting
systems can focus risk assessment techniques using ‘real world’ reliability data that can be radically
different from the results of manufacturer’s bench tests. Incident reporting systems can also be
used to assess the performance of safety management activities. They can provide quantative data
that avoids subjective measures for nebulous concepts such as ‘safety culture’. Managerial perfor-
mance can be assessed not simply in terms of reduced frequency for particular incidents but also in
terms of the reduced severity of incidents that are reported. Chapter 15 will, however, discuss the
methodological problems that arise when deriving quantitative data from incident reporting systems.

3.3 Hardware Failures

Public attention is increasingly being focussed on the role of regulatory authorities in the aftermath
of accidents and incidents. This has increased interest in incident reporting techniques as a means
of informing regulatory intervention. Managerial failures also play an important role in creating the
conditions that lead to many of the failures that are described in occurrence submissions. In conse-
quence, a number of regulatory authorities have advocated the use of incident reporting techniques
to help identify potential managerial problems within a wider safety management system. The fol-
lowing section builds on this analysis and begins to look at phenotypes and genotypes that relate
to hardware failures. It can be argued that many of these failures stem from the distal causes of
managerial failure. Stochastic failures can be predicted using probabilistic risk assessment. Design
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General Specific Definition
consequent consequent
Maintenance Equipment not | Equipment (controls, resources)
failure operational does not function or is not avail-
able due to missing or inappropri-
ate management
Indicators not | Indications (lights, signals) do not
working work properly due to missing main-
tenance
Inadequate Inadequate Equipment/function is not avail-
quality control procedures able due to inadequate quality con-
trol
Inadequate Lack of resources or supplies (e.g.,
reserves inventory, back-up equipment etc.)

Management
problem

Unclear Roles

People in the organisation are not
clear about their roles and their du-
ties

Dilution of
responsibility

There is not a clear distribution of
responsibility; this is particularly
important in abnormal situations.

Unclear line of

The line of command is not well de-

command fined and the control of the situa-
tion may be lost.
Design failure Anthropometric The working environment is inade-
mismatch quate and the cause is clearly a de-
sign failure.
Inadequate The interface is inadequate and the
Human-Machine cause is clearly a design failure.
Interface
Inadequate task | Inadequate The organisation of work is defi-

allocation

managerial rule

cient due to the lack of clear rules
or principles

Inadequate task

Task planning or scheduling is defi-

planning cient
Inadequate work | Procedures for how work should be
procedure carried out are inadequate

Social pressure

Group think

The individual’s situation under-
standing is guided or controlled by
the group.

Table 3.1: Hollnagel’s Categories for Organisational Genotypes

o1



92 CHAPTER 3. SOURCES OF FAILURE

and requirements failures may be detected using appropriate validation techniques. However, many
incidents defy this simplistic analysis of managerial genotypes as the root of all mishaps. Individual
managers are subject to a range of economic, political and regulatory constraints that limit their
opportunities to address potential hardware failures in many industries.

3.3.1 Acquisition and Maintenance Effects on Incident Reporting

Several factors affect the successful acquisition of hardware devices. Managers must have access
to accurate reliability data. They must also be able to assess whether devices will be compatible
with other process components. Compatibility can be assessed both in terms of device operating
characteristics but also in terms of maintenance patterns. This is important if managers are to
optimise inspection and replacement policies. A number of further characteristics must also be con-
sidered. The operating temperatures, humidity performance, vibration tolerances etc should exceed
those of the chosen environment. components must meet electromagnetic interference requirements.
They should also satisfy frequency, waveform and signal requirements as well as maximum applied
electrical stresses. The tolerance drift over the intended life of the device should not jeopardise the
required accuracy of the component. Finally, the component must fall within the allocated cost
budget and must usually be available during the service life of an application process.

Many components fail to meet these requirements. Hardware failures have many different causes.
The distal genotypes include design failures; the device may not perform the function that was
intended by the designer. Hardware may also fail because of problems in requirements elicitation;
the device may perform as intended but the designers’ intentions were wrong. It can also fail because
of implementation faults; the system design and requirements were correct but a component failed
through manufacturing problems. A fault typically refers to lower-level component malfunction
whilst failures, typically, affect more complex hardware devices. There are also more proximal
genotypes of hardware failures. In particular, a device may be operated beyond its tolerances.
Similarly, inadequate maintenance can lead to hardware failures. A number of military requirements
documents and civilian standards have been devised to address these forms of failure, such as US
MIL-HDBK-470A (Designing and developing maintainable products and systems) or the FAA’s
Code of Federal Regulations (CFR) Chapter I Part 43 on Maintenance, Preventive Maintenance,
Rebuilding and Alteration. These standards advocate a number of activities that are intended to
reduce the likelihood of hardware problems occurring or, if they do occur, to reduce the consequences
of those failures. An important aspect of these activities is that they must continue to support
the product throughout its operational life. Two key components of hardware acquisition and
maintenance schemes are a preferred parts list and a Failure Reporting, Analysis and Corrective
Action system (FRACAs). Preferred parts lists are intended to ensure that all components come
from known or approved suppliers. These preferred parts lists also avoid the need for development
and preparation of engineering justification for new parts and materials. They reduce the need
for monitoring suppliers and inspecting/screening parts and materials. They can also avoid the
acquisition of obsolete or sole-sourced parts. Failure Reporting, Analysis and Corrective Action
systems provide individual organisations with a means of monitoring whether or not the components
on a preferred parts list actually perform as expected when embedded within production processes
in the eventual operating environment.

A continuing theme in this book will be that the use of safety-critical design and maintenance
techniques, such as a preferred parts list, can have a profound impact on the practical issues involved
in incident reporting. If a structured approach to hardware acquisition is not followed then it can
be extremely difficult for engineers to effectively exploit the information that is submitted through a
FRACA system. Engineers must assume that all components share similar failure modes even though
they are manufactured by different suppliers. This can have considerable economic consequences if
similar devices have different failure profiles, for example from different manufacturing conditions.
Adequate devices may be continually replaced because of historic failure data that is based on
similar but less reliable components. Conversely, it can be dangerous for engineers to assume that
a failure stems from a particular supplier rather than from a wider class of similar devices. In order
to support this inference, operators must analyse the different engineering justification for each of
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the different supplier’s components to ensure that faults are not shared between similar devices from
different manufacturers. The practical consequences of miscalculating such maintenance intervals is
illustrated by work from the European insurance company Det Norske Veritas [458]. They assume
that:

e that failure rate increases with increasing maintenance interval;
e that maintenance cost is inversely proportional to the maintenance interval
e that expected total cost is the sum of the maintenance cost and the expected failure cost.

It is possible to challenge these simplifying assumptions, however, they are based on considerable
practical experience. Figure 3.2, therefore, illustrates the way in which the costs of maintenance are
reduced as maintenance intervals are increased. It also shows the expectation that the costs of any
failure will rise with increased maintenance intervals. The importance of this diagram for incident
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Figure 3.2: Costs Versus Maintenance Interval

reporting is that each of these curves is based on the maintenance intervals and costs for particular
devices. If a less reliable device were used with the same maintenance intervals then cost curves
may be significantly higher, that is to say they will be translated along the Y-axis. Conversely,
the cost curves for more reliable devices will be significantly lower even though the maintenance
intervals will be based on less reliable devices. In either case, the effective use of reliability data for
preventive maintenance depends upon the monitoring of devices from different suppliers within the
actual operating environment of particular production processes [27].

3.3.2 Source, Duration and Extent

It is possible to identify a number of different types of hardware failure. In particular, they can be
distinguished by their source, duration and extent [762]. Each of these failure types poses different
challenges for the successful operation of incident reporting systems. The source of a failure refers
to whether it is random or systematic. Component faults provide the primary cause of random
hardware failures. All components have a finite chance of failing over a particular period of time. It
is possible to build up statistical models that predict failure probabilities over the lifetime of similar
devices. These probability distributions are usually depicted by the ‘bath tub’ curve shown in
Figure 3.3. Initially there is an installation or ‘burn-in’ period when the component has a relatively
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Figure 3.3: Failure Probability Distribution for Hardware Devices

high chance of failure. Over time, this declines for the useful life of the product until it begins to
wear out. At this point, the likelihood of failure begins to increase. As can be seen from Figure 3.3
it is possible to abstract away from these lifecycle differences by suing a mean failure rate. However,
this has profound practical consequences for the operation of an incident reporting system. When a
class of components are first deployed, FRACAs submissions will indicate a higher than anticipated
failure rate. This need not imply that the mean is incorrect, simply that the components must still
go through the ‘burning-in’ period indicated in Figure 3.3.

The second source of hardware problems relates to systematic failures. These stem from errors
in the specification of the system and from errors in the hardware design. Systematic failures are
more difficult to combat using incident reporting techniques. The causes of particular mishaps may
lie months or even years before a problem is reported by a supplier or end-user. It is for this reason
that initiatives such as US MIL-STD-882D: Standard Practice for System Safety focus on the quality
control and inspection procedures that are used throughout the design and implementation lifecycle.
If systematic faults are found in hardware, or in any other aspect of a safety critical system, then
this raises questions not just about the particular product that failed but also about every other
product that was produced by that development process.

The duration of a failure can be classified as either permanent, transient or intermittent. Inter-
mittent problems occur and then recur over time. For instance, a faulty connection between two
circuits may lead to an intermittent failure. Occasionally the connection may operate as anticipated.
At other times it will fail to deliver the correct signal. Conversely, transient failures occur once but
may not recur. For instance, a car’s starter motor may generate electromagnetic interference that
will not recur until another car starts in the same location. Finally, permanent failures persist over
time. Physical damage to a hardware unit, typically, results in a permanent failure. Each of these
failure types poses different challenges for reporting systems. Transient failure can be particularly
difficult to diagnose. They are, typically, reported as one-off incidents. This makes it very hard to
reconstruct the operational and environmental factors that contributed to the failure. There is also
a strong element of uncertainty in any response to a transient failure; it can often be very difficult
for engineers to distinguish this class of failures from intermittent problems. The passage of time
may convince engineers that a failure will not recur. This can be dangerous if the failure returns
and proves to be intermittent rather than transient.

Permanent failures can seem simple to identify, diagnose and rectify. However, ‘fail silent’ compo-
nents may leave few detectable traces of their failure until they are called upon to perform specific
functions. Conversely, ‘fail noisy’ components may generate so many confounding signals that it
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can be difficult for engineers to determine which device has failed. It is important to stress that
in practice there will seldom be a one-to-one mapping between each possible failure mode for any
particular device and the reports that are submitted about those failures. For example, if two dif-
ferent members of staff identify the same failure then managers will be faced with the difficult task
of working out whether or not those two reports actually do refer to the same problem or to two
different instances of a similar failure. In such circumstances, it can take considerable time and
resources for staff to accurately diagnose the underlying causes.

Intermittent failures are difficult to detect and resolve. Low frequency, intermittent failures may
only be identified by comparing incident reporting systems from many different end-user organi-
sations. The reports that document these failures may be distributed not only in time but also
in geographical location. Many safety-critical products operate in similar environments in many
different parts of the globe. Chapter 15 will argue that recent advances in probabilistic information
retrieval and case based reasoning techniques for the first time provide effective tools for detecting
and responding to this difficult class of failures. For now it is sufficient to observe that the iden-
tification of intermittent failures and trend information from incident reporting remains one of the
biggest practical challenges to the effective use of these systems.

The final classification of failure types relates to the extent of its consequences. A localised fault
may only effect a small sub-system. The consequences of a global fault can permeate throughout
an entire system. Between these two extremes lie the majority of faults that may have effects
that are initially localised but which, over time, will slowly spread throughout an application. In
many instances it is possible to use incident reporting systems to chart the propagation of a failure
over time. This provides valuable information not only about the failure itself but also about the
reporting behaviour of the systems, teams and individuals who must monitor application processes.

The following incident report from the FDA’s US Food and Drug Administration’s Manufac-
turer and User Facility Device Experience Database (MAUDE) provides a glimpse of the complex
relationships between device suppliers and the technical support staff who must operate them. In
this case, end users made repeated attempts to fix problems that were created by the inadequate
cooling of a patient monitor. The account of the problem clearly illustrates the end-user’s sense of
frustration both with the unreliability of the device and with the manufacturers’ response:

Monitors lose functions due to internal heat Note: several of the units returned for
repair have had ”fan upgrades to alleviate the temp problems”. However, they have
failed while in use again and been returned for repair, again salesman has stated it is not
a thermal problem it is a problem with X’s circuit board. Spoke with X engineer, she
stated that device has always been hot inside, running about 68C and the X product has
been rated at only 70C. Third device transponder started to burn sent for repair. Shortly
after the monitor began resetting itself for no reason, fourth device monitor, SPO2 failed
and factory repaired 10/01, 3/02. Also repaired broken wire inside unit 12/01. Tech
3/02 said the symptoms required factory repair... ([272], MDR TEXT KEY: 1370547)

This incident resulted in a series of follow-up reports. However, the manufacturers felt that the events
described by the user could not be classified as safety-related; ‘None of the complaints reported by the
user were described as incidents or even near incidents. The recent report sent to the FDA appears
to be related to frustration by the end user regarding the product reliability’. The manufacturer
further responded by describing the evaluation and test procedures that had been used for each of
the faulty units. The first had involved the customer replacing a circuit board. This did not fix
the problem and the unit was sent back to the factory. The power supply was replaced but no
temperature related failure was reproduced under testing by the manufacturers. A second device
was also examined after a nurse had complained that the monitor had ‘spontaneously’ been reset.
The hospital biomedical technicians and manufacturers representatives were unable to reproduce
the transient failure and all functions were tested to conform to the manufacturers’ specifications.
Manufacturers and suppliers are also often unable to determine the particular causes of reported
mishaps. In the previous incident, the integrator/manufacturer believed that some of the problems
might have stemmed from a printed circuit board made by another company. Tests determined
that a board malfunction resulted in a failure to display patient pulse oxymetry waveforms on
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the monitoring system. The problems did not end when the integrator replaced the faulty board.
The customer again returned the unit with further complaints that the device would not change
monitoring modes. The integrator determined that the connectors to the printed circuit board were
not properly seated. However, the board must have been properly placed prior to dispatch in order
for the unit to pass its quality acceptance test. It is possible that the connector was not seated
completely during the initial repair and gradually became loose over time. This incident illustrates
the confusion that can arise when hardware devices are developed by groups of suppliers. The
marketing of the device may be done by an equipment integrator who out-sources components to
sub-contractors. For example, one company might provide the patient monitoring systems while
another supplies network technology. This market structure offers considerable flexibility and cost
savings during development and manufacture. However, problems arise when incidents stem from
subcomponents that are not directly manufactured by the companies that integrate the product.
Complaints and incident reports must be propagated back along the supply chain to the organisations
that are responsible for particular sub-systems.

3.4 Software Failures

Software is now a key component in most safety critical systems. It is used to configure the displays
that inform critical operating decisions, it can detect and intervene to mitigate the consequences of
potential failures. Even if it is not used directly within the control loops of an application, it typically
plays a key role in the design and development practices that help to produce the underlying systems.
The Rand report into the investigatory practices of the NTSB emphasised the new challenges that
these developments are creating:

“As complexity grows, hidden design or equipment defects are problems of increasing
concern. More and more, aircraft functions rely on software, and electronic systems are
replacing many mechanical components. Accidents involving complex events multiply the
number of potential failure scenarios and present investigators with new failure modes.
The NTSB must be prepared to meet the challenges that the rapid growth in systems
complexity posed by developing new investigative practices.” [482]

The consequences of software-related incidents should not be underestimated. The failure of the
London Ambulance Computer Aided Dispatch system is estimated to have cost between £1.1 and
£1.5 million. Problems with the UK Taurus stock exchange program cost £75 to £300 million.
The US CONFIRM system incurred losses in the region of $125 million [79] Few of these mishaps
were entirely due to software failure. They were the result of “interactions of technical and cogni-
tive/organizational factors than by technical factors alone” [533].

There are important differences between hardware and software failures. As we have seen, hard-
ware failures can be represented as probability distributions that represent the likelihood of failure
over the lifetime of a device. The practical difficulties of fabrication and installation prevent designers
from introducing completely reliable hardware. If hardware related incidents exceed the frequency
anticipated by the predicted failure probabilities then additional safeguards can be deployed to re-
duce the failure frequency or to mitigate the consequences of these failures. In contrast, software is
deterministic. The same set of instructions should produce the same set of results each time they
are executed. In consequence, if a software ‘bug’ is eliminated then it should never recur. There
are some important caveats, however. In the real world, software operates on stochastic devices.
In other words, subtle changes in the underlying hardware, including electromagentic interference,
can cause the same set of instructions to have different results. In other applications, concurrent
processors can appear to behave in a non-deterministic fashion as a result of subtle differences in
the communications infrastructure [420]. Small differences in the mass of input provided by these
systems may lead to radically different software behaviours. The problem is not that the code itself
is non-deterministic. However, it can be almost impossible for operators and maintenance engineers
to detect and diagnose the particular set of input conditions that caused the software to react in
the manner that is described within an incident report. The consequences of this cannot easily be
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underestimated. In particular, it makes it difficult for engineers to distinguish between transient or
intermittent hardware failures and software bugs arising from rare combinations of input conditions.

It can also be difficulty to ensure that bug fixes reach all end-users once a safety-critical product
has been distributed. These practical difficulties are again illustrated by an incident report from the
FDA’s MAUDE system:

“For approximately three weeks user hasn’t been able to archive patient treatments
due to software error. (The) facility has attempted to have company fix system in person
but has only been successful at having company try by modem but to no avail.” ([272],
Report Number 269987)

The introduction of bug fixes can also introduce new faults that must, in turn, be rectified by further
modification.

3.4.1 Failure Throughout the Lifecycle

Jeffcott and Johnson [396] argue that many software failures stem from decisions that are taken by
high-level management. They illustrate this argument as part of a study into the organisational
roots of software failures in the UK National Health Service. For example, the inquiry into the
failure of the London Ambulance Computer Aided Dispatch System criticised the initial tendering
process that was used:

“Amongst the papers relating to the selection process there is no evidence of key questions
being asked about why the Apricot bid, particularly the software cost, was substantially
lower than other bidders. Neither is there evidence of serious investigation, other than
the usual references, of Systems Options or any other of the potential suppliers’ software
development experience and abilities. ([772], page 18)

Such problems are typical of industries that are struggling to adapt management and procurement
policies to the particular demands of software acquisition and development. They also illustrate the
ways in which the various genotypes , such as managerial failure, help to create the conditions in
which other forms of failure are more likely to manifest themselves.

The causes of software bugs can be traced back to the development stages where they were first
introduced. For instance, the IEC 61508 development standard distinguishes between eleven lifecycle
phases: initial conceptual design; the identification of the project scope; hazard & risk assessment;
identification of overall safety requirements; resource allocation to meet safety requirements; planning
of implementation and validation; system realization; installation and commissioning; validation;
operation and maintenance; modification[420]. Software failures, typically, have their roots early in
this development cycle. Many incidents stem from inadequate risk assessment. This is important
in standards such as IEC 61508 that guide the allocation of software design resources in proportion
to the predicted likelihood of a failure and its anticipated consequences. Errors during this risk
assessment phase may result in unjustified attention being played to minor aspects of software
functionality whilst too little care may be taken with other more critical aspects of a design. Any
code that is then developed will fail to insure the overall safety of an application even though
it runs in the manner anticipated by the programmer. Such problems are often caught during
subsequent validation and verification. Those failures that do occur are, therefore, not only the
result of an initial mistake or genotype. They also stem from failures in the multiple barriers
that are intended to prevent faults from propagating into a final implementation. The TEC 61508
standard requires that the staff employed on each development task must be competent; they must
understand the importance of their task within the overall development lifecycle; their work must
be open to verification; it must be monitored by a safety management system; their ork must be
well documented; it must be integrated within a functional safety assessment. These requirements
apply across all of the lifecycle phases and are intended to ensure that failures do not propagate into
a final implementation.

Managerial failures are an important precursor to other problems during software development,
such as inadequate requirements capture [415]. This is significant because it has often been argued
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that the costs of fixing software bugs rise rapidly as development progresses. For example, Kotonya
and Sommerville estimate that the costs of fixing a requirements error may be up to one hundred
times the costs of fixing a simple programming error [459]. Such estimates have important implica-
tions for incident reporting. There can be insufficient resources to fix those software failures that are
reported once a system is in operation. Many development organisations have introduced reporting
schemes, such as NASA’s Incidents, Surprises and Anomalies application, to elicit safety concerns
well before software is deployed.

Requirements analysis helps to identify the functions that software should perform. It also helps
to capture additional non-functional constraints; including usability and safety criteria. There are
many reasons for the failure of requirements elicitation techniques. The following list provides a
partial summary:

o lack of stakeholder involvement. The end-users who arguably know most about day to day oper-
ation may not be sufficiently consulted. In consequence, software engineers can get a distorted
view of an application process. Similarly, some sectors of plant management and operation
may not be adequately consulted. This may bias software engineers towards considering the
requirements of one group of users’ needs.

e incorrect environmental assumptions. A very common source of requirements problems stem
from incorrect assumptions about the environment in which a software system will operate.
Neumann’s collection of computer related risks contains numerous examples of variables that
have fallen above or below their anticipated ranges during ‘normal’ operation [627].

e communications failures within development teams. Incorrect assumptions about operating
environments often occur because software engineers must often rely upon information pro-
vided by domain experts. Problems arise when these specialists must communicate technical
expertise to people from other disciplines.

e inadequate conflict management. It is easy to underestimate the impact that social dynamics
can have upon requirements engineering. Different stakeholders can hold radically different
views about the purpose and priorities of application software. Requirements capture will fail
if it does not address and resolve the tensions that are created by these conflicts. In particular,
they can result in inconsistencies requirements, for example between speed and cost, that
cannot be met by any potential design.

e lack of ‘ecological’ validity. It has increasingly been argued that requirements cannot simply
be gathered by asking people about the intended role of software components [459]. in order
to gain a deeper understanding of the way in which software must contribute to the overall
operation of a system, it is important to carefully observe the day to day operation of that
system.

As software engineering projects move from requirements elicitation towards installation and oper-
ation, they typically pass through a specification stage. This process identifies what a system must
do in order to satisfy any requirements. It does not, however, consider the precise implementation
details of how those requirements will be met. A similar array of problems affect this stage of
software development:

e inadequate resolution of ambiguity. There is no general agreement about the best means of
expressing requirements for large-scale software engineering projects. Formal and semi-formal
notations provide means of reducing the ambiguity that can arise when natural language
terms are used in a requirements document. However, these mathematical and diagrammatic
techniques suffer from other limitations.

e inadequate peer review. Formal and semi-formal notations can be used to avoid the ambiguity
and inconsistency of natural language. However, they may only be accessible to some of the
people who are involved in the development process. In particular, they typically cannot be
review by the domain experts and stakeholders who must inform requirements elicitation.
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e lack of change management. Requirements will change over time as analysts consult more and
more of the stakeholders involved in a system. These changes can result in ‘feature accretion’;
the core application functionality may become obscured by a lengthening wish-list of less
critical features.

o lack of requirements maintenance. The constraints that software must satisfy will change
during the lifetime of a system. Unless these changes trigger maintenance updates then software
will continue to satisfy obsolete functional and non-functional requirements [434].

Errors in requirements elicitation and specification are more difficult to rectify than simple pro-
gramming errors. There is, however, a bewildering array of potential pitfalls for the programmers
of safety-critical systems. These include logical errors in calculations, such as attempting to divide
a number by zero. They also include errors that relate to the handling of information within a pro-
gram. For example, a variable may be used before it has been initialised with its intended value. The
types of data that are represented within the program may not accurately match the full range of
values that are provided as input to the program. The representations of these types may also differ
between components of a program that are written by different teams or companies. The defences
of strong typing that prevent such problems may be subverted or ignored. Valuable data may be
over-written and then later accessed as though it still existed. A further class of problems relates
to what is known as the flow of control. Instead of executing an intended sequence of instructions
or of inspecting a particular memory location an arbitrary jump may be introduced through an
incorrect reference or instruction. Other problems relate to the way in which a particular piece of
code eventually executes at run-time. For example, there are differences between the precision with
which data is represented on different target processors.

It is important not to underestimate the consequences of such coding errors. For example, the
report into the London Ambulance Dispatch System failure records how such a bug caused the entire
system to fail:

“The Inquiry Team has concluded that the system crash was caused by a minor pro-
gramming error. In carrying out some work on the system some three weeks previously
the Systems Options programmer had inadvertently left in the system a piece of program
code that caused a small amount of memory within the file server to be used up and not
released every time a vehicle mobilisation was generated by the system. Over a three
week period these activities had gradually used up all available memory thus causing the
system to crash. This programming error should not have occurred and was caused by
carelessness and lack of quality assurance of program code changes.” ([772], page 45).

This quotation again illustrates the genotypes that lead to software failures. FErrors can result
from time and cost pressures; programmers may lack the necessary resources that are necessary to
ensure type consistency and other necessary properties across module interfaces. If programmers
receive inadequate training then they may fail to recognise that they have made an error. These
problems can, in turn, be compounded by the lack of adequate tool support during various stages
of implementation and testing.

Designers cannot be certain of eliminating all bugs from complex software systems. As a result,
development resources must be allocated in proportion to the criticality of the code. If less resources
are allocated to a module then there is, in theory, a higher likelihood that bugs will remain in that
section of a program. Further problems stem from the difficulty of performing static and dynamic
tests on complex and embedded systems. Dynamic testing involves the execution of code. This is
intuitively appealing and can provide relatively direct results. It is also fraught with problems. It
can be difficult to accurately simulate the environment that software will execute in. For instance,
the Lyons report spends several pages considering the reasons why the inertial reference system
(SRI) was not fully tested before Ariane flight 501:

“When the project test philosophy was defined, the importance of having the SRI’s in
the loop was recognised and a decision was made (to incorporate them in the test). At a
later stage of the programme (in 1992), this decision was changed. It was decided not to
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have the actual SRI’s in the loop for the following reasons: the SRIs should be considered
to be fully qualified at equipment level; the precision of the navigation software in the
on-board computer depends critically on the precision of the SRI measurements. In the
Functional Simulation Facility (ISF), this precision could not be achieved by electronics
creating test signals; the simulation of failure modes is not possible with real equipment,
but only with a model; the base period of the SRI is 1 millisecond whilst that of the
simulation at the ISF is 6 milliseconds. This adds to the complexity of the interfacing
electronics and may further reduce the precision of the simulation” (page 9, [505]).

Even in simple cases there are so many different execution paths and possible inputs that they
cannot, all be tested through dynamic analysis. As a result, many organisations have turned to
combinations of both dynamic and static forms of testing. Static analysis evaluates the software
without executing it. This relies upon reasoning about an abstraction of the specific machine that
is eventually constructed by running code on a particular processor. For instance, walkthroughs can
be performed by analysing the changing values of different variables as each line of code is executed
by hand. Of course, this becomes increasingly problematic if the code is distributed. Formal,
mathematical techniques can be used to reason about the behaviour of such software. However, all
of these approaches rely upon reasoning about abstractions of the eventual system. There continue
to be both theoretical and practical difficulties in refining proofs about models of a system into
assertions about the potential behaviour of software operating on particular processors. The key
point in all of this is that both static and dynamic testing provide means of increasing our assurance
about the quality of a particular piece of code. Neither provide absolute guarantees. As a result, it
seems likely that incident reporting systems will continue to provide valuable information about the
symptoms of software failure for some time to come.

Redundancy can be used to reduce the likelihood of software failures. Several different routines
can be used to perform the same function. The results from these computations can be compared
and a vote taken to establish agreement before execution proceeds. If one section of code calculates
an erroneous value then their result can be overruled by comparison with the other results. Lack
of redundancy can, therefore, be seen to be a source of software failure. However, redundancy
introduces complexity and can itself yield further implementation problems. It can also be difficult to
ensure true diversity. For instance, programmers often resort to the same widely published solutions
to common problems. If those solutions result in common problems then these may be propagated
into several versions of the redundant code. Even if redundancy is successfully deployed, it can raise
a number of further technical problems for the successful detection and resolution of incidents. For
instance, redundancy is compromised if a routine continually computes an erroneous result but is
successfully over-ruled by other implementations. The system will be vulnerable to failures in any
of the alternative implementations of that function. It is, therefore, critical to monitor and respond
to recurrent failures in redundant code.

Poor documentation can prevent technical staff from installing and configuring safety-critical ap-
plications. It can prevent end-users from responding appropriately to system prompts and directives.
These problems can, in turn, compound the results of previous software failures if users cannot in-
tervene in a timely fashion. Inadequate documentation can also be a cause of implementation errors
in safety-critical programs. It is hard for programmers to correctly use their colleagues’ work if they
cannot, understand the interfaces between modules. This problem also affects engineers who must
maintain legacy systems. In particular, programmers often have to understand not simply what a
piece of code does but also WHY it does it in a particular manner. This is critical if maintenance
engineers are to justify their response to the problems identified by incident reporting systems. It is
also important if engineers are to determine whether or not code can be deactivated or reused when
it is ported between applications. There are close connections between these specific documentation
issues, the problems of dynamic testing and the managerial causes of software failure:

“Strong project management might also have minimised another difficulty experi-
enced by the development. The developers, in their eagerness to please users, often put
through software changes ‘on the fly’ thus circumventing the official Project Issue Re-
port (PIR) procedures whereby all such changes should be controlled. These ‘on the



3.4. SOFTWARE FAILURES 61

fly’ changes also reduced the effectiveness of the testing procedures as previously tested
software would be amended without the knowledge of the project group. Such changes
could, and did, introduce further bugs.” [772]

As mentioned, changes in the operating environment can invalidate the assumptions that were doc-
umented during any initial requirements engineering. Modifications that are introduced in response
to those changes can, in turn, introduce further faults. Any one of these genotypes can lead to the
incidents of software failure that are increasingly being documented by reporting systems[420].

3.4.2 Problems in Forensic Software Engineering

Many well-established techniques support the design and implementation of safety-critical systems.
Unfortunately, very few support the investigation and analysis of software failure. These problems
often manifest themselves in the recommendations that are made following such failures. In par-
ticular, many current standards advocate the importance of process measures as an indication of
quality during safety-critical systems development. This means that regulators and quality assur-
ance offices focus on whether appropriate practices have been followed during the various stages of
the development process. They do not attempt to directly assess the quality of the final product
itself. This avoids the many problems that arise when attempting to define appropriate measures
of software quality [486]. However, this approach creates tremendous problems for the maintenance
of incident reporting systems. The identification of a software fault throws doubt not only on the
code that led to the failure but also on the entire development process that produced that code. At
worst, all of the other code cut by that team or by any other teams practicing the same development
techniques may be under suspicion. Readers can obtain a flavour of this in the closing pages of the
Lyons report into the Ariane 5 failure. The developers must:

“Review all flight software (including embedded software), and in particular: Identify all
implicit assumptions made by the code and its justification documents on the values of
quantities provided by the equipment. Check these assumptions against the restrictions
on use of the equipment.” [505]

Unfortunately, this citation does not identify any tools or techniques that might be used to ‘identify
all implicit assumptions’ in thousands of lines of code. Such comments perhaps reveal some confusion
about the practical problems involved in software development. This is illustrated by a citation from
the report into the London Ambulance Computer Aided Dispatch system. Previous sections have
identified a number of reasons why software cannot be totally reliable:

“A critical system such as this, as pointed out earlier, amongst other prerequisites must
have totally reliable software. This implies that quality assurance procedures must be for-
malised and extensive. Although Systems Options Ltd (SO) had a part-time QA resource
it was clearly not fully effective and, more importantly, not independent. (Paragraph
3083, [772]).

Software-related incidents typically stem from more systemic problems. Bugs are often the result of
inadequate funding or skill shortages. These failures are rooted in project management, including
the risk assessment techniques that help to identify the criticality of particular sections of code.
Many complex software failures also involve interactions between faulty and correct subsystems.
They can stem from detailed interaction between hardware and software components. The nature
of such incidents is illustrated by the following report from the FAA’s Aviation Safety Reporting
System. The erroneous TCAS IT advisory interacted with the Ground Proximity Warning System:

“Climbing through 1,200 feet [on departure] we had a TCAS II Resolution Advisory
(RA) and a command to descend at maximum rate (1,500 to 2,000 feet per minute).
[The flight crew followed the RA and began a descent.] At 500 feet AGL we leveled off,
the TCAS II still saying to descend at maximum rate. With high terrain approaching,
we started a maximum rate climb. TCAS II showed a Traffic Advisory (TA) without
an altitude ahead of us, and an RA [at] plus 200 feet behind us... Had we followed the
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TCAS directions we would definitely have crashed. If the weather had been low IFR,
I feel we would have crashed following the TCAS II directions. At one point we had
TCAS II saying ‘Descend Maximum Rate,” and the GPWS (Ground Proximity Warning
System) saying ‘Pull Up, Pull Up.” [The] ATC [Controller] said he showed no traffic
conflict at any time.” [546]

There are a number of reasons why traditional software engineering techniques cannot easily be ap-
plied to analyse the causes and consequences of software related failures. Most existing techniques
address the problems of complexity by functional decomposition [486]. This assumes that by improv-
ing the reliability of individual components it is possible to improve the safety of an entire system.
Such a decomposition often fails to account for interactions between subsystems. For example, the
previous incident was caused by a software failure but resolved by operator intervention. Any re-
design of the TCAS system must, therefore, ensure the reliability of the software and preserve the
crews’ ability to identify potential TCAS failures. A number of further problems complicate the use
of traditional software engineering techniques to analyse incidents involving programmable systems.
At one level, a failure can be caused because error-handling routines failed to deal with a particular
condition. At another level, however, analysts might argue that the fault lay with the code that
initially generated the exception. Both of these problems might, in turn, be associated with poor
testing or flawed requirements capture. Questions can also be asked about the quality of training
that programmers and designers receive. These different levels of causal analysis stretch back to op-
erational management and to the contractors who develop and maintain application software. This
multi-level analysis of the causes of software failure has important consequences. Existing software
engineering techniques are heavily biased towards the requirements engineering, implementation and
testing of safety-critical systems. There has been relatively little work into how different manage-
ment practices contribute to, or compound, failures at more than one of these levels [396]. Leveson
argues that:

“..in general, it is a mistake to patch just one causal factor (such as the software) and
assume that future accidents will be eliminated. Accidents are unlikely to occur in exactly
the same way again. If we patch only the symptoms and ignore the deeper underlying
cause of one accident, we are unlikely to have much effect on future accidents. The series
of accidents involving the Therac-25 is a good example of exactly this problem: Fixing
each individual software flaw as it was found did not solve the safety problems of the
device” (page 551, [486]).

An alternative approach is to build on the way that standards, such as IEC61508, advocate the use
of different techniques to address different development issues [879]. A range of different experts can
be brought in to look at each different aspect of an incident. Management experts mght focus on
the organisational causes of failure. Human factors specialists would use human factors techniques
to investigate the role that operator behaviour played in an incident and so on. There are several
objections to this approach. The cost of multidisciplinary investigations restrict them to high-risk
mishaps. It can also be difficult to reconcile the views of individual team members from a range
of different disciplines. Lekberg’s has shown that the previous background of investigators will bias
their interpretation of an incident [484]. Analysts are also most likely to finding the causal factors
that are best identified using the tools and techniques that they are familiar with. In the case
of software engineering, this might result in analysts identifying those causal factors that relate
most strongly to requirements capture, to implementation or to testing rather than to the overall
management of a software project. There is also a danger that such a multidisciplinary approach will
suffer from problems that are similar to traditional techniques based on functional decomposition. If
each expert focusses on their particular aspect of an incident then they may neglect the interactions
between system components.

Further problems complicate the analysis of software failures. For example, simulation plays an
important tool in many incident investigations. Several hypotheses about the sinking of the MV
Estonia were dismissed through testing models in a specially adapted tank [227]. Unfortunately,
incident investigators must often account for software behaviours in circumstances that cannot easily
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be recreated. The same physical laws that convinced the sub-contractors not to test the Ariane 5’s
inertial reference systems in the Functional Simulation Facility also frustrate attempts to simulate
the incident [505]. Similarly, it can be difficult to recreate the exact circumstances which help
to shape operator intervention. This is a general problem for the simulation of complex systems.
However, it is particular severe for software systems that support synchronous interaction between
teams of users and their highly distributed systems [415]. These issues form the focus of the next
section.

3.5 Human Failures

Human failure plays a significant role in incidents and accidents. For instance, Van Cott cites
studies which find that 85% of all incidents involving automobiles are caused by human error, 70%
of all incidents in U.S. nuclear power plants, 65% in world wide jet cargo transport and 31% in
petrochemical plants [185]. Similarly, Nagel argues that humans are implicated as ‘causal factors’
in more than half of all aircraft accidents. Within this figure, he argues they are involved in nine
out of ten incidents involving general aviation [557]. These estimates can be misleading. Even those
incidents that involve periodic hardware failures can be ascribed to human failure in the maintenance
cycle. Failures that involve adverse meteorological conditions are caused by poor judgement in
exposing the system to the risks associated with poor weather. It can be argued that all accidents
and incidents are ultimately the responsibility of the regulatory authorities who must monitor and
intervene to guarantee the safety of an industry. It is, therefore, perhaps better to distinguish
between the proximal and distal impact of human error in the causation of adverse events. For
instance, Heinrich claimed that up to 88% of all accidents stem from dangerous acts by individual
workers [340].

3.5.1 Individual Characteristics and Performance Shaping Factors

Reason [699] and Wickens [863] provide sustained introductions to diverse forms of human error. In
contrast, this section provides an introductory overview. jany reporting systems explicitly prompt
investigators and respondents to identify what can be termed “performance shaping factors” [766]
or the antecedents for error modes [362]. These factors can impair operator performance:

e fatigue. Incident reporting forms often ask specific questions about the shift patterns that
operators and their colleagues worked immediate before the incident. Such information can
be used to determine whether circadian rhythms, the natural variations in performance levels
during the day, had any impact upon operator performance. For instance, Klein et al have
shown that slight rhythmic variations can be seen in overall flying skills in each of the flight
parameters over the time of day [447]. Worst performance was observed during the early
morning. Hastings provides a review of more recent clinical work into the biological mechanisms
that produce circadian rhythms [312]. He also provides a brief summary of the consequences
that these mechanisms have for operator performance.

e alcohol and drugs. Tests for substance abuse are increasingly being conducted in the aftermath
of incidents as well as accidents. Incident reports can also trigger increased workplace monitor-
ing for drugs and alchol. This raises important ethical considerations for confidential systems.
An increase in monitoring may compromise the identity of the individual or team who first
raised concern about the issue. There are wider health and performance related issues. For
example, it has been shown that short-haul aircrews significantly increase their alcohol con-
sumption during periods away from home. This can increase heart rates during sleep which,
in turn, has been shown to disturb the REM sleep that helps to determine sleep quality [293].
Caffeine and other stimulants are commonly used to compensate for the resultant fatigue.

e stress. Workplace stress stems from distractions, such as noise, but also to other environmental
influences including heat, lighting levels as well as social pressures from colleagues. Sources
of domestic stress include social pressures as well as financial and personal sources of anxiety.
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Many studies have shown complex interactions between stress and performance. For instance,
parachute jumpers have been shown to first improve their performance and then become worse
at visual detection tasks as the time for their first jump approaches. It has also been shown
that an individual’s ability to detect changes in their environment becomes more focussed and
that our ability to remember new information is impaired by increasing levels of stress [863].

workload. Many reporting forms ask respondents to provide information about the number
of tasks that operators had to perform immediately prior to an incident. They also often
ask about differences in work patterns prior to an adverse event and about the division of
responsibilities between members of a workgoup. All of these questions focus on the general
mechanisms by which workload contributes to human error. Workload is, however, a nebulous
concept. There are many different forms of measurement. Physical workload is relatively
simple. It can be measured in terms of the oxygen consumption that operators require in
order to convert the energy that is necessary to complete a given task [760]. Mental workload
is more problematic. Wickens identifies a number of key questions about workload that can be
adapted to guide incident investigation [863]. How busy was the operator? How complex were
their individual or combined tasks? Is it reasonable to expect that additional tasks might have
been handled above and beyond those already being performed? Did the operator respond to
uncertain stimuli? How did the operator feel about the tasks being performed? Unfortunately,
it can be hard to apply standard workload measures, such as NASA’s Task-Load Index scale,
in the aftermath of an incident [309]. Any subjective assessment of workload is likely to be
influenced by the knowledge that a mishap has occurred.

individual differences. Human resource managers have developed techniques to determine
whether an individual is more or less likely to contribute to an accident. These tests examine
character traits, including tendencies towards anxiety, fatigue, depression and boredom. They
also consider age, gender, experience, personality traits and time sharing ability. One class of
metrics considers what are termed ‘learning styles’; these are important because there is no
simple correlation between academic intelligence and ability in many diagnostic and control
tasks [770]. Questionnaires have been developed to determine whether individuals are well
suited to the acquisition and application of problem solving techniques. Such instruments can
be applied post hoc, after an incident, to provide assurance that they are valid predictors of
individual behaviour. However, this is arguably the most controversial form of measurement
for any performance shaping factor or error inducing feature. The ethical implications are
profound and problems of bias arise in the aftermath of an incident. In particular, it is difficult
to separate individual differences as a cause of an incident from a myriad of other performance
shaping factors. Incident information is not only used to validate personality questionnaires.
It can also be used to drive simulations during training and selection exercises. For example,
the FAA’s Situation Assessment Through the Recreation of Incidents (SATORI) system is one
of several that allows for the recreation of pre-recorded air traffic data through a controllers’
plan view display and continuous readout update display for any sector [712]. This application
was originally developed to recreate operational errors for review during quality assessment
procedures but it has also been used to assess individual performance during the recreation of
“error-inducing” situations.

attitudes towards risk.  We have defined risk to be the product of the probability of an
incident and the seriousness of its consequences. The concept of risk is further complicated
by uncertainty about the realisation of losses [506]. If an incident does occur then the actual
consequences may depend upon a wide range of factors, including any mitigating actions taken
by system operators. It is also possible to identify different individual attitudes towards risk
taking that illustrate the underlying complexity of likelihood and consequence. For example,
some individuals are risk averse whilst others actively seek exposure to certain hazards. Risk
taking is the voluntary and conscious exposure to risk. Individual risk taking behaviour has
often been cited as a factor behind the human contribution to incidents and accidents [722].
Higher speeds have been observed for drivers who have a previous record of accidents [856].
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Rockwell’s pioneering study showed that electrical workers who take higher risks in their daily
lives are also involved in more accidents at work [711]. There are, however, dissenting voices.
Landeweerd et al have shown that the risk-taking tendency of construction workers was not
related to a history of involvement in incident and accidents [474].

Hollnagel identifies many more of these performance shaping factors [362]. Their significance is that
each factor can impair an individual’s ability to call upon their perceptual, cognitive and physio-
logical resources during the course of an adverse event. Physiology refers to the operator’s physical
attributes and includes their height, weight, reach etc. During an incident, operators can be tem-
porarily incapacitated through injury or more permanently ‘disabled’ from performing their planned
actions. Physiological failures can arise from barriers in the working environment; operators may
not physically be able to reach a control. There are also more complex ways in which the body state
of an operator can influence their performance. Teasdale and Barnard describe how physical condi-
tions, such as heat or noise, can effect the mood of an operator. They go on to describe how such
mood changes will also affect an individual’s judgement [771]. Their work provides an analytical
and theoretical explanation for the mass of empirical results that point to the increased likelihood
of human error during operation in hot, noisy and cramped working environments [863]. Physio-
logical problems directly lead to incidents if operators cannot complete planned actions. They may
also indirectly lead to poor judgements and erroneous decisions through the cognitive mechanisms
described by Teasdale and Barnard.

The majority of workplace accidents relate to collisions with moving and stationary objects. In
2000, the United Kingdom’s Reporting of Injuries, Diseases and Dangerous Occurrences Regulations
(RIDDOR) statistics record approximately 218 fatal injuried to workers [332]. Of these, falls from a
height (29%), being struck by a moving vehicle (17%) or falling object (16%) are the most common
form of injury. The non-fatal major injury rate for employees was approximately 120.1 per 100,000.
Slips, trips or falls on the same level are expected to be the most common kind of non-fatal major
injury to employees. The rate of injuried that resulted in an employee absence of 3 days or more was
21.4 per 100,000. Injuries sustained while handling, lifting or carrying are the most common kind
of over-3-day injury to employees. There is a danger, however, that too much attention is paid to
the immediate physiological impact of major incidents. Other long term physiological effects include
functional aging. This is the deterioration of physical capacity beyond that which might be expected
for the general population, that is to say beyond what might be expected from chronological aging.
In particular, there is an increasing awareness that employers should also be concerned about the
longer-term health and safety implications of particular tasks [863]. Many regulatory organisations
are encouraging more active reporting of repetitive stress injuries, including carpal tunnel syndrome
and work specific upper limb disorders. For instance, the US OSHA has proposed an ergonomic
standard that is intended to prevent three million work-related musculoskeletal disorders over the
next 10 years [651]. They estimate that such injuries currently cost $15 to $20 billion in workers’
compensation costs with total costs as high as $45 to $60 billion each year. One of the key proposals
in the OSHA standard is that companies should “set up a system for employees to report signs and
symptoms of musculoskeletal disorders and respond promptly to reports”.

Many physiological problems are caused by poor design [295, 157]. For example, Galer and Yap
describe how existing input devices make data entry errors more likely in patient monitoring systems
within an intensive care unit [282]. Junge and Giacomi describe how some of these problems have
been addressed during the development of the general purpose workstation on the space shuttle [433].
Many physiological problems stem from operator behaviour. Workers in many industries, including
car production, marine engineering and electricity generation, neglect risk reducing measures [311].
They ignore many of the dangers associated with incorrect postures or with unbalanced positions.
Risk-taking is viewed as a controllable part of their everyday life at work [368]. There are other
sources of physiological injury within the workforce. Studies of incidents involving postal workers
have also shown that supervisors may expose their colleague to situations, such as adverse weather
conditions, that significantly increase the risks of an injury[77]. Incident reporting systems, such
as that proposed by the OSHA standard, have been advocated as a means of addressing these
problems. Newsletters can disseminate information about previous mishaps that involve the violation
of guidelines on appropriate posture . Direct information about real incidents often proves to be
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more effective than abstract classroom-based training sessions [425].

Perceptual failures occur when operators fail to correctly detect important cues and signals from
the environment. For instance, the crews’ apparent inability to sample critical information from an
engine vibration montor was identified as a causal factor in the Kegworth crash [8]. Many authors
have commented on the clutter that characterises the cockpits of modern commercial aircraft [863].
Billings notes, however, that there is a tension between filtering information to reduce the perceptual
loading on operators and actively hiding information that may be essential for fault diagnosis [82].
The specific problems of cockpit design are also reflected in other industries. Sheridan describes
a loss of coolant incident in a nuclear reactor that caused more than five hundred annunciators to
change status in the first minute and more than eight hundred within the first two minutes [738]. In
contrast, some safety-critical systems provide operators with too little information about the state
of an application. Cook and Wood cite a medical incident report to illustrate this potential cause
of human ‘failure’:

“During a coronary bypass graft procedure, an infusion controller device delivered a
large volume of a potent drug to the patient at a time when no drug should have been
flowing. Five of these microprocessor-based devices were set up in the usual fashion at
the beginning of the day, prior to the beginning of the case. The initial sequence of
events associated with the case was unremarkable. Elevated systolic blood pressure (>
160 torr) at the time of the sternotomy prompted the practitioner to begin an infusion of
sodium nitroprusside via one of the devices. After this device was started at a drop rate
of 10/min, the device began to sound an alarm. The tube connecting the device to the
patient was checked and a stopcock (valve) was found to be closed. The operator opened
the stopcock and restarted the device. Shortly after the restart, the device alarmed
again. The blood pressure was falling by this time, and the operator turned the device
off. Over a short period of time, hypertension gave way to hypotension (systolic pressure
<60 torr). The hypotension was unresponsive to fluid change but did respond to repeated
boluses of neosynephrine and epinephrine. The patient was placed on bypass rapidly.
Later the container of nitroprusside was found to be empty; a full bag of 50mg in 250ml
was set up before the case”. [182]

An experienced physicians had set up this device so that it allowed a free flow of the drug into the
patient once the physical barrier of the stopcock was removed. A visual and an auditory alarm were
presented when the device was started because there was no flow with the stopcock closed. When
the stopcock was opened, the same alarms were again presented. This time, however, the device
could not detect drops being administered because the drug was passing freely into the patient.
Their blood pressure dropped and so the physician shut-down the device. However, this did not
prevent the continued flow of the drug. Such incidents emphasise that we cannot isolate our ability to
perceive an alarm from our ability to detect the additional information that is necessary to diagnose
the causes of the alarm. In the reactor’s loss of coolant incident the operator was overwhelmed by
the sheer number of information sources, in the medical mis-administration incident they failed to
detect any information that might have helped form a more correct diagnosis of the problem.

State of the World
Signal Noise
Response Yes Hit False Alarm
No Miss Correct Rejection

Table 3.2: Outcomes from Signal Detection

Environmental factors affect our ability to perceive information. High ambient noise levels can
prevent operator from hearing particular warnings. On the other hand, attempts to overcome
ambient noise levels have led some developers to produce warnings that reach up to 100 decibels at
the pilot’s ear. Such sound levels are likely to have a profound impact upon an individual’s ability
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to attend to, or process, other information [668]. Some sources of environmental interference are
less easy to predict than high ambient noise levels:

“|On takeoff], at approximately 500 feet AGL, a laser beam of green light struck through
the right side window of my cockpit striking my First Officer in the right eye and blinding
both he and I for approximately 510 seconds due to the intensity of the light beam. I
immediately notified the Tower Controller [who stated] that this had become a recurring
problem with the laser show coming from the top of the [hotel] in Las Vegas. We were
very fortunate, because this could have been a much more serious situation had the laser
struck myself as well as [my First Officer] at a more direct angle, severely blinding both
of us and endangering the lives of my passengers and crew.” [667]

Many mishaps stem from problems of signal detection. Table 3.2 explains some of the issues involved
in this aspect of perception. If a signal is present then either the operator may detect it, in which
case they have achieved a ‘hit’, or they may fail to detect the signal, this results in a ‘miss’ in
Table 3.2. If the signal is absent and the user detects it then this results in a false alarm. There
are also situations, especially in the medical domain, where it may be better for the patient to act
as though a signal were present even though there may be some uncertainty about the observation
[281]. The final alternative is that the operator correctly observes an absent signal.

Other forms of perceptual failure arise from the difficulty of correctly sampling many different
items of information. This is not simply a problem in using foveal and peripheral vision to scan
a large number of displays, it also relates to the rate at which information changes over time. De
Keyser has studied the impact of these temporal issues in domains ranging from steel production
to healthcare [437, 438]. Operators are liable to miss critical information if it is rapidly replaced
by other signals. Conversely, they are unlikely to detect trends that emerging over hours, days or
weeks, especially if their attention is diverted by other tasks. This is typified by incidents of involving
navigational failures. An initially small degree of error gradually grows with potentially disastrous
consequences, as in this grounding reported by the Australian Maritime Incident Investigation Unit.
The Pilot’s likelihood of detecting the error was decreased by the fact that he was presumed to be
asleep during part of the passage:

“The ship continued on a gyro heading of 354 degrees to make good a course of 350
degrees at a speed of about 13.8 knots. The state of tide was about two hours before low
water and what tidal stream there was tended to set the ship to the east. The 2nd mate
fixed the ships position at 02:49 and again at 03:07, when about 3 nm from Heath Reef.
Both positions put the ship to the east of the intended course line. The weather was fine
with some cloud, the wind was from the south-east at 18 - 20 knots. There was only
one vessel, a fishing vessel, in the vicinity of Heath Reef, which was showing a broad red
side light. At about 0311, the 2nd mate touched the pilot on the shoulder to remind him
to make the scheduled mandatory report to Reef Centre. The pilot got down from the
chair and picked up the VHF radio and duly reported the ships position and speed. As
he looked forward at Heath Reef, he realised that New Reach was in the wrong relative
position. He ordered an alteration of course to 350 degrees. The pilot could also see the
fishing vessel, but it was well clear of New Reach. However, the skipper of the fishing
vessel used channel 16 VHF to contact New Reach and inquired whether the pilot wanted
him to pass New Reach to starboard (green to green). The pilot replied that it was not
necessary and that he was just dodging around Heath Reef...” [521]

An operator’s ability to sample information can depend upon the mode of presentation. There are
some obvious differences. For example, auditory displays typically have a shorter temporal duration
than visual displays. Conversely, it can be easier to filter individual sounds from a large number of
simultaneous auditory signals than it is to detect individual changes in a bank of visual displays.
There are also a number of less obvious properties. For instance, Posner, Nissen and Klein point
to the dominance of auditor warnings over visual alarms [685]. Both audio and proprioceptive, or
tactile, alarms provoke faster responses than visual warnings. However, operators more reliably
provide the response associated with the visual alarm if they are faced with both an auditory and
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a visual warning. If an auditory task is being performed concurrently with a visual one then the
auditory task tends to suffer most from this division of attention.

Wickens provides an excellent overview of the ways in which the human perceptual system con-
tributes to, and helps to avoid, major incidents [863]. Perception cannot, however, be isolated from
other attributes of human behaviour. The way in which an individual will attend to different infor-
mation sources is heavily determined by cognitive or mental models of the processes being observed.
If operators think that a process is about to enter a hazardous state then they will, typically, devote
additional perceptual resources to monitor Norman [636] argues that the development of appropriate
models can be supported by the provision of appropriate feedback about system behaviour. that
process. Unfortunately, these mental models are not always accurate. Operators often fail to pre-
dict critical changes in an application process. There is a lag between any increase or decrease in
process error rates and any appreciable change in human sampling. Sheridan builds on this analysis
[737]. He argues that the time between two observations of an instrument should be determined by
a cost-benefit trade-off between growing uncertainty about the state of an unsampled channel and
the costs of sampling that channel. The main practical problem with this analysis is that both of
these estimates are likely to be highly subjective. For example, an expert may be able to predict
the state of a process variable with far greater certainty than a novice. A risk adverse individual
may also associate greater costs with NOT sampling a channel than a risk preferring individual.

Cognition refers to the ways in which we process the information that we perceive in our envi-
ronment. An operator’s perception of a signal or warning is influenced by their mental model of an
application. Cognition and perception are, therefore, closely inter-twined. This is illustrated by the
following NTSB incident report in which an AMTRAK express collided with a Maryland commuter
train. The engineers believed that a the signal 1124-2 was on CLEAR when it was actually set to
APPROACH. This persuaded him not to pay special attention to the subsequent signal at George-
town junction. His mental model of the state of the track made him anticipate a clear line and this
directed his perception of critical indications to the contrary:

“The APPROACH indication of signal 1124-2 required the MARC train 286 engineer to
slow his train to not more than 30 mph after passing the signal and to be prepared to
stop at the Georgetown Junction signal. The collision occurred because the engineer did
not operate MARC train 286 in conformity with the signal indication when he stopped
at Kensington station and then proceeded towards Georgetown Junction, attaining a
speed of about 66 mph. The engineers actions after departing the Kensington station
were appropriate had signal 1124-2 been CLEAR, but his actions were inappropriate for
an APPROACH aspect...

If the engineer thought that his last signal (1124-2) was CLEAR, none of the signals
he could have normally expected at Georgetown Junction would have been so restrictive
as to demand his immediate action. Hence, he had no reason to try to see the signal as
soon as possible. In addition, there was no radio conversation between train engineers
and the dispatcher that could have provided the MARC train 286 engineer with a clue
on the other trains operating in the area. Disbelief was likely once he or the other
crewmembers or both observed the STOP signal at Georgetown Junction. The crew
would have then consumed some time trying to reconcile the restrictive STOP indication
with an expected CLEAR indication, which had been the norm for them at Georgetown
Junction. One of the passengers stated, I could see the look, like bend over and check
to see if somethings coming, then they jump back like in shock, then they went forward
again just to double check, which would attest to disbelief on the part of the traincrew.”
[596]

This incident clearly indicates the strong connections between cognition, in terms of memory and use
of mental models to inform expectation, and perception, in terms of sampling critical information.
Teasdale and Barnard extend this analysis to show further interaction between physiology and both
cognition and perception [771]. The physical ‘well being’ of an operator not only affects their ability
to perceive critical information, it can also prevent them from acting effectively on that information,
for example in situatiuons of extreme cold or noise. Figure 3.4 provides a high level overview of the
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way in which cognition can affect these diverse aspects of human behaviour. As mentioned before,
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Figure 3.4: Cognitive Influences in Decision Making and Control

the perception of information about the current state of the system can be biased by our prior beliefs
about what are, and what are not, salient sources of information that must be sampled. Our analysis
of the information that we perceive can also be biased. For example, there is a strong tendeny to
recognise information that confirms previous expectations and to ignore contradictory indications.
Kletz describes an example of this form of bias:

“The operator correctly diagnosed that the rise in pressure in the reactor was due to a
failure of the ethylene oxide to react. he decided that the temperature indicator might
be reading high and that the temperature was, therefore, too low for reaction to start or
that the reaction for some reason was sluggish to start and required a little more heat.
he, therefore, raised the setting on the temperature trip and allowed the temperature to
rise. (Two people were injured by the resulting explosion). His diagnosis, though wrong,
was not absurd. However, having made a diagnosis he developed a mind-set. That is, he
stuck to it even though further evidence did not support it. The temperature rose but
the pressure did not fall (the reaction was exothermic). Instead of lloking for another
explanation or stopping the addition of ethylene oxide, he raised the temperature further

and continued to do so until it reached 200 degrees C instead of the usual 120 degrees
C.” [449].

There are several different forms of confirmation bias. For example, many people seem to exploit
a representativeness heuristic. This favours familliar hyptheses that match the set of symptoms
which we observe in our environment. Problems arise when the symptoms are similar to, but not
an exact match, for those typically associated with a hypothesis. Under such circumstances, there
is a tendency to select the familliar hypotheses rather than considering the probability of competing
diagnoses [863]. Similarly, the availability heuristic describes how some hypotheses are more easily
brought to mind than others. For instance, Javaux’s work on pilot interactions with flight manage-
ment systems has identified both recency and frequency effects that biasindexbias!frequency bias
their expectations about the modes that are exhibited by these applications [394]. Fontenelle argues
that incidents which are described in greater detail to the workers in safety-critical applications will
also be perceived as having a greater prior probability [251].

Figure 3.4 also shows how an operator’s analysis of the current situation is affected by their
anticipation of future states. Such predictions are based on mental models that reflect our under-
standing of application processes. Such an understanding will always be simplistic and incomplete
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for all but the most rudimentary of systems. The following case from the Swiss Critical Incidents in
Anaesthesiology system illustrates how correct mental models not only depend on an understanding
of the basic functionality of a system, but also on the particular characteristics of system design.
An incomplete understanding of the oxygen flush on an inhalator led to incorrect predictions about
the induction of an anaesthesia:

“During induction of inhalational anaesthesia (50% N20/50% O2/sevoflurane up to 8
Vol%) the patient did not reach a sufficient level of anaesthesia (there was only a su-
perficial anaesthetic level with profound agitation which could be achieved although a
sevoflurane oncentration up to 8 Vol% was used). The anaesthetic machine (Carba) was
tested in the morning by the nurse and was found to be working correctly. During the
event, the oximeter showed a FiO2 of near 75%, although a fresh gas mixture of 2 1
N20/min and 2 102/min. was choosen and could be seeen on the rotameters. Surpris-
ingly, the ventilation bag of the circle-circuit didn’t collapse during inspiration and the
boy didn’t pass the excitation phase of the induction. A anaesthetic gas analyzer was
not used. Because there must have been a surplus of fresh gas, the machine was checked
again and the problem was found: this type of old anaesthetic machine has a oxygen flush
button, which MUST TURNED ON AND MUST BE TURNED OFF AFTER USE. So,
during checking the machine in the morning, the O2-flush button was tested, but not
completely turned off again, so that the bypassed oxygen diluted the sevoflurane and the
fresh gas mixture. Correcting this problem, the anaesthetic was completed successfully
and with no further problem. The saturation of the patient was never below 97%.” [755]

Figure 3.4 illustrates how decision making is linked to the operator’s perception of the current situa-
tion, to their analysis of that situation and to predictions about the potential future situation. Such
decision making is determined by implicit assumptions both about the benefits of particular actions
and the likelihood of obtaining those benefits. The resulting decisions cannot simply be characterised
in terms of numerical comparisons between the products of these two terms. Individual attitudes to
risk and the perception of potential benefits can lead to a number of well known paradoxes that are
confirmed by incident reports:

“Suppose a physician sees 48 breast cancer patients per year. Two treatments are
possible, with the following outcomes predicted: if treatment A is prescribed, 12 patients
will survive. If treatment B is prescribed, there is a 0.25 probability that 48 patients will
survive and a 0.75 probability that no patients will be saved. Which treatment would
you prescribe if you were a physician? although, the estimated outcome is identical most
people given such a choice choose treatment A, the sure thing, over B the calculated risk.
7 [446)

Figure 3.4 is intended to show that an operator will iterate between the stages involved in perceiving
the current situation, analysing that situation, predicting future situations and eventually making
a decision. It also illustrates how the operator’s mental and physical resources can have a profound
impact upon their ability to perform each of the phases described in previous paragraphs. For
example, fatigue might impair an operator’s ability to accurately perceive necessary signals in their
environment. Similarly, high demands on working memory might lead them to form an incorrect
assessment of their current situation even though they may have identified necessary information.
These cognitive, perceptual and physiological resources are, in turn, affected by the operator’s
environment. Noise, heat, vibration can have physiological impacts upon a worker. The inefficient
allocation of tasks, poor interface design or interruptions from colleagues can stretch cognitive and
perceptual resources. Some of these factors act directly on the feedback loop between the operator’s
actions and their perception of the environment in Figure 3.4. Other factors such as managerial or
domestic pressures may act to influence operator behaviour in a less direct manner. This is denoted
by the dotted line from environmental influeces to the elipse representing operator’s resources in the
diagram.
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3.5.2 Slips, Lapses and Mistakes

Errors can be seen as the unwitting deviation of actions from intentions. Operators may forget to
perform a necessary command or they may repeat unnecessary steps. Errors can also be seen as the
unwitting deviation of planned actions from a goal. Operators may mistakenly believe that certain
actions will lead to a desired outcome. This definition of error ignores the important question of goal
formation. It does not describe the many complex ways in which training, the presentation of display
information, intervention from colleagues or other factors in the working environment help to shape
the strategies and objectives that determine our more immediate objectives. For instance, Gaba has
outlined a number of ways in which anticipation helps to shape strategy formation and goal setting
[281]. He then uses this analysis to describe the knock-on effects that can emerge when inappropriate
strategies help to ‘provoke’ the more detailed forms of error referred to in the previous definitions.
Hollnagel also describes how human reliability will decline as operators move from strategic and
tactical modes of control to opportunistic and scrambled interventions [362]. These different control
modes have a strong impact upon intentions and actions that lead to errors.

Errors do not occur in a social or regulatory vacuum. They occur against a background of rules,
regulations and procedures. Violations, therefore, are the deliberate contravention of those practices
that are necessary to preserve the safety of a system. From this it follows that an error need not be
a violation and that a violation need not involve an error. The violation of an inappropriate rule
may be necessary to preserve the safety of an application process. Duncan describes an incident in
the North Anna reactor that illustrates such a necessary violation [219]. Changes in the generation
process led to dangerous temperature profiles following a scram. This process involves the insertion
of neutron absorbing control rods to reduce reactivity. The operators were faced with a difficult
choice. Following the Three Mile Island accident, Nuclear Regulatory Commission (NRC) regulations
required that operators delay any intervention in order to allow a more detailed situation assessment,
during any potential emergency. However, plant management believed that if they obeyed this
regulations then the safety of the plant would be threatened. They would no longer be able to
predict its behaviour. If they disobeyed the regulations then the plant could be saved but they
would beak the NRC conditions of operation. The plant management chose to violate the regulation;
a pump was taken off the coolant circuit and the emergency was resolved. Duncan observes that
this incident underlines the dangers of trying “to prescribe regulations, procedures or algorithms,
especially when these prescriptions are backed by legal sanctions” [219].

If an individual does not know that they are violating a rule or procedure then this can be
interpreted as an error. Unfortunately, incident investigators cannot always discern the intentions
of an operator. If intention can be demonstrated then it is possible to identify three different types
of deliberate violation. The North Anna example, cited above, illustrates the more general class of
necessary violations [701]. Such incidents illustrate situations in which rules and regulations place
staff in danger. In contrast, a routine or normal violation is one which involves some element of
‘corner cutting’. This is typical of situations in which a group of skilled worked accept dangerous
working practices as the norm. A good example, would be the removal of necessary protection
devices. Finally, an optimising deviation involves some form of personal gratification or thrill seeking.
An individual may deliberately choose to ignore accepted operating practices in order to ‘optimise
the joy of speed or indulge in aggressive instincts’ [701].

Many incidents stem from complex combinations of optimising, necessary and routine violations.
This is illustrated by a US Chemical Safety and Hazard Identification Board investigation of an
incident at an explosive company:

“The investigation team found that operators regularly used metal tools to unplug mixing
pot draw-off lines in Booster Room 1. Several explosives manufacturing incidents during
melt/pour operations at other companies have been caused by using metal tools to chip
or forcefully break apart clogs in draw-off valves... The plant manager found (one of
these tools) in Booster Room 1 on more than one occasion. When the manager found
the rod in the booster room, he stated that he told operators not to use the tool, and
the rod was taken to the tool room. Operators reported, however, that this tool was
routinely kept in Booster Room 1 and was also used to push unmelted TNT on the
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surface down into the liquefied TNT in the melting pots. Operators indicated that it
was sometimes very difficult to clear valves, so they had to use more force. The metal
rod would be jammed into the valve repeatedly until the mass of material was broken
free. The tool would have to be extracted quickly when the clog was freed because the
hot, melted explosive mixture would flow from the open valve stem and would burn the
worker clearing the valve if the worker was not fast enough. Being burned by the molten
liquid was considered to be the primary hazard associated with this activity.” [160]

From the perspective of the manager, the use of the tool was a routine or normal violation. In
contrast, the workers may have viewed the same violation as a necessary means of completing their
tasks on schedule and without exposing themselves to what they perceived to be the primary hazard.
The workers’ justification for violating the managers instructions was based upon a mistaken judge-
ment about the primary hazard. The consequences of an explosion were greater than being burned
by the molten liquid. This example also illustrates the problems of investigating the violations that
contribute to incidents and accidents. Violations are strongly connected to ideas about operating
norms. The use of the metal tools was ‘normal’ practice within the work group. It was an abnormal
violation for the management and regulators. From this it follows that any member of the work
group who reports on this ‘normal’ violation will be seen as a whistle-blower or someone who violates
the norms of their working group. Chapter 5 describes a number of techniques that can be used to
overcome the natural reticence of workers to report on the potentially dangerous working practices
of their colleagues. Some managers collude in optimising violations. In such circumstances, the
reporter or whistle blower must not only be assured of their anonymity but also of the independence
of any subsequent investigation.

In the same way that we can distinguish between necessary, optimising and routine violations, it
is also possible to identify different types of errors. The most general classifications separate slips and
lapses from mistakes. Slips involve failures in the execution of a plan. They often have observable
consequences, such as a slip of the tongue. Lapses involves failures in a well understood sequence
of actions regardless of whether that plan was appropriate. They describe more covert forms of
error, including failures of memory such as forgetting someones name. They may only be apparent
to the person experiencing them. Slips and lapses can be distinguished from mistakes. Mistakes are
failures of intention rather than execution. They stem from a failure to select appropriate objectives
irrespective of whether the actions taken to achieve those objectives were successful.

Reason’s Generic Error Modelling (GEMS)[699] brings together the slip, lapse and mistake tax-
onomy with Rasmussen’s Skill, Knowledge and Rules approach to cognition [694]. Skill-based per-
formance takes place after the statement of an intention or objective and is characterised by a lack
of conscious control. It is typical of expert interaction, is smooth and appears to be automated.
Knowledge and rule based performance only occur after an operator is made aware of a potential
problem. Rule based performance occurs when individuals meet familiar problems that can be re-
solved through the recall and application of rules and procedures. Knowledge based performance
typifies interaction in unfamiliar situations where operators must consciously rely upon inference
and stored knowledge to identify a solution. Slips and lapses mainly occur during skill based per-
formance. Inadvertent errors of omission or commission are likely during the unconscious pursuit
of a recognised objective [363]. In contrast, errors of rule based performance are liable to result in
mistakes. For instance, an operator may not identify the problem at hand and, therefore, select
rules and procedures that are more appropriate to other problems. Alternatively, if a user correctly
identifies the state of the system then they may apply the wrong rules and procedures. Users either
apply bad rules or misapply good rules. Errors at the knowledge based level are also likely to result
in mistakes. For example, operators may pursue inappropriate objectives if they possess incomplete,
inconsistent or incorrect knowledge about their system. This can be caused by thematic vagabond-
ing in which operators flit from one aspect of a problem to another without pausing to conduct a
sustained analysis of their current situation. Errors at the knowledge based level can also be caused
by encysting; operators continue to focus on minute details of a much wider problem.

Reason extends Rasmussen’s Skill, Knowledge, Rule distinctions in several ways. In particular,
he focuses on the ways in which failures affect all three levels of performance. A distinction is drawn
between the error mechanisms that operate before and after the detection of an error. The former



3.6. TEAM FACTORS 73

include the skill based slips and lapses while rule and knowledge based mistakes, typically, occur
after a problem has been identified. Reason also focuses on monitoring failures that prevent an
operator from applying effective problem solving techniques at both the knowledge and skill based
levels of performance. He argues that skill based behaviour consists of a ‘preprogrammed’ sequence
of operations together with attentional checks that monitor progress towards an objective. The
failure of these attentional checks can result in a slip or a lapse. This observation provides GEMS
with much of its design power; it may not be possible to eliminate human error but it is possible
to improve self-monitoring during task performance. It is also possible to help the detection of
potential errors through ‘environmental cueing’ and the development of appropriate feedback.

The distinctions between these different error mechanisms have helped to guide the investigation
of safety-critical incidents. For instance, slips, lapses and mistakes are all included within EU-
ROCONTROL’s harmonisation of European Incident Definitions Initiative (HEIDI) for Air Traffic
Managment [717]. This project has developed a common vocabulary that can be used to describe
the causes of incidents, including human error, across the many different air traffic service providers
in European air space. The concepts introduced in the preceding paragraphs are also being widely
used in the official reports that are produced in response to accidents and incidents. Without an
understanding of the key concepts behind human error, the following excerpt from a recent ATSB
investigation would make little sense:

“The event which precipitated this accident was the unauthorised action of the Train
Examiner in moving the points to set the main line for the yard at Ararat. Unsafe
acts can take a variety of forms, including absent-minded slips, memory lapses, mistaken
intentions and rule violations. Industrial safety studies have indicated that rule violations
are frequent contributors to workplace accidents. In most cases, rule violations take the
form of well-intended shortcuts which are motivated by a desire to get the job done in a
manner that is perceived to be more efficient than that laid down in the rulebook. The
action of the Train Examiner in moving the points appears to have been a rule violation,
that is, a conscious act which was contrary to procedures. The investigation team was
unable to interview the Train Examiner. Nevertheless, the available information suggests
that his action was not motivated by any malicious intention. Rather his action appears
to have arisen from a desire to assist, combined with a lack of knowledge and experience.”
([47], page 36)

People continually make mistakes, commit slips or suffer from lapses of attention. Very few errors
and violations will ever result in an incident or accident. This apparent paradox is explained by the
monitoring activities that were mentioned in previous paragraphs. We regulate our behaviour to
reduce the likelihood of an adverse outcome. Occasionally, however, the internal checks and balances
will fail. Inattention and fatigue may prevent us from intervening to mitigate the consequences of
previous actions. Under such circumstances, we must rely upon the support of automated systems
and of other co-workers.

3.6 Team Factors

Previous paragraphs have focussed on individual human error. Little attention has been paid to the
problems of coordinating interaction with other members of a working group or team. In contast,
Viller [847] provides a summary of social and group performance failures:

e failures due to distraction. These occur when an individual interrupts one of their colleague’s
tasks. This may be done intentionally where an operator deliberately wants to attract a co-
worker’s attention. Distractions can also be an unintentional side-effect of one worker’s actions
on their colleagues.

e failures due to performance effects. Individuals may consistently perform below expectations
if they are worried about their actions being monitored or observed by their colleagues. The
performance of operators can also be affected if they wish to impress or ‘show off’ to their
colleagues.
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failures that are due to inappropriate human resources in the group. This can occur if there
is group members are not competent to perform necessary tasks. It can also occur if there
are too many group members who are competent in a small subset of all tasks. In such cases,
there can be competition to focus on a few objectives at the cost of other necessary activities.

socio-motivational failures. There may be ‘free-riders’ who hide their poor performance by
relying on their colleagues in the group. Some operators will carry their colleagues even
though they are reducing the effectiveness of the team as a whole. Individuals often feel that
it would be disloyal to report the under-performance of their co-workers.

group coordination failures. The overheads of coordinating group actions can impair the
effectiveness of the group as a whole. The division of labour can create bottlenecks where some
individuals are forced to wait for considerable periods until their colleagues have completed
related activities. In other situation, necessary tasks may be duplicated or omitted because
group members failed to understand what the rest of the group expects of them.

status related failures. Problems can arise if low status group members are discounted or
ignored. Conversely, a group may grant undue attention to high ranking individuals. This can
be a particular problem where leaders make judgements based on inadequate information or
expertise. Incorrect judgements from a high status member can command influence because
others respect status rather than the value of the judgement itself.

group planning and management failures. Groups may create unnecessary sub-tasks. They can
also allocate necessary tasks to inappropriate individuals. In either case, the underperformance
of key individuals can place additional strain on the group as a whole.

failures due to inappropriate leadership style. There are two different leadership styles. One
focusses on the socio-motivational aspects of leadership while the other focusses more narrowly
on ‘getting the job done’. An inappropriate balance of either of these styles may jeopardise
group success.

failures due to inappropriate leadership skills. The appointed leader may not have the necessary
skills that contribute to both of the roles mentioned above. A lack of appropriate experience
or training can leave leader unprepared for the demands that are placed upon them. They are
then likely to make decisions that, in turn, make other failures more likely. For instance, they
may assign necessary tasks to individuals who are unsuited to those activities. Converely, they
may fail to assign key tasks within the necessary timescale.

failures due to excessive influence of the leader. A high status leader may stifle contrary
opinions in situations where they are, themselves, in the wrong. There can be a temporal
dimension to this problem if they persist to advocate a policy in the face of adverse evidence.
Alternatively, leaders may fail to revise a decision that was initially correct but that was
undermined by subsequent changes in their system or the environment.

failures due to conformity arising from inappropriate informational influence. This occurs
when the judgement of one member is based on false evidence or is misunderstood by another
member of the group. Some adverse events occur when other failures exacerbate this type of
event. For example, an initial failure to understand process data might be compounded by
an inappropriate leadership style if others are discouraged from questioning the preliminary
interpretation.

failures due to group polarisation and groupthink. A group may be persuaded by dillusions of
its own invulnerability. It may mutually rationalise actions or observations that support the
current concensus, it may ignore or discount inconsistent evidence and arguments.

The following incident illustration some of the problems that complicate group work in safety-critical
systems. Heathrow air traffic control were using Runway 27 Right (27R) for take off and Runway 27
Left (27L) for landing. There was one Departures officer coordinating traffic leaving from 27R and
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another Arrivals officer working with aircraft arriving on 27L. The Departures officer was undergoing
training with a Mentor. When one aircraft (SAB603) initiated a missed approach. The Departures
officer informed the Arrivals officer of a potential conflict with AFR813. , Departures did not inform
the Arrivals officer of another aircraft BAWS818 that was also taking off at that time:

“The incident occurred when the weather at LHR (London Heathrow) deteriorated to
conditions below that required by SAB (Sabena) 603 on approach. In consequence, the
commander initiated a standard missed approach. Air Arrivals saw the aircraft climb-
ing, acknowledged the missed approach to the crew and activated the missed approach
alarm. He also informed his colleague, Air Departures, of the manoeuvre and received
the information that AFR (Air France) 813 was airborne on a ‘Midhurst’ SID (Stan-
dard Instrument Departure) and that AFR813 would be turned onto a westerly heading.
However, he neither saw nor was informed that another aircraft, BAW (British Airways)
818, was also just taking off on a ‘Brookmans Park’ SID. Based on the information that
he had received, Air Arrivals turned SAB603 to the right to achieve maximum separa-
tion with AFR813 and also to minimise any disruption to the latter aircraft’s flightpath.
This resulted in SAB603 and BAWS818 coming into close proximity to each other. Air
Departures failed to inform Air Arrivals of all the aircraft on departure at the time of the
missed approach ecause she did not consider BAW818 as a confliction. This omission was
apparently endorsed by the Mentor since he failed to amplify the information passed.
Although Air Departures was sitting in the controller’s position, the Mentor retained
overall responsibility for the duty.” [15]

This incident illustrates the dual nature of group interaction in many incidents. On the one hand, the
Arrivals and Departures officers created the conditions that led to the incident by failing to ensure
that they were both aware of the potential conflicts. On the other hand, effective intervention by the
Mentor helped to ensure that an incident did not develop into an accident. The number of failures
that are detected and resolved through effective teamwork will far out-strip the number of reported
incidents of team-based failure.

It can be difficult for investigators to identify the causes of team-based failures [728]. Many
individuals are reluctant to discuss the details actions of their colleagues in the aftermath of an
adverse event. Even if it is possible to reconstruct the events leading to a mishap, it can be difficult
to understand the reasons why a team acts in a particular way. It is often necessary to understand
the complex relationships that exist between the different members of the group in order to explain
their interactions. It is possible to ignore some of these problems by viewing team-based incidents
as a straightforward extension of single-person failures. For example, Figure 3.5 extends Figure 3.4
to capture the ways in which an individual’s cognitive, perceptual and physiological processes might
interact with those of their colleagues. The state of the environment is affected by the actions of
several operators. These actions can potentially occur at any time during their colleague’s activites.
Such interventions can hinder, and also support, an individual’s situation assessment, planning and
action execution. This diagram also illustrates the way in which operators perceive projections of
the total state of the system. User 1’s view is unlikely to be the same as User 2’s and so on. It also
reinforces the idea that any group or team ‘situation awareness’ is likely to be highly distributed. It
is not simply based on what each user can observe of their colleague’s interventions through their
view on some shared state, it is also based on their anticipations and predictions of what their
colleagues plan to do. Figure 3.5 is, however, a gross simplification. Group behaviour cannot simply
be viewed as the ‘sum of its parts’. For example, Kogan and Wallach [452] showed that groups may
be more tolerant of risks than the individuals who contribute to a decision. This ‘risky shift’ has
since been question by investigations into teams that seem to be more cautious than their individual
members. Myers resolves this apparent paradox by arguing that initial dispositions help to determine
subsequent behaviour [556]. If individuals initially favour a low risk solution then the group is liable
to urge even more cautious approaches. If individuals initially accept higher risk positions then the
group is liable to adopt even higher risk decisions.

Figure 3.5 cannot easily be used to characterise incidents in which teams make inefficient use of
the personnel that are available to them. The Transportation Safety Board of Canada provide two
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Figure 3.5: Cognitive Influences on Group Decision Making and Control

examples involving communication failure between Pilots, Captains and Officers of the Watch:

“On 08 May 1991, while downbound in the St. Lawrence River with a cargo of oil, the
Canadian tanker ‘IRVING NORDIC’ struck bottom to the north of the ship channel,
downstream of the Grondines wharf. The Transportation Safety Board determined that
the IRVING NORDIC’ struck bottom because the vessel left the navigation channel as
a result of a premature alteration of course. The alteration of course was ordered by the
pilot who believed that the TRVING NORDIC’ was farther downstream than the vessel
really was. The helmsman did not advise the pilot that he was experiencing difficulty in
holding the vessel on course. The pilot did not question the helmsman about the position
of the wheel relative to the rudder angle indicator. The Officer of the Watch’s method
of monitoring the vessel’s progress was not sufficiently precise to prevent the occurrence.
The Board stated that a general lack of interaction and coordination between bridge
personnel and the pilot contributed to the accident. (M91L3012)

On 01 July 1991, the loaded Great Lakes bulk carrier ‘HALIFAX’ grounded in the
same area, also due to a premature alteration of course. The Board found that the vessel’s
position was not double-checked with all available landmarks and navigation aids. The
Officer of the Watch was not monitoring the pilot’s actions and did not recognize that the
change of course was premature. The Officer of the Watch appeared to have placed total
confidence in the pilot’s navigation ability. When the pilot passed his position report,
the Officer of the Watch logged the time, but he did not plot the position on the chart.
Had the Officer of the Watch been using a recognized, precise method of monitoring the
vessel’s progress, he might have been able to recognize the pilot’s error and question the
change-of-course order before it resulted in the grounding. The Board stated that there
was no effective exchange of navigational and operational information (including passage
planning) between the officers of the ship and the pilot. (M91L3015)” [619]

Helmreich and Schaffer avoid many of the criticisms that can be made when individual models of
cognition, perception and physiology are used to explain the dynamics of group interaction [344].
They provide an alternative view of group interaction in their model of operating room performance.
Figure 3.6 is based on this approach. This model has the benefit that is captures many of the
sources of failure in the Viller taxonomy [847]. Individual and organisational outcomes are clearly
distinguished from those of the team as a whole. The organisational ‘culture’ and ‘norms’ are
explicitly denoted as contributory factors to group performance. However, it does suffer from some
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Figure 3.6: Influences on Group Performance

important limitations as a tool for understanding team-based failures. Neither Figure 3.5 nor 3.6
consider the more detailed problems of group-based communication that contribute to most incidents
and accidents [64]. This is important because communication failures not only contribute to the
causes of an incident but also impair an organisation’s ability to respond to the aftermath of an
incident. .

3.6.1 Common Ground and Group Communication

Grice [296] has developed a number of guidelines to support communication with groups of co-
workers: be as informative as is required but not more so; say what is true, not that for which
you lack sufficient evidence; be relevant; be easy to understand, not obscure, ambiguous, verbose,
disconnected. A number of authors have identified practical problems in achieving these maxims
within many application domains [525]. In particular, it can be difficult to satisfy Grice’s maxims
when teams must operate under time pressures or under real uncertainty about an individual’s
understanding of their co-workers’ beliefs [168]. In order to understand why it can be difficult
to satisfy Grice’s guidelines, it is important to undertsand the concept of common ground within
group-based communication. A transcript from a cockpit voice recorder can be used to illustrate
this point. The account begins imediately before the crew shut-down their one healthy engine:

“From the Cockpit Voice Recorder it was apparent that the first indication of any
problem with the aircraft was as it approached its cleared flight level when, for a brief
period, sounds of ‘vibration’ or ‘rattling’ could be heard on the flight deck. There was
an exclamation and the first officer commented that they had ‘GOT A FIRE’. The
autopilot disconnect audio warning was then heard, and the first officer stated ITS A
FIRE COMING THROUGH’. The commander then asked ‘WHICH ONE IS IT?’, to
which the first officer replied, ‘ITS THE LE..ITS THE RIGHT ONE’. The commander
then said ‘OKAY, THROTTLE IT BACK.

London Air Traffic Control was then called by the first officer, advising them of an
emergency, after which the commander asked for the engine to be shut down. The first
officer began to read the checklist for ‘Engine Failure and Shutdown’ but was interrupted
by Air Traffic Control calls and the commander’s own calls to the operating company
during which the decision was made to divert to East Midlands. Approximately 2 minutes
after the initial ‘vibration’ the final command was given to shut down the engine. The
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first officer then recommenced the checklist and 2 minutes 7 seconds after the initial
engine problem he moved the start lever of the No 2 engine to ‘OFF’. He then started
the APU (Auxilliary Power Unit). Throughout this period no fire audio warning was
heard.” [§]

There are several hypotheses about the causes of this error. The events between the crew’s initial
conversation and the First Officer’s action might have interfered with the First Officer’s recollection of
what had been decided. Alternatively, the First Officer’s comments show some indecision between the
Left (No 1) engine and the Right (No 2) engine. This indecision was not reflected in the Commander’s
instruction to simply ‘Shut it down’. Clark and Brennan [167] provide means of interpreting such
failures. They argue that people are continually trying to ground their conversations. Grounding
is the process of seeking and providing evidence of understanding in conversation. This grounding
process did not occur in the previous transcript because the Commander believed that the First
officer was clear about the source of the problem. The First Officer’s decision to shut down the No.
2 Right engine (and the investigator’s subsequent criticism of the crew’s lack of review prior to this
decision) also reflects the way in which the First Officer also assumed that the Captain was sure
that the problem lay in the No. 2 engine, in spite of their initial hesitation.

It is important to understand why team members fail to perform the cross-checking that is
necessary to ensure they accurately understand the meanings of their colleagues’ utterances. One
explanation for this is that establishing common ground will carry a number of potential costs.
Table 3.3 lists some of overheads involved in refining our understanding of a converstion. This

Cost Description

Formulation formulate and reformulate utterances
Production producing the utterance

Reception receiving a message

Understanding understanding a message

Start-up starting a new discourse

Delay planning and revising before execution
Asynchrony timing of discourse exchanges
Speaker change changing speakers

Display presenting an object of the discourse
Fault producing a mistake

Repair repairing a mistake

Table 3.3: The Costs of Establishing Common Ground

helps to exlpain why the costs of repairing a potential mistake can be perceived to be more costly
than executing an action based on partial knowledge [863]. In other situations, very similar events
can lead to entirely different team behaviours. For example, individuals may initiate ask further
questions to clarify their understanding of their colleagues’ beliefs and intentions if that indidividual
has received appropriate training or if circumstances allow more time for review. In such a situation,
the costs of repair may be perceived to be less than the costs of delayed intervention.

The likelihood of a fault occuring in the common understanding between operators is heavily
influenced by their medium of communication [167]. For example, the time take to repair a mistake
will be far greater if the operators are not physically copresent. this may be even greater if temporal
distance is also introduced. For example, a common problem in maintenance procedures is to
understand the information left about the progress made by previous engineers on previous shifts
who may now not be on site:

“Conscious of the total amount of work which Line Maintenance had to do that night
the Line Engineer readily accepted the offer and in the absence of any stage paperwork
only gave a verbal handover to the Base Maintenance Controller. Thus he could dispose
of the Borescope Inspections and get on with the other Line Engineering work he had
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with minimum delay. He felt that such a brief was adequate as the Base Maintenance
Controller was a senior and well respected member of the staff, with the reputation of
being highly competent, conscientious and possessing a considerable depth of knowledge
of the aircraft types operated by the Company. It was clear from their statements that
both the Line Engineer and the Base Maintenance Controller were satisfied, after their
verbal exchange, that the existing state of the aircraft and the total requirement of the
task were well understood by both.

It is clear, however, from a number of facts revealed during the investigation that
the Controller did not fully appreciate what had been, or remained to be, done. He was
unaware of the loosened plug, he did not renew the HP rotor drive cover O-rings and he
did not complete idle power engine ground runs. ” [12]

We have argued that the establishment of common ground is a key objective for team based inter-
action. We have also argued that many incidents occur because operators fail to ensure that their
understanding of their colleagues’ beliefs and intentions does reflect those beliefs and intentions.
However, it is important to recognise that this only provides a partial accout of team-based failures
in incidents and accidents. The previous theoretical work in this area has ignored the ways in which
the imperatives of communication change under “adverse” circumstances. For instance, an initial
failure to establish common ground may then lead to a situation in which direct orders must be
issued and followed without question (or understanding). This is illustrated by the following Air
Traffic Control incident involving a Terminal Radar Approach Control (TRACON) team:

TRACON Supervisor: “Get 487 outta here, send him around”

Trainee: “I cant - he’s changed [his radio] over to the tower”

[Supervisor reaches between his radar and flight data systems and presses a button that
connects him directly with the Local Controller in the tower]

Local Controller: “Pull United 487 outta here, immediate go around, maintain altitude”
Local Tower Controller: “United 487 immediate go-around; maintain altitude; maintain
runway heading: stay with me”.[91]

In the supervisor’s view, action was needed immediately without any opportunity to establish the
necessary context for the Tower controller to understand the reasons for the order. The Tower
controller was prepared to act without stopping to ask about the reason for the message that he
had received [91]. On the one hand, such incidents illustrate how key personnel may be trained to
act without hesitation if circumstances demand. However, the dangers associated with such actions
also illustrate the importance of avoiding these circumstances in the first place.

3.6.2 Situation Awareness and Crew Resource Management

The previous incident shows how communication failures can force individuals to issue ‘high-risk’
instructions. The trainee failed to directly inform the 487 or the Local Controller of the potential
threat before the supervisor intervened. The TRACON supervisor was then forced to issue a ‘high-
risk’ command because they relied upon the Local controller to act without question. However,
the key point to understanding this incident is to question why the trainee failed to communicate
the potential threat to his colleagues. Many analysis and investigators would asign this to a loss of
situation awareness. There are numerous definitions of this term [726, 661, 871]. This research work
mirrors the numerous phrases that are used to describe the problem in incident report systems:
‘falling behind the plane’; ‘losing the big picture’; ‘spotting the wood for the trees’; ‘losing the
bubble’. Endsley and Smolensky argue that “situation awareness is the perception of elements in
the environment within a volume of time and space, the comprehension of their meaning and the
projection of their status in the near future” [225]. They go on to define three levels that contribute
to good situation awareness. Level 1 situation awareness consists of the perception of elements in the
environment. Level 2 situation awareness focusses on the comprehension of the current situation.
Level 3 situation awareness consists of the projection of future states. These distinctions have a
great deal in common with the perceptual and cognitive processes illustrated in Figures 3.4 and 3.5.
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In contrast, Endsley and Smolensky’s distinctions have been used to identify possible causal factors
behind incidents reported to the FAA/NASA’s Aviation Safety Reporting System [432].

This study focussed on 33 incidents of poor situation awareness in Air Traffic Control. 69%
involved failures at level one, 19% involved failures at level two, 12% involved failures at level three.
Such ratios should not be surprising given that a failure at level one is hardly likely to support
adequate performance at level two or three. Of the level one failures, the loss of situation awareness
was most often due to a failure to monitor or observe data (51.5%). Most of these incidents were
caused by distractions (53%), high workload (17.6%) and poor vigilance (11.8%). Later sections
of this book will describe the problems in replicating these subjective classifications. For now,
however, it is sufficient to observe the paradox that often arises in detailed studies of situation
awareness. Problems in our perception of our environment, typically, stem from unnecessary signals
or interruptions from that environment. In other words, incidents are often caused by disruptions
that are created when information is presented to us that might, in other circumstances, have been
essential to our control tasks.

At the heart of situation awareness problems is the difficulty of monitoring mutiple, simultaneous
processes. This problem has particular relevance for team based interaction because, as noted in
the previous paragraph, inefficient group communications jeopardise successful anticipation of future
states. This is illustrated in the following report:

“The CVR transcript reveals that the flight engineer was overloaded and distracted
from his attempts to accomplish the Fire & Smoke and Cabin Cargo Smoke Light Il-
luminated emergency checklists (in addition to his normal descent and before-landing
checklist duties) by his repeatedly asking for the three-letter identifier for Stewart so
that he could obtain runway data for that airport.

The captain did not call for any checklists to address the smoke emergency, which
was contrary to FedEx procedures. Nor did he explicitly assign specific duties to each
of the crewmembers. The captain also did not recognize the flight engineers failure to
accomplish required checklist items, provide the flight engineer with effective assistance,
or intervene to adjust or prioritize his workload. In fact, the captain repeatedly inter-
rupted the flight engineer during his attempts to complete the Fire & Smoke checklist,
thereby distracting him further from those duties.

The Safety Board concludes that the captain did not adequately manage his crew
resources when he failed to call for checklists or to monitor and facilitate the accom-
plishment of required checklist items. Therefore, the Safety Board believes that the FAA
should require the principal operations inspector for FedEx to review the crews actions
on the accident flight and evaluate those actions in the context of FedEx emergency pro-
cedures and training (including procedures and training in crew resource management) to
determine whether any changes are required in FedEx procedures and training.” [591].”

The previous report is interesting for a number of reasons. Firstly, it shows how team based in-
teraction is often critical in the aftermath of an incident. The crew were one of the key defence
mechanisms for the system once the initial fire had taken hold. Secondly, as noted above, it illus-
trates how inefficient leadership and task allocation can jeopardise the coordination that is necessary
in extreme circumstances. Finally, the Safety Board illustrate how “procedures and training in crew
resource management” are perceived to support crew coordination during adverse circumstances.
Crew Resource Management (CRM) techniques have been developed to improve group coordina-
tion during incidents and accidents [733]. A number of recommended practices have been introduced
into the aviation and maritime industries to encourage mutual situation awareness, team-based de-
cision making and workload management. Initially, these practices focussed on an individual’s
interaction with their colleagues [343]. Training materials focussed on the use of protocols and
procedures that reduced ambiguity in crew communications. They, therefore, owed more to the
Gricean maxims than Clark’s emphasis on an iterative search for common ground. More recently,
CRM training has focussed on team building and the effective sharing of tasks during high-workload
situations [91]. This was reflected by a change in the use of terms such as “cockpit resource manage-
ment” to the more general “crew resource management”. This has reached the point were current
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CRM techniqus also consider the role of ground staff and of cabin crew during incidents and ac-
cidents. CRM training is now a pre-requisite for public transport operators to be granted their
UK Aircraft Operators Certificate. UK Aeronautical Information Circular 143/1993 states that all
crew must have been trained in the importance of Standard Operating Procedures, the Flight Deck
Social Structure and a detailed examination of the manner in which CRM can be employed in order
to make a positive contribution to flight deck operations. Joint Airworthiness Requirements (JAR
OPS) sub-part N, 1.945(a)(10) and 1.955(b)(6) and 1.965(e) extended similar requirements to all
signatory states during 1998. Similar initiatives have been proposed for maritime regulations:

“On June 25, 1993, as a result of its investigation of the grounding of the United
Kingdom passenger vessel RMS Queen Elizabeth 2 (near Cuttyhunk Island, Vineyard
Sound, Massachusetts, on August 7, 1992, the Safety Board issued Safety Recommenda-
tions M-93-18 and -19 to the Coast Guard. The Safety Board requested that the Coast
Guard: Propose to the International Maritime Organisation (IMO) that standards and
curricula be developed for bridge resource management training for the masters, deck
officers, and pilots of ocean-going ships. (M-93-18) Propose to the IMO that the masters,
deck officers, and pilots of ocean-going ships be required to successfully complete initial
and recurrent training in bridge resource management. (M-93-19)

As a result of its investigation of this accident (grounding of Panamanian Passenger
Ship, the Royal Majesty), the NTSB reiterates the following recommendations:

To the U.S. Coast Guard: Propose to the IMO that standards and curricula be
developed for bridge resource management training for the masters, deck officers, and
pilots of ocean-going ships. (M-93-18) Propose to the IMO that the masters, deck officers,
and pilots of ocean-going ships be required to successfully complete initial and recurrent
training in bridge resource management. (M-93-19)” [594]

The IMO’s Sub-Committee on Flag State Implementation and its working group on casualty statis-
tics and investigation continue to show an active interest in following the legislative and regulatory
lead established by the JAR OPS provisions, mentioned above.

It is possible to identify two different approaches to the use of modern CRM training. Firstly,
CRM training is used to support crew coordination under those rare emergency situations that
impose the greatest workload [91]. High-fidelity simulators are used to help crews test team-
performance in a direct manner. This approach is widely associated with Foushee and Helmreich
[279]. In contrast, the second approach rejects this focus on the simulation of extreme situations.
Seamster and others [733] have argued that crew coordination practices are ingrained more deeply if
they are treated as a key component of many routine tasks [734]. It is important to note that these
two approaches need not be contradictory. Simulator training may also be used to back-up more
routine applications of CRM training. The difference lies in the emphasis that Seamster and others
have placed upon the use of CRM techniques in nominal operating conditions. However, incident
reporting schemes introduce a filter or bias. Submissions are more likely to report extreme forms of
good CRM than more everyday instances of appropriate behaviour. For instance, the following ex-
cerpt shows how extreme circumstances force a crew to simultaneuosly address a number of failures
that could not easily have been predicted or anticipated before the incident itself.

“The Captain’s autopilot dropped off with several warning flags on his flight instru-
ments. He transferred control of the aircraft to me. During descent, various warning
lights illuminated, which were reset several times. We ended up with one pitch trim
working. The Captain was surrounded by inop flags on his instrument panel, so was un-
sure of which instruments were still operating. Random electrical warnings erroneously
indicated that the aircraft was simultaneously on the ground and in the air. The Cap-
tain and I had donned oxygen masks as soon as we detected smoke. The Captain had
a partial com. failure with his oxygen mask, then with his headset/boom mike. Cabin
pressurization was climbing.

Cabin pressurization control was switched to standby mode. The Second Officer
found a second fire extinguisher and discharged it into the continuing red glow in the
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circuit breaker panel. During the approach, we encountered... failure of both direct lift
control auto spoilers. At touchdown, spoilers were manually extended. I selected reverse
thrust, but no thrust reversers worked. On taxi in, all three engines were in flight idle.
At the gate... the aircraft was still pressurized. Flight Attendants could not open the
door.

The Second Officer tried to shut down all packs and engine bleeds, but could not.
The Captain attempted to shut down the engines with fuel and ignition switches, but
engines kept running. Engine fire [fuel shutoff] handles were pulled, and engines shut
down. The door was opened from the outside, and the passengers exited.

[Comment from ASRS editors] The final diagnosis from maintenance personnel: an
improperly installed wiring clamp had worn through the insulation and shorted out.
Kudos to the flight crew for great crew coordination and superb handling of this aircraft
emergency.” [57]

The previous example is clearly an unusual incident. The nature and extent of the systems failure
forced the crew to take relatively extreme measures, such as discharging a fire extinguisher into
a circuit breaker panel. This incident is also atypical in that it focusses quite narrowly on the
coordination between members of the flight crew. It ignores wider forms of cooperation that typify
many safety critical systems. The working group of a pilot and co-pilot clearly extend well beyond
the flight deck to include cabin crew, air traffic control etc. The following report from the Aviation
Safety Reporting System illustrates this more general aspect of appropriate CRM behaviour:

“Some reporters continued with an operation even when something didn’t look right,
or was blatantly wrong. Flight crews also admitted to failing to request a tug to get into,
or out of, a tight parking place. The latter two problems may have been responses to
schedule pressure or to demand for on-time performance, also mentioned by many flight
crew members as an underlying cause of incidents. These and other sources of distraction
also caused a marked reduction of cockpit coordination and CRM skills. A plane’s rear
airstairs received damage when the crew became distracted by multiple demands, and
failed to act as a team:

“[This incident was caused by] distractions in the cockpit, plus a desire to operate on
schedule. There were several conversations going on from inside and outside the aircraft.

Raising the airstairs is a checklist item... backup is another checklist item which
requires the Second Officer to check a warning light. No one noticed the light. The
pushback crew consisted of 2 wing observers plus the individual in the tug...all failed to
observe the rear stairs.” [159]

Previous paragraphs have argued that CRM techniques can be used to address some of the team-
based failures that are identified by incident reporting systems. Later sections will go on to show how
incident reporting systems can be used, arguably for the first time, to question the success of such
techniques. For now, however, it is sufficient to observe that good CRM is no guarantee of good team
interaction. Training alone cannot easily counteract some of the social and leadership issues that were
identified in Viller’s list of the causes of team failure [847]. For example, a recent NASA Ames study
reinforced many informal observations from incident reports when it concluded that Captains tend
to be pro-active in high-risk situations; often preventing these situations from developing through
pre-emptive actions. First officers were sensitive to the social dynamic of challenging the captain.
They were most likely to intervene in situations involving external errors when risk levels were high
[662].

3.7 Summary

This chapter has summarised the factors that contribute to incidents in safety-critical applications.
Many stem from regulatory failures. For example, regulators have ignored, postponed and only par-
tially implemented the recommendations from previous incidents only to find that they recurr a short
time after the initial occurence. With limited resources, it is difficult for such national and regional
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organisations to effectively monitor increasing complex, heterogenous production processes. This
has created a situation in which regulators are dependent upon information from line-management.
This information increasingly comes through participation in national and international incident
reporting schemes.

Incidents also occur because managers fail to recognise or satisfy their regulatory obligations.
They can occur if management fails to perform the usual leadership functions that are expected in
safety-critical industries. For instance, managers may fail to support an adequate safety-culture. It
is important not to underestimate the practical difficulties of avoiding such failures. It is notoriously
difficult to identify quantitative measures for the success or failure of such management objectives.
The visible attributes that are associated with a good ‘safety culture’, such as the maintenance of an
incident reporting scheme, often reflect a desire to conform with regulatory requirements rather than
a pro-active attitude to the prevention and mitigation of accidents [673]. Even where safety-culture
is supported, it can be difficult for managers to ensure that best practice propagates throughout
large, complex and dynamic organisations.

Management failures helps to establish the latent conditions for future incidents. For example,
inadequate maintenance schedules contribute to more catalytic hardware failures. Decisions to
sacrifice redundant protection devices leave systems vulnerable to transient faults. These examples
illustrate how concern is incresingly focussing on these more organisational aspects of hardware
failure: in acquistion; in testing and validation and in maintenance scheduling. Many of the more
technical aspects of hardware reliability are now well supported through the provision of appropriate
tools ranging from application specific CAD/CAM environments through reliability methods, such
as Failure Modes, Effects and Critical Analysis, to more abstract mathematical techniques, such as
Markov Modelling and Monte Carlo simulation. It is, therefore, not surprising that incident reporting
systems have long been used to support the acquisition and validation of hardware reliability data,
for instance through the Failure Reporting, Analysis and Corrective Actions (FRACAS) schemes
advocated by the US Department of Defense.

Software failure pose an increasinly important challenge for the management of safety-critical
systems. The probabilistic techniques that can be used to assess and predict hardware failure rates
cannot easily be used to analyse the reliability of software systems. The lack of what we have
termed ‘forensic software engineering’ techniques also leave us vulnerable to repeated failures. In
particular, recent investigations of accident and incident reports has revealed a number of technical
and pragmatic concerns that limit the recommendations of many investigations. The current focus
on process based standards for software development creates further challenges. Incidents of software
failure raise doubts not simply about the quality of certain modules and procedures or about the
ability of individual programmers. Such failures bring into question all of the code that has been
produced using that particular development process.

Human-computer interfaces represent one of the key areas in which software contributes to the
causes, or exacerbates the consequences, of safety-critical incidents. Such interaction problems stem
from a complex blend of design failures, of incompatabilities between the tool and its context of use
and of human ‘failure’ [126, 125]. Several taxonomies have been developed to help analysts categorise
the different forms of human error and violation that jeopardise system safety. These taxonomies
provide convenient labels for talking about the human contribution to incidents. Unfortunately,
many incident reporting schemes simply record frequency data for each of these categories. It is
important to go beyond terms, such as slips and lapse, to understand the perceptual, cognitive
and physiological per-cursors to errors and mistakes. It is also important to understand the ways
in which individual characteristics and social pressures contribute to the necessary conditions for
failure. Conversely, however, it is important to recognise that operators resolve many situations that
might otherwise have resulted in incident or accident reports. There is a danger that the analysis
of human error will mask instances in which human intervention preserves the safety of application
processes.

Many incidents are caused not simply by individual instances of human failure but by the prob-
lems of group decision making. Some of these problems stem from organisational problems. It can
be difficult to identify an efficiently allocation of shared tasks to the members of a team. It can be
difficult to identofy individuals with the necessary leadership skills and so on. Other problems relate
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more narrowly to issues of group communication. Under stressful situiations it can be difficult to
ensure that the members of a group know about not just current actions of their colleagues but also
their future goals and intentions. Without some shared understanding of this information then the
situation awareness of each member of the group is liable to be compromised. As with the other
causes of safety-critical incidents, group failures also raise important problems for the establishment
and maintenance of incident reporting systems. It can be very difficult to reconstruct a coherent
account of many incidents given that the different individuals in a group are liable to share different
understandings of the events leading to failure.

The previous paragraphs have, to some extent, introduced false distinctions betweem regulatory
failure and managerial weakness, between hardware failure and software problems, beween individ-
ual human failures and team-based failures. This has been a considerable weakness both of existing
incident reporting schemes and of academic research in this area. Too many models and techniques
focus on specific causal factors. For instance, human error models often concentrate on the pheno-
types of inidividual performance without providing any guidance or analytical power for team-based
failures. Conversely, techniques for requirements engineering that can be applied to represent and
reason about the causes of software bugs often cannot be applied to analyse regulatory failure. The
intention of this book is to break down some of these distinctions and and the same time to illus-
trate both the strengths and weaknesses of many of the techniques that have traditionally support
incident analysis. The primary means of achieving this is to continually refer to the complex, patho-
logical events that contribute to real incidents. The strengths of existing models are demonstrated
by the analytical insights that they yield into particular instances of failure. Their weaknesses are
demonstrated by the ways in which they can obscure or ignore other contributory causes. Before
we can extend this investigation of analytical techniques, it is important first to look at the ways in
which we can elicit information about safety-critical incidents.



Chapter 4

The Anatomy of Incident
Reporting

The following incident report was recently published by the Australian Transportation Safety Board
(ATSB). It describes an incident that was initially notified by a member of the public and which
was subsequently investigated by ATSB staff:

“A member of the public reported seeing a single engine aircraft manouevre suddenly
to avoid another aircraft, on an intersecting track, while the aircraft were over Brisbane.

An investigation reviewed radar data and air traffic control automatic voice recordings
to establish the sequence of events. The investigation found that VH-OXF, a Beech 300,
was tracking for a left base to runway 01 at Brisbane Airport at 2,500 ft, while a Cessna
172, VH-IGA, was tracking north over the suburbs at 1,500 ft. The Brisbane departures
controller established that the pilot of the Beech could see and was able to avoid the
Cessna before reducing the vertical spacing between the aircraft to less than the vertical
separation standard of 1,000 ft. The Beech pilot reported seeing and passing over the
top of the Cessna and ready for further descent. The controller issued a clearance for
a visual approach. The recorded radar data indicated that the Beech began a steady
descent from about the intersection of the aircraft tracks.

The controller’s options in relation to ensuring separation between the aircraft were
either to: maintain the Beech at 2,500 ft until there was more than 3 NM lateral sep-
aration with the Cessna; or use visual separation procedures by having a pilot report
seeing the other aircraft and then instructing that pilot to avoid the sighted aircraft. To
enable the Beech to descend in preparation for landing, the controller used the second
option. Examination of the radar data indicated there was no infringement of separation
standards.

The recorded radar data indicated that during the period when the Beech was as-
signed 2,500 ft, the Mode C altitude intermittently indicated 2,300 ft and 2,400 ft. Mode
C altitude has a tolerance of plus or minus 200 ft. The pilot was therefore complying
with the air traffic control clearance.” [50]

This report illustrates some of the tasks that must be performed during any incident investigation.
The incident must be reported to the appropriate authorities. The people who initially receive
a notification must take any immediate action and pass it on for further investigation. The con-
clusions and findings of any investigation must be published. Although there were no immediate
recommendations from the incident cited above, if there had been then these must be implemented
and monitored. The following sections take each of these tasks or roles and considers how they
contribute to the successful implementation of an incident reporting system.
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4.1 Different Roles

It is important to emphasise that the following paragraphs identify tasks or roles. Any individual
or group can perform several of these roles depending on the organisational needs of the reporting
system. For example, in a local system the same individual may both receive a report and conduct
any subsequent analysis or investigation. In a national or international system, it is more likely
that specialist analytical expertise might be called upon to support the local officers who receive an
initial notification.

Section 4.2 builds on this analysis and describes a number of different organisational models that
can be used to manage these different roles or tasks within specific working environments.

4.1.1 Reporters

This is the person who contributes the initial incident report that triggers any occurrence inves-
tigation. The organisation running the scheme may employ them, they may be subcontractors or
they may be employed by other organisations that must co-operate with the organisation running
the scheme. For example, a member of an aircrew might report an air traffic control incident. Al-
ternatively, members of the public who have witnessed or been involved in an occurrence report
some incidents, as was the case in the incident cited above. The following paragraphs identify some
of the issues that must be considered when encouraging such contributions to occurrence reporting
schemes.

Am I Protected?

Previous chapters have argued that incident reporting systems depend upon the trust of those who
contribute to them. If individuals are concerned about punitive actions or about the confidentiality
of their submissions then they are unlikely to participate in such a system. One means of preserving
this sense of trust is to publish a summary of the rights that protect workers who contribute to a
reporting scheme. These rights are partly built on legislative protection, they also rely upon the
procedural safeguards that support their participation during the investigation and analysis of an
incident.

It is important that the individuals who contribute to an incident reporting system are aware
both of their rights and responsibilities when contributing information about adverse occurrences.
For instance, in some industries it may be assumed that operators have the right to be excused
from further duties in the aftermath of an incident until they are physically or psychologically fit.
It is important that such actions should not be interpreted as an admission of guilt or responsibility
for an incident. Some systems also offer various forms of counselling to support individuals int he
aftermath of an adverse occurrence.

Operators often have the right to a representative of their choice during subsequent interviews
or hearings. These representatives can be colleagues, lawyers or a trades union officials. Their
presence can have a profound impact both on the individual’s participation in a system but also on
wider perceptions about the efficacy of incident reporting. There are also practical implications. It
can be difficult to schedule investigatory meetings if workers’ representatives are unavailable when
investigators must compile evidence about an occurrence.

Many national legal systems preserve an individual’s right to silence during criminal investiga-
tions. Incident reporting systems are not concerned with such criminal acts. However, many systems
do offer individuals the opportunity not to ‘incriminate’ themselves. Operators are not obliged to
make written statements. Other systems do not go this far but do ensure that individuals can
consult with their chosen representatives before submitting written material.

After the initial information has been gathered about an incident, it is important that workers are
aware of their rights during any subsequent analysis. For instance, workers and their representatives
may have the right to pose questions to the investigation team. They may also be entitled to review
any relevant documents, data recordings or transcripts before appearing in front of any enquiry.
Finally, it is also possible for contributors to review the contents of a final report and offer a written
response that may be appended to the initial document.
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It can, of course, be argued that these various arrangements add greater administrative complex-
ity to incident investigation. Worker representation and participation may also ‘tie the hands’ of
incident investigators. However, such arguments must be balanced against the primary importance
of ensuring participation and consensus. Unless individuals feel confident of equitable treatment then
they will not contribute. Unless groups of workers are confident in the findings of an investigation
then they may oppose the implementation of controversial findings and recommendations.

Should I Report?

A key issue here is that potential contributors must know about the scheme and know how to submit
a report. The scale of this task can be illustrated by the distribution list associated with the UK
Medical Devices Agency’s (MDA) reporting scheme for Adverse Incidents and Disseminating Safety
Warnings. This list describes those who must pass on information about this scheme to the people
on a far larger list of potential contributors:

“Please bring this notice to the attention of all who need to know or be aware of it.
This will include distribution by:

TRUSTS to:
Liaison Officers (for onward distribution), All relevant staff including: Risk Managers,
Safety Officers, Medical Directors, Clinical Directors, Nurse Executive Directors, Med-
ical, Dental and Nursing staff, Medical Physics/EBME, Operating Theatres, Intensive
Care Units, Intensive Therapy Units, Ambulance staff and Paramedics.
HEALTH AUTHORITIES to:
Liaison Officers (for onward distribution), Chief Executives of Primary, Care Groups,
Registration Inspection Units, General Medical Practitioners, General Dental Practition-
ers, Opticians, Pharmacists, Practice Nurses, Nursing Homes, Hospices, Private Hospi-
tals.
SOCIAL SERVICES to:
Liaison Officers (for onward distribution), Registration Inspection Units, Residential
Care Homes, Occupational Therapists, Special Schools.” [535]

The scale of this task should not be underestimated. These distributors must ensure that induction
courses and periodic retraining reminds staff about the importance of reporting. They must also
perform more prosaic duties. For example, they must ensure that staff are providing with access
to reporting forms at all times. The logistics involved in disseminating information about incident
reporting systems are not the only challenge

It is not enough simply to inform potential respondents about reporting procedures, they must
also be able to provide the necessary details that are requested by forms or other elicitation doc-
uments. This is a non-trivial task. it can be difficult to draft a form that will elicit sufficient
information from all of the many different groups listed above. If respondents do not understand a
question then they may fail to provide necessary information. If they misinterpret a question then
they may provide erroneous or misleading responses. All of these issues have been compounded by
the increasing use of electronic submission forms based on Internet technology. The design of these
submission procedures will be discussed in greater detail in Chapter 5.

Will Everyone Participate?

This will be a continuing theme throughout much of this book. Previous chapters have cited the
relatively low participation rate in voluntary aviation reporting schemes by general aviation and
the military in contrast to commercial aviation. It should also be noted that such comparisons are
compounded by the difficulty of estimating what the anticipated reporting rate ought to be. It
can be difficult to assess whether each of these groups has a comparative exposure to hazardous
occurrences etc. For example, in one local incident reporting system within a UK intensive care
unit, approximately 90% of all reports were submitted by nursing staff over a ten year period. 621
reports were submitted by nurses compared with 77 reports by medical staff. However, these figures
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must be interpreted in terms of the number of staff on the ward. Usually the team consisted of three
medical staff, one consultant, and up to eight nurses per shift. The analysis is further complicated
by the fact that nursing staff had the most direct contact with the patients who remain the focus
of the reporting system and hence may have had proportionately greater opportunity to witness
adverse events [119]. Each of these factors must be considered before concluding that there is a
systematic under-reporting by medical staff.

What Did I Really See?

There are clear problems in interpreting the evidence provided by an initial report of an incident.
For example, the testimony of one eye witness to the Concorde crash was initially interpreted an
being consistent with the illumination caused by afterburners rather than a fire involving the fuel
tanks. Statements that indicated the true extent of the damage to the aircraft on take-off were
dismissed as the exaggerated claims of uninformed observers. The problems of interpreting eye
witness statements are not simply related to the difficulty of assessing non-technical accounts of
system failures. They can also arise when qualified personnel attempt to provide immediate causal
explanations. As mentioned in previous chapters, witnessing an accident can often have the effect
of confirming previous concerns about particular operational problems. This confirmation bias can
dissuade technical witnesses from considering alternative hypotheses in the immediate aftermath of
an incident or accident. A feeling of direct personal responsibility or of physical threat during an
accident can lead witnesses to either minimise of maximise the implications of the incidents that they
report. Conversely, as mentioned in previous chapters, reports may be contributed by individuals
who are more concerned with a perceived grievance than with the overall objectives of addressing
safety issues. Reports may also be biased in order to protect themselves, their co-workers or their
employers. This final point is illustrated by the findings of an enquiry into a trench collapse that was
reported by the US Occupational Safety and Health Administration (OSHA). This refers to witness
testimony in the investigation of an incident rather than the initial report of an incident. However,
the following quotation does illustrate the potential problems of interpreting bias in eye-witness
statements:

“The judge based his finding that the trench walls had no significant slope on the
testimony of ‘three disinterested on-the-scene eyewitnesses’ (two paramedics and a volun-
teer fireman), who entered the trench that collapsed. All three reported seeing identical
conditions. The judge found the testimony of two corporate officers and two other em-
ployees of Zunker regarding the trench dimensions and sloping to be ‘unreliable and
indeed untruthful,” stating as follows:

The testimony of all these witnesses, each of whom had an interest in the results of
these proceedings, was at total odds with the testimony of the [paramedics and fireman]
who were disinterested and who truthfully reported their observations at the work site,
and in particular at the site of the cave-in. The demeanor of [Zunker’s witnesses] as well
as their sworn testimony, leaves much to be desired as having any probative value in
determining the factual issues in this case.... What element of truth we do attribute to
these witnesses comes from Respondent’s backhoe operator who indicated that it took
him 20 minutes to dig the trench.... [I]t would be virtually impossible to excavate a
trench in accordance with the dimensions testified to by [Zunker’s president] within a
20-minute period.” [646]

The problems that arise immediately after the reporting of an incident are compounded in anony-
mous systems. This is best illustrated by US guidelines that provide recommended practices for
small businesses following the notification of any incident:

“Gather evidence from many sources during an investigation. Get information from
witnesses and reports as well as by observation. Interview witnesses as soon as possible
after an accident. Inspect the accident site before any changes occur. Take photographs
and make sketches of the accident scene. Record all pertinent data on maps. Get
copies of all reports. Documents containing normal operating procedures, flow diagrams,
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maintenance charts, or reports of difficulties or abnormalities are particularly useful.
Keep complete and accurate notes in a bound notebook. Record pre-accident conditions,
the accident sequence, and post-accident conditions. In addition, document the location
of victims, witnesses, machinery, energy sources, and hazardous materials.” [649]

These guidelines are generic; they are applicable to a wide range of industries. They also cover what
we have termed ‘local’ reporting systems because they are specifically intended for small businesses.
However, these guidelines also illustrate the problems of responding to an anonymous report of an
incident. It can be difficult to know where to begin gathering evidence if a report is anonymous. As
mentioned in previous chapters, this initial investigation may itself be enough to sacrifice the trust
of the contributor and compromise their anonymity. Without the active participation of a known
reporter it can be difficult to obtain the additional information that may be necessary to accurately
record pre-accident conditions, as they saw them.

Chapter 5 will address these concerns in greater detail. In contrast, the following paragraphs
look beyond those individuals who contribute occurrence reports to look at the people who must
initially respond to their notifications.

4.1.2 Initial Receivers

The reporter sends their submission to an ‘initial receiver’. In most company’s incident reports are
made to line supervisors unless they are directly implicated in an incident. This has the advantage
that supervisors will be familiar with working practices and can take immediate remedial actions
to mitigate any adverse consequences. However, these initial receivers need not be directly con-
nected with the reporter’s organisation or company. In particular, national systems often rely upon
independent reporting agencies. For example, NASA is responsible for administering the Aviation
Safety Reporting System (ASRS) on behalf of the FAA. Such organisations protect the notifier’s
anonymity whilst still enabling investigators to perform subsequent data collection.

The receivers of an incident report are responsible for making an initial criticality assessment.
‘Triage’ is an important task during the operations of many incident reporting systems. The indi-
vidual who detects a potential incident must first decide whether or not it is worth reporting. The
individual who receives an initial report must then decide whether to pass it on. If they decide that
it should be acted on then they must determine who is best placed to act on the report. The group
or individual who must act on a report has further more detailed technical judgements to make
about the best way in which to investigate and resolve any safety concerns. These decisions de-
pend upon assessments of the importance or priority associated with an incident. Such assessments
must be documented and justified in order to support the external inspections that help to ensure
consistent responses to similar incidents. The initial receiver also plays an important role in taking
any immediate actions that is necessary to safeguard services following an incident. The following
paragraphs consider these issues in more detail.

How to Safeguard the System?

The most important task facing the individual who receives an incident report is to coordinate the
immediate response to an adverse occurrence. Typically, such actions cannot be delayed until after a
full investigation has been instigated or a final report has been delivered. Operators may have to be
removed from their working positions. Faulty equipment must be disconnected. Alternative systems
or manual back-ups must be set-up. All of this relies upon individuals making a rapid assessment
of the context in which an incident occurred. It also relies upon their ability and willingness to
instigate immediate corrective actions. Such a response relies upon both a number of factors. The
individuals who assume this role must be training to enable them to perform an accurate initial
response. They must be familiar with the relevant procedures involved in instigating immediate
corrective actions and must feel comfortable with the responsibilities that are associated with such
actions. There are clear safety implications if these individuals feel that they lack the appropriate
authority or responsibility for taking immediate corrective actions.
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It is important to emphasise that operators should not, typically, be withdrawn from their
working positions for disciplinary reasons in the aftermath of an occurrence. This would create a
strong disincentive to further participation in any such system. In contrast, the purpose behind their
removal is to act in the operator’s own interest and to preserve the continued safety of their system.
In some industries, the knock-on effects of such actions may have relatively minor implications for
the operation of the system as a whole. In other industries, the removal of key personnel can impose
considerable practical burdens on their colleagues who must continue to operate their systems.
These problems are likely to be exacerbated by the fact that many incidents occur during periods
of peak workload. As a result, incident reporting systems are often integrated into more general
techniques for contingency planning during safety-related failures. The removal of key members
of staff can, of course, have further safety implications if their replacements are less well trained,
fatigued or nervous about stepping into their roles in the aftermath of an incident. Irrespective of
the immediate decision, it must also be determined whether or not an operator should be allowed
to return to normal operations or should be relieved for an extended period. This decision has
important implications if an investigation determines that inadequate training was a contributory
factor to any incident. Clearly such decisions should not be devolved to the person receiving an
initial report but must be the shared responsibility of operational and safety managers within the
organisation.

It may not be possible for operators to be removed from their duties in confidential or anony-
mous schemes without raising the suspicion of their colleagues and supervisors. In an open system,
however, the removal of staff involved in an incident helps to reduce the likelihood of further failures
in the aftermath of an adverse occurrence. It also provide a number of additional benefits. For
instance, it can provide an opportunity for those individuals to complete reporting forms while the
details of an incident are still ‘fresh’ in their mind. It also creates an opportunity for the stress
management and peer counselling services that are increasingly being introduced in safety-critical
industries. These activities are intended to combat the sense of guilt and blame that often arise in
the aftermath of an incident. Wu provides a direct impression of the problems that these feelings
can cause in the medical domain:

“In the absence of mechanisms for healing, physicians find dysfunctional ways to
protect themselves. They often respond to their own mistakes with anger and projection
of blame, and may act defensively or callously and blame or scold the patient or other
members of the healthcare team. Distress escalates in the face of a malpractice suit. In
the long run some physicians are deeply wounded, lose their nerve, burn out, or seek
solace in alcohol or drugs. My observation is that this number includes some of our most
reflective and sensitive colleagues, perhaps most susceptible to injury from their own
mistakes.

What should we do when a colleague makes a mistake? How would we like others to
react to our mistakes? How can we make it feel safe to talk about mistakes? In the case
of an individual colleague it is important to encourage a description of what happened,
and to begin by accepting this assessment and not minimising the importance of the
mistake. Disclosing one’s own experience of mistakes can reduce the colleague’s sense of
isolation. It is helpful to ask about and acknowledge the emotional impact of the mistake
and ask how the colleague is coping.” [877]

Such counselling helps to maintain valuable human resources, for example, by reducing the likelihood
of needing the additional costs of staff replacement. Many organisations provide these services
through a peers group who are chosen by the workers themselves and who complete an appropriate
training course.

Is the Report Relevant?

As mentioned above, the person or group who initially receives an incident report must determine
whether or not the incident falls with in the scope of the system Two different sets of problems are
created depending on whether the incident is considered ‘appropriate’ or not.
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If the initial receivers of an incident report believe that it does not fall within the scope of the
system then they must reject it. This creates the possibility that important lessons about previous
failures will be excluded from the system. In national and international systems, it is also possible
that different regional definitions of relevance will lead to inconsistency and bias in the information
that is collected. As a result, many organisations publish exhaustive lists of those sorts of incidents
that fall within the scope of the system. Some of these lists were considered in the opening chapter
of this book when it was argued that it can be extremely difficult to support such exhaustive
definitions in complex and dynamic industries where the nature of those failure that are observed
will change over time. The problems of determining whether or not an incident falls within the
scope of the system are not simply related to technological change. They also relate to the political
and organisational environment that support the reporting system. For example, the US Federal
Railways Administration published the following exemptions in response to industry objections to
the burdens imposed by an occupational injury reporting system:

Partial relief to certain small railroads generally covered by Part 225. FRA recog-
nises that small operations are concerned with the burdens, both in terms of time and
expense, associated with full implementation of the amendments to Part 225 issued in
1996. Based on additional analyses, FRA concludes that it can grant partial relief to
certain small operations without compromising the accuracy of its accident reporting
data base. These operations are: 1. Railroads that operate or own track on the gen-
eral railroad system of transportation that have 15 or fewer employees covered by the
hours of service law ... and 2. Railroads that operate or own track exclusively off the
general system... If your railroad is subject to Part 225 at all and falls in either of the
above categories, then you need not adopt and comply with components 3 through 10 of
the Internal Control Plan requirements in Section 225.33. See Section 225.33(a)(3)-(10).
However, you must fulfill the requirements of components 1 and 2, which require a stated
policy dealing with harassment and intimidation. See Section 225.33(a)(1)-(2). To assist
railroads in developing this policy, the FRA has provided suggested language, found in
Appendix I to this Guide, that may be used. A railroad in either of these two categories
is also exempted from the requirements in Section 225.25(a)-(g) to record accountable
injuries and illnesses and accountable rail equipment accidents. (See Chapter 2 for def-
inition of accountable events.) You must also, however, maintain a Railroad Employee
Injury and/or Illness Record of any reportable condition of one of your employees. (See
Chapter 4.) Additionally, a railroad that is generally subject to Part 225 but that op-
erates exclusively off the general system (including off-the-general-system museum and
tourist railroads) is not required to report or record an injury or illness of any person
that results from a non-train incident, unless the non-train incident involves in-service
railroad equipment. See definition of non-train incident in Chapter 2. Railroads that are
subject to Part 225 in the first place and that operate exclusively off the general system
must, however, continue to comply with Part 225 requirements regarding reporting and
recording injuries and illnesses incurred by any person that result from a train accident,
train incident, or a small subset of non-train incidents that involve railroad equipment
in operation but not moving.” [233]

If the person receiving a report can interpret such exceptions and, nevertheless, determines that the
incident does fall with the scope of the system then this raises further problems. For example, they
must ensure a consistent response to an incident. This is particularly important during the immediate
aftermath of an incident when effective action can be taken to mitigate adverse consequences. As
we shall see, if these actions are delayed or if ‘inappropriate’ actions are taken then the net result
can be to exacerbate an already serious situation. If the entire decision to investigate an occurrence
report is incorrect then this can waster scarce resources and may ultimately convince higher levels
of management that the benefits that are derived from the system may not meet the expenditure
that is required by the ‘false alarms’.
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How to Provide Immediate Feedback?

The person who initially receives an incident report must, as mentioned previously, assess its critical-
ity and, if appropriate, must pass it on for further consideration and analysis. If the incident has clear
implications for the continued safety of the system then the individual receiving the initial report
must directly inform their safety managers so that interim corrective actions can be immediately
instigated throughout the organisation. Such notifications have other benefits. While compiling
material for this book, I learned of several occasions during which safety managers first learned
of critical incidents when a member of the television or press contacted them for their reactions.
The notifications of that incident were slowly being passed through the intervening managerment
structures of the organisation concerned. Such communications failures have important implications
not only for public relations but also for the effective response to incidents and accidents.

Whether or not the immediate recipient of an incident report decides that it falls within the
scope of a reporting system, there are two further duties that must be performed in most reporting
systems. The first is to inform the contributors, in open or confidential systems, that their reports
are being dealt with. This is critical to preserve the trust and coincidence of the participants in
the scheme. In the past, completed incident reporting forms have been found in the bottom of
supervisors’ desks, in pending trays over a month after submission and even in waste paper baskets.
One means of avoiding such problems is to develop an auditable paper trail of receipts from the
point of submission. This enables those who are responsible for administering a system to trace
any potential ‘bottle necks’. Many of the organisations, such as the Swedish Air Traffic Control
organisation, that exploit these systems have recently turned to electronic implementations that
automate the monitoring process and provide staff with feedback on the handling of a report at all
stages of the process.

The second documentary obligation on staff receiving an incident report is to provide a written
justification of their decision either to proceed with the report, or arguably more importantly, to
explain why they decided to drop it. The former is important if incident investigators are to under-
stand why an initial report was passed on for consideration. The later is critical if internal quality
control bodies or external regulators are to monitor and approve of decisions that remove potentially
critical reports from any subsequent investigation. The importance of this documentation cannot
be underestimated. The disclosure laws in several countries make it imperative that such explana-
tions are available. If an initial occurrence report is not investigated and the circumstances of that
incident are later replicated by an accident then the potential legal consequences are considerable.

4.1.3 Incident Investigators

Incident investigators conduct the detailed analysis that follows an occurrence report. Rasmussen
identified three different diagnostic roles that can be associated with this analysis: analyst, attorney
or repairman [696]. These different roles, in part, reflect the difficult of their task. Diagnosis is,
however, one one aspect of their duties. They must determine whether any further data acquisition
is required, for instance by interviewing more contributors or by examining records from automated
logging equipment. Ideally, there investigators work in teams of two or three. This helps to promote
the necessary mix of domain-specific, human factors and technical skills. There are also benefits
in conducting various interview and elicitation procedures with more than one investigator. The
additional expense of forming such groups is, however, beyond the means that are available to many
incident reporting systems.

Investigators operate at a local, regional or national level. Given that most reporting systems
have a relatively low number of high criticality incidents, many schemes rely upon a small number of
highly-skilled investigators. These individuals operate from national or regional centres. However,
the additional skills and expertise of such investigators must be balanced against the potential
problems of sending ‘strangers’ to investigate the circumstances of particular incidents in local
units. In contrast, other systems have trained larger numbers of investigators who can be appointed
from the staff within individual units. This reduces the problems that individuals experience when
attempting to understand the working practices of teams that they have not previously met or
interacted with. The limitations with this approach are, however, that any investigation can be
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compromised if the divide between operational and investigatory roles becomes blurred. Investigators
may be unwilling to implicate their friends and colleagues. ICAO Annex 13, paragraph 3.1 states
that incident investigation is part of the safety improvement process and not part of the operational
management of an organisation [384].

What Training do I Need?

The coherent and consistent analysis of occurrences depends upon the careful selection of investi-
gators. They are responsible for drafting the final occurrence report and for submitting it to the
appropriate regulatory authority. Recruitment must, therefore, focus on appropriate personality
traits. They must be well-organised, meticulous, unbiased, effective communicators etc. These at-
tributes cannot simply be assessed a priori but must be measured and inspected throughout their
careers as incident investigators. For example, it is important to determine whether investigators
are biased towards certain causal factors in their analysis and interpretation of incidents. It is also
important to determine whether investigators continue to consider an appropriate range of recom-
mended remedial actions.

The quality control measures, proposed in the previous paragraph, provide insights into the
effectiveness of the training that is provided for incident investigators. Specialised training into the
nature and causes of incidents must build upon a detailed knowledge of the working domain. The
following list identifies a number of more detailed training requirements:

e Domain expertise. Any investigation team must be led by a manager who is competent in the
application domain. For instance, it is anticipated that incident investigators will have between
five and ten years experience within an Air Traffic Control centre before they are qualified to
perform such a role. The meta-level requirement for domain expertise hides a number of more
detailed issues. They should understand the working practices of the team that noted the
occurrence. They should have a clear view of relevant legislation, regulation and protocols.
Their expertise should also be recognised and trusted by employee representatives.

e Incident investigation expertise. Chapter 3 has reviewed a number of competing theories and
models that describe the ways in which incidents and accidents can occur. The ideas presented
in this chapter have different degrees of importance in the training of incident investigators. For
instance the previous chapter contrasted Sagan’s ideas about high reliability organisations with
Perrow’s work on normal accidents. It is important for accident investigators to have at least
a superficial understanding of these different positions. However, it is essential that accident
investigators understand the practical implications of the ‘systems approach’ to accidents.
Similarly, Reason’s work on the latent and catalytic causes of failure underpins most recent
work in incident investigation.

o Technical and engineering expertise. Incident investigators must either posses or have access
to specialist knowledge about potential hardware and software failure ‘modes’. This is in-
creasingly important as automation enduced failures, typically, emerge from the interaction
between a number of component subsystems. It is difficult to under-emphasise the technical
challenges that are posed by an investigation and analysis of these incidents. For instance, the
integration of application processes can lead to a number of failures that have little superficial
connection but which share a number of common causes. Such similarities can only be detected
if investigators have considerable technical and engineering skills [413].

e Human factors expertise. Given the prominence of human factors in the causation, detec-
tion and mitigation of many occurrences, it is necessary to identify a source of human factors
expertise for investigators to call upon. This raises a number of pragmatic difficulties. In
particular, it is important to emphasise that the analysis of human factors in incident inves-
tigation is typically a complex and skilled task. Just as technical and engineering analysis
requires competent, specialist training, so does the analysis of human failure. For example, it
is often difficult to categorise an error according to a predetermined category. It is critically
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important to identify and understand those factors that contributed to the error and that
helped to shape the operators response to any initial failure.

This is a partial list. More detailed requirements can be identified for particular industries. Addi-
tional training requirements can also be identified if investigators must work at the interface between
different industries or professions. Air traffic control investigator must understand not the working
practices of other controllers but also of pilots. Medical investigators may have to understand the
priorities and concerns of several different clinical disciplines.

What Are My Duties?

In order for investigators to complete any analysis of an incident it is important that they have the
necessary authority to access all relevant sources of information. This includes immediate access to
logs from automated data sources. Investigators must be able to make copies of this information
and be able to protect the original logs. They must also have the right to interview key personnel
in the aftermath of an adverse occurrence. This can lead to conflict if those members of staff are
required for other duties or if they have been excused from duty for psychological or physiological
reasons.

Along with these rights, investigators must also fulfill a number of general and specific obligations
both to the staff members involved in an incident and to the rest of the safety management structures
within their organisation [68]. These general duties include an obligation to ensure a full, independent
and objective investigation. To ensure that any investigation and analysis is conducted with the
knowledge and participation of operational staff; within the bounds defined by the confidentiality
policy that is being used. Investigators must ensure that all relevant documentation is identified,
compiled and protected so that subsequent reviews can re-trace the arguments that support their
findings. They must also assess the validity and integrity of data that is gathered during any analysis.
They must interview all staff who are involved in an occurrenc, again within tbounds specified by the
confidentiality policy. They must compile and submit both an initial assessment of the occurrence,
typically within 3-10 days of the event, and a final report to their organisation’s safety managers.
These documents must at a minimum contain an analysis of the occurrence and either interim or
final recommendations. They must also ensure that these reports, or a digest, are made available
to operational staff so that they can both learn of the outcome of the investigation and see what
actions have been identified following from a report.

As mentioned above, investigators must also fulfill a number of obligations that relate more
narrowly to the treatment of data that is gathered during any investigation. In particular, access
to this data should be restricted to a relatively small number of authorised personnel. If this policy
is not enforced then there are strong dangers that data may be lost, corrupted or challenged during
any subsequent analysis. It is also important to clearly define permissable uses for the data. For
instance, it may only be used for investigating the specific occurrence for which it was gathered.
Alternatively, personnel may be told that data will be retained and used to spot emerging trends.
In either case, there may be considerable consequences if staff feel that information is retained to
monitor individual performance rather than to support more general safety improvements.

4.1.4 Safety Managers

As mentioned previously, each of the roles in this section is generic in the sense that they do not refer
to specific posts within a management structure. Instead, they refer to a set of duties or obligations
that must be fulfilled in order for an incident reporting system to be effective within an organisation.
Safety Managers are ultimately responsible for the operation of the reporting system. They oversee
that appointment and working activities of investigators. Together with the regulator, they must
also ensure that the recommendations in an occurrence report are acted upon.
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How to Resist the Pressure?

Safety managers act as the interface between the investigatory process and many other groups
both inside and outside their own organisation. They must propagate information from incident
investigators to higher levels of management. This may liaise with training ‘departments’, with
operational staff and with acquisitions groups to ensure that recommendations are implemented
throughout the organisation. They must liaise with regulatory authorities and, in more severe
incidents, with external investigatory bodies. They may also be expected to liaise either directly
with the media or indirectly through public relations organisations. These multiple roles create
demands that cannot be underestimated. As noted in previous chapters, they help to account for the
way in which local systems are often heavily dependent upon the support of the key individuals that
perform this role. In national and regional systems, these pressures can lead to considerable personal
stress that may ultimately threaten the success of any incident reporting system. In preparing this
book, I interviewed several safety managers who emphasised the invidious nature of their task.
They argued cogently that responsibility for the performance of their duties ultimately rested both
personally with themselves but also corporately with the directors and managers who must support
their actions.

It is very important that safety managers receive adequate protection from the influences that can
be exerted on them. For example, it is difficult or impossible to sustain incident reporting functions
without a stable budget. This does not imply that infinite resources are required to support the
system. It does, however, suggest that frequent cuts without careful planning can and do send
inappropriate messages to the staff who must participate in the system. It remains to be seen
whether the recent decision to reduce the number of publications of the ASRS’ DirectLine journal
will have an impact upon the submissions that are made to this system.

Safety managers have further responsibilities. They must protect investigators from undue pres-
sure. External and internal sources can seek to influence the course of an investigation in the hope
of having some effect both on the analysis and the recommendations. These pressures can be in-
troduced in covert and discrete ways, through informal meetings, through hints or second-hand
reports of the opinions of others within an organisation. In practice, it is difficult or impossible to
isolate investigators from these factors. All that safety managers can realistically hope to achieve
is to provide investigators with the necessary support so that they can resist the more pernicious
influences.

Who Do I Report To?

As mentioned above, safety managers must establish and preserve the communications channels
that disseminate lessons from previous incidents. They help to ensure that other groups within
the organisation are warned about the potential for similar incidents. This can be done through
team briefings, through internal journals or newsletters and increasingly through the electronic
media provided by intranets. In practice, however, many of these duties are delegated to incident
investigation teams. The safety manager is ultimately responsible for the adequate completion of
these tasks.

Safety managers are also responsible for monitoring trend information. For instance, they must
encourage participation in an incident reporting system across all geographical regions and man-
agerial groups. They must not only monitor participation rates but must also look for trends of
similar incidents that can emerge over time. This task may also involve collaboration with managers
of other organisations within the same industry. Of course, this can only be achieved where safety
considerations are perceived to be more important than any competitive advantage that might be
lost through the exchange of data.

Safety managers must also assess the recommendations that are made by their investigators.
Together with operational staff, they can be required to prioritise those recommendations and justify
decisions to wither adopt or reject particular findings. They must monitor the implementation of
those recommendations that are accepted. They must also monitor the effectiveness of any remedial
actions to ensure that they have adequately protected the system against future failures.
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Safety managers must prepare briefing documents that are passed to the highest level of man-
agement within their organisation. It is, therefore, critical that they have a right of access to upper
management. Incident reporting systems are often introduced as a means of improving communica-
tion about potential failures within an organisation. The effectiveness of this role will be impaired
if all such communication stops with the safety manager. There is also a danger that under such
circumstances, managers will only accept recommendations that are amenable to short term fixes
[409]. Additional board level support is often required to approve longer term operational changes.

Safety managers must also communicate potential hazards to other groups outside of their own
organisations. This can be achieved via a regulatory body. It is important that safety managers
have means of communicating directly with the groups or individuals who must intervene to regulate
their market. As mentioned in previous chapters, safety managers are, typically, required to provide
them with incident statistics. Again, however, safety managers often supplement this information
with more pro-active information about wider safety concerns based on their operation experience.
A Machiavellian interpretation of this would be that safety managers may predispose the regulator
to a positive view of their safety culture. A less cynical interpretation is that this encourages
the regulator to fulfill their role as a medium of exchange for safety-related information across an
industry.

4.1.5 Regulators

Section 3.1 introduced the role of the regulator by focusing on the ultimate responsibility that they,
arguably, hold for failures within an industry. In contrast, this section focuses on the role of the
regulator in creating the necessary preconditions for the effective exchange of information through
incident reporting. The regulator monitors the performance of the occurrence reporting system as
part of the wider safety management processes that are adopted by the management. They often
receive copies of all final reports into occurrences as well as reports from the safety managers that
describe the measures that have been taken to implement any safety recommendations. Regula-
tors may initiate periodic investigations into particular problems should they continue to receive
occurrence reports about similar incidents.

When Do We Regulate?

At a more detailed level, regulators are typically involved in encouraging organisations to establish
incident reporting systems. This is often perceived to be part of a wider requirement to encourage
safety management programs within their industry. In some sectors, regulators must ensure that
organisations meet international obligations:

“(The assembly) urges all Contracting States to ensure that their aircraft oper ators,
providers of air navigation services and equipment, and maintenance organisations have
the necessary procedures and policies for voluntary reporting of events that could affect
aviation safety” (ICAO Resolution A32-15: ICAO Global Aviation Safety Plan)

However, there are many constraints on the ways in which regulators can intervene to achieve these
objectives. As we have seen, OSHA’s Cooperative Compliance Programme failed to establish incident
reporting as a means of improving safety culture. Employers groups opposed this initiative because
it may have placed undue burdens in competitive markets and potentially increased the influence of
Federal organisations.

It is again important to emphasise that this section deals with the role and not the office of
the regulator. The duties that are associated with regulatory bodies in some industries may, in
other industries, be distributed across many organisations. Similarly, they may not be performed
at all owing to the nature of the markets that are involved. Healthcare provides an important
example of this point. Although some elements of regulation can be associated with the US Food
and Drug Administration, there role is primarily focussed on the safety of devices, pharmaceuticals
and other products utilised by the medical sector. They do not and have not, typically, been involved
in monitoring other adverse occurrences. As a result, the Institute of Medicine report led to the
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drafting of the Patient Safety and Errors Reduction Act, S.2738, that was introduced into the Senate
in 2000. This seeks to establish a national Center for Quality Improvement and Patient Safety under
the leadership of a Director who must:

‘(D) develop a confidential national safety database of medical errors reports;

(E) conduct and support research, using the database developed under subparagraph
(D), into the causes and potential interventions to decrease the incidence of medical
errors and close calls; and

(F) ensure that information contained in the national database developed under sub-
paragraph (D) does not include specific patient, health care provider, or provider of
service identifiers.

(2) NATIONAL PATIENT SAFETY DATABASE- The Director shall, in accordance
with paragraph (D), establish a confidential national safety database (to be known as the
National Patient Safety Database) of reports of medical errors and close calls that can
be used only for research to improve the quality and safety of patient care. In developing
and managing the National Patient Safety Database, the Director shall-

(A) ensure that the database can only be used for its intended purpose;

(B) ensure that the database is as comprehensive as possible by aggregating data
from Federal, State, and private sector patient safety reporting systems;

(C) conduct and support research on the most common medical errors and close calls,
their causes, and potential interventions to reduce medical errors and improve the quality
and safety of patient care;

(D) report findings made by the Director, based on the data in the database, to
clinicians, individuals who manage health care facilities, systems, and plans, patients,
and other individuals who can act appropriately to improve patient safety; and

(E) develop a rapid response capacity to provide alerts when specific health care
practices pose an imminent threat to patients or health care workers.

(3) CONFIDENTIALITY AND PEER REVIEW PROTECTIONS- Notwithstand-
ing any other provision of law any information (including any data, reports, records,
memoranda, analyses, statements, and other communications) developed by or on behalf
of a health care provider or provider of services with respect to a medical event, that
is contained in the National Patient Safety Database shall be confidential in accordance
with section 925.

(4) PATIENT SAFETY REPORTING SYSTEMS- The Director shall identify public
and private sector patient safety reporting systems and build scientific knowledge and
understanding regarding the most effective—

(A) components of patient safety reporting systems; (B) incentives intended to in-
crease the rate of error reporting; (C) approaches for undertaking root cause analyses;
(D) ways to provide feedback to those filing error reports; (E) techniques and tools
for collecting, integrating, and analysing patient safety data; and (F) ways to provide
meaningful information to patients, consumers, and purchasers’

I view this as a form of regulation because it is an attempt to intervene in the existing market place
in a manner that is intended to improve the safety of patients (and staff) within the US healthcare
system. In some countries, ‘regulation’ is a pejorative term that is often associated with ideas of
government ‘over-regulation’. Those who read the Institute of Medicine report can, however, see
that it’s authors were careful to balance this fear of intrusion in the marketplace against the need
to address the consequences of human error in medicine [481]. Those same concerns are apparent in
this draft of the Act.

Not only must regulators help to establish incident reporting systems, they must also monitor
their operation. As we shall see, this is a non-trivial exercise. There is the obvious paradox that a
relatively low number of reported incidents may indicate a high degree of safety within an organi-
sation or a relatively low participation rate. Similarly, it can be difficult to determine whether the
investigatory procedures that lead to a criticality assessment of each incident are implemented in the
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same manner across different organisations. For instance, some European Air Traffic Service pro-
vides classify the severity of an incident according to its worst plausible outcome . An air proximity
violation that was resolved by the actions of the crew might, therefore, be treated as if a collision
had occurred because ATS personnel had not intervened to avoid the incident from become more
serious. Other organisations within the same industry would treat this as a far less serious incident.
Under this vew, the aircrew are perceived to form part of the wider safety system. A collision was
avoided and hence that system functioned as intended.

Regulators must intervene to support the exchange of safety-related information throughout an
industry. This responsibility is a repeated theme in the Patient Safety and Errors Reduction Act
cited above. However, it can also be seen in the regulatory structures that govern other industries.
For instance, the regulatory safety functions of the UK rail industry are performed by the Railways
Inspectorate within the Health and Safety Commission of the Health and Safety Executive. In
contrast, the economic functions associated with performance measurement, standard setting and
price monitoring are performed by the office of the Rail Regulator. The regulatory role of the Health
and Safety Commission in establishing confidential incident reporting schemes can be seen in their
action plan to implement the recommendations of the recent inquiry into the Southall rail crash:

“All parties in the rail industry should co-operate in the collection of evidence to
support reliable research into human behaviour studies relating to driver performance.
Railtrack should co-ordinate this work and TOCs (Train Operating Companies) incor-
porate the results into training programmes (paras 1.25, 7.16, 16.2).

Evidence should include that to be provided by CIRAS (Confidential Incident and
Reporting System) and from On-Train Data Recorders used to monitor driver behaviour.
ASLEF (Associated Society of Locomotive Engineers and Firemen) in particular should
give their full support to such an initiative (paras 14.23, 14.25, 15.15, 16.3).

Comment: Much of the information required for the human factors work on driver
behaviour (Recommendation 1) will be provided by train operators. Most TOCs have
already agreed to enroll their drivers in CIRAS (or equivalent confidential reporting
systems) following the Rail Summit; coverage should be complete nationally with all staff
briefed by 1 April 2001. Individual TOCs agree to interrogate and provide data analysis of
on-train data recorders or from other available means of recording driver activity. ASLEF
and RMT (National Union of Rail, Maritime and Transport workers) support approach,
subject to confidentiality reassurances. HSC (Health and Safety Commission) agrees that
this action should be on individual train (both passenger and freight) operators. Action:
Individual TOCs to submit a progress report to HSC confirming their active participation
in providing human factors data to Railtrack and enrollment of driver in CIRAS. ATOC
(Association of Train Operating Companies) to set up a system to identify good practice
on how driver behaviour is to be monitored using OTDRs (On train data recorders).
Progress report to be submitted to the HSC.” [317].

The Health and Safety Commission are intervening to ensure that all parties in the rail industry
cooperate to collect evidence about the human factors problems that affect driver performance. All
train operating companies must establish a confidential incident reporting system, similar to CIRAS
mentioned in previous chapters. These companies must, in turn, agree to provide access to the data
that is obtained by these systems.

The previous paragraph has argued that regulators play a role in the collection and dissemination
of information within an industry. This may clearly involve a delicate balance between the promotion
of safety and the exchange of commercially sensitive information. This balancing act becomes even
more complex when regulators attempt to promote the exchange of information across national
boundaries:

“The Board’s focus extends beyond the United States’ borders. Realizing that chem-
ical accidents may have global health, environmental and economic effects, Congress en-
couraged the Board to offer investigative assistance to other countries, both as a means
of helping and as a method of learning. Through its international outreach efforts to



4.1. DIFFERENT ROLES 99

government and industry, the Board can ensure its safety research program, professional
services and technical information accurately and adequately address the world’s chem-
ical safety needs”. [163]

The sensitivity of the information that is often provided by incident reporting systems perhaps
accounts for the notable lack of success in achieving the international collaboration that many
regulators envisage. However, this view is being challenged by recent commercial initiatives to
encourage the exchange of occurrence data within the aviation industry [308]. The GAIN system,
introduced in Chapter 2 has over the last three years been transferred away from the FAA to the
airline industry itself [680]. At present, GAIN simply acts as a clearing house for data gathered
by other public sources including the ASRS and FAA incident reporting schemes. In the future,
however, it may provide greater opportunities for the exchange of data directly between aviation
operating companies even though that data is unlikely to be publically accessible to the same extent
as the ASRS sources.

What Information Do We Need?

The previous section described the role of the regulator in setting up and monitoring incident
reporting systems. They must also ensure that the output from these systems is collated, analysed
and effectively used to address safety-related problems that arise across an industry or between
several industries. This duty can be stated relatively simply. However, it is far harder to achieve.
This difficulty of performing this task can be illustrated by the FDA’s Manufacturer and User Facility
Device Experience Database (MAUDE) [272]. This tool represents a significant advance on many
existing regulatory incident reporting systems because it provides manufacturers and operators with
an accessible means of looking for information about previous incidents. Techncial details about this
system will be provided in Chapter 14 and the interface to this system is illustrated in Figure 14.4.
Users can access incident data in the MAUDE database by selecting a number of predefined categories
or by entering a free-text search. The following quotation illustrates the types of data that can be
retrieved using this system:

“Adverse event or product problem description: A susceptibility report message,
which the microbiology lab uses as an indicator for verifying oxacillin results did not
print on a pt lab report from the ... instrument. The lab did not verify ... results on this
pt’s blood culture report. The pt’s physician has stated that as a result of a lab error,
a treatment error occurred leading to development of an abscess. This abscess has put
pressure on the pt’s spinal cord causing paralysis of the legs.

Additional manufacturer narrative: An investigation into the customer complaint
determined that a message, which previously printed on the instrument lab report, no
longer prints with the release of a new software version.

...[It could not be concluded] that lack of this message caused or contributed any
negative effects to the pts condition ased on the following points: 1. subsequent blood
cultures were negative after treatment with oxacillin. 2. the lab did not save the original
isolate from the blood culture used for testing on the system. 3. this pt had a previous
history of a oxacillin resistant staph aureus infection. 4. treatment of an abscess, regard-
less of culture and susceptibility results, routinely requires more intervention than simply
administering antibiotics. The message for oxacillin will be added to the lab reports with
the next software release. All customers will be notified immediately by letter concerning
the missing message when the oxacillin indicator antibiotics are resistant”

The MAUDE system is important because it illustrates the ways in which regulators can intervene
to act as a clearing-house for incident data. The development of search engines, for the first time,
provides users with the opportunity to identify common trends across an industry. However, the
previous examples also illustrate some of the challenges that are facing such regulatory action. In
particular, the previous search for software related incidents yielded five hundred hits amongst the
MAUDE collection. At this point the system halted its search and prompted me to refine my
search because there was too much relevant data. In some senses this reflects the way in which
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incident reporting systems can become victims of their own success. For instance, the ASRS system
know holds over 500,000 records. Later section will describe software engineering and information
management tools that can be used to address these problems and still enable users to identify
common trends amongst a growing mass of incident data.

4.2 Different Anatomies

The previous section has summarised a number of the key roles that support incident reporting.
In contrast, however, this section goes beyond these roles to look at a number of different report-
ing architectures. These architectures reflect the organisation that is necessary to collect incident
reports, analyse them and then make recommendations. Clearly, the managerial structures that
are necessary to support large national and international systems are unlikely to be appropriate or
even necessary in smaller scale local and regional systems. This section, therefore, provides a brief
overview of a number of different ways in which incident reporting systems can be managed.

4.2.1 Simple Monitoring Architectures

Figure 4.1 represents the simplest architecture for an incident reporting system. A contributor
submits a report based on the occurrence that they have witnessed or are concerned about. This
submission process can be implemented using printed forms, by telephone calls, or increasingly using
computer-based techniques. An external agency received the report and after assessing whether or
not it falls within the scope of the system they will decide whether or not to publish information
about the occurrence. The contributor and others with the same industry can then read the report
and any related analysis before taking appropriate corrective actions.
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Figure 4.1: A Simple Monitoring Architecture

This approach is typified by the Swiss Confidential Incident Reporting in Anaesthesia system
(CIRS) [755]. A web-based form is used to submit an incident report to the managers of the system.
Given the sensitive nature of these incidents, this is an anonymous scheme. The managers cannot,
therefore, conduct follow-up investigations. However, they do perform a high-level analysis of this
and similar events before publishing a summary on their web site.

There are a number of limitations with the architecture shown in Figure 4.1. In particular, this
simple monitoring approach simply provides a means of disseminating information about previous
failures. There are no guarantees that individual organisations will take any necessary corrective
actions. Similarly, there is a danger that different institutions will respond to the same incident
in different ways. This inconsistency creates the opportunity for future failures if an organisation
fails to correctly safeguard the system. A further problem is that this approach does not provide
any means of determining whether reports were accurate or not. This creates potential dangers
because a report may omit necessary information about the causes of an incident. As a result, other
organisations might respond to the symptoms rather than the underlying problems that lead to an
occurrence. As most of these systems are truly anonymous, it can be difficult or impossible for the
managers of the scheme to identify whether any local, contextual factors contributed to an incident.
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As with all of the architectures presented in this section, there exist a number of variations that
have been used to structure existing systems. For instance, the US Food and Drug Administration’s
MAUDE system, mentioned above, cuts out the external agency and enables individuals to report
directly to the regulator. These reports are then posted on the FDA’s web site. If the incident is
considered serious enough then the regulator may intervene through a product recall or amendment
notice.

4.2.2 Regulated Monitoring Architectures

Figure 4.2 provides a high-level view of what we have termed the ‘regulated monitoring’ architecture
for incident reporting. This is very similar to the approach described in the previous section.
However, in this approach the external agency that received the contribution can go back and ask
further questions to refine their understanding of an occurrence. Once they are clear about what
has taken place, they produce a summary report that, typically, does not reveal the identity of their
contributor. This summary is then placed before management and regulators who are responsible
for identifying corrective actions. They must also determine whether those corrective actions can be
implemented. The reporting agency will then receive a report on corrective actions that can then be
communicated back to the original contributors and their colleagues through journal or newletter
publications.
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Figure 4.2: Regulated Monitoring Reporting System

The Confidential Incident Reporting and Analysis System (CIRAS) is a good example of an
incident reporting scheme that implements the high-level architecture illustrated in Figure 4.2. This
receives paper-based forms from Scottish train drivers, maintenance engineers and other rail staff. A
limited number of personnel are responsible for processing these forms. They will conduct follow-up
interviews in-person or over the telephone. These calls are not made to the contributor’s workplace
for obvious reasons. The original report form is then returned to the employee. No copies are
made. CIRAS staff type-up a record of the incident and conduct a preliminary analysis. However,
all identifying information is removed from the report before it is submitted for further analysis.
From this point it is impossible to link a particular report to a particular employee. The records
are held on a non-networked and ‘protected’ database. This data itself is not revealed to industry
management. However, summary reports are provided to management at three monthly intervals.
This concern to preserve trust and protect confidentiality is emphasised by the fact that a unit
within Strathclyde University employs the personnel who process the reports rather than the rail
operators.

The FAA’s ASRS provides a further example of the architecture illustrated in Figure 4.2. NASA
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plays the role of the external reporting agency. Feedback is provided through a number of publi-
cations, such as the Callback newsletter and the DirectLine journal. An important strength of the
publications produced by this approach is that it provides a measures assessment of several incidents
through the editors’ analysis. It also enables staff to read an explanation of an incident through the
words of their colleagues.

Again there are a number of limitation with the high-level architecture shown in Figure 4.2.
These do not stem principally from the problems of accessing more detailed causal information,
as was the case with simple monitoring architectures. In contrast, they stem from the additional
costs and complexities that are introduced by external reporting agencies. In particular, it can
be difficult to preserve an independent but co-operative relationship between the organisation’s
management and a reporting agency. This relationship can become particularly strained when the
agency is responsible for identifying corrective or remedial actions that the management must then
implement. The ALARP (as low as reasonably practicable) principle is often used to justify resource
allocation. The subjective nature of this approach can lead to conflicts over the priority allocated to
many remedial actions. There is also a danger that these schemes will resort to low-cost reminders
[409]. In consequence, many schemes operate on a smaller-scale, more local level. These schemes
rely upon the same individuals to both collect the data and take immediate remedial actions.

4.2.3 Local Oversight Architectures

Figured.3 illustrates the architecture that typifies many locally operated, incident-reporting sys-
tems. In many ways, these schemes were the pioneers of the larger more elaborate systems that
have been mentioned in the previous sections. Individual sponsors either witness other schemes or
independently decide to set up their own. Staff are encouraged to pass on incident reports to them.
Typically, this is in a confidential rather than an anonymous fashion. Even if the forms do not
ask for identification information it is often possible for the sponsors to infer who is likely to have
submitted a form given their local knowledge of shift patterns and working activities. The sponsors
can supplement the reports from their own knowledge of the procedures and practices within a unit.
This enables them to analyse and validate the submission before passing a summary to their man-
agement. In contrast to other architectures, however, they are in a position to take direct remedial
action. This is, typically, published in a newsletter. These publications not only provide feedback,
they are also intended to encourage further submissions.
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Figure 4.3: Local Oversight Reporting System

Local oversight architectures are illustrated by one of the longest running medical incident report-
ing systems. David Wright, a consultant within the Intensive Care Unit of an Edinburgh hospital,
established this system over ten years ago [119]. The unit has eight beds at its disposal with ap-
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proximately three medical staff, one consultant, and up to eight nurses per shift on the ward. David
Wright receives each report. They are then analysed with the help of a senior nurse. Any necessary
corrective actions are instigated by them. Trust in the sponsor of this system is a primary concern,
given the relatively close-knit working environment of an intensive care unit. The success of the
system depends upon their reputation and enthusiasm. The extent of his role is indicated by the
fact that less reports are submitted when David Wright is not personally running the system. The
reports from these systems provide a valuable insight into problems in the particular practices and
procedures that are followed within an organisation.

The strengths and weaknesses of such local systems are readily apparent. The intimate local
knowledge and direct involvement with the contributors makes the interpretation and analysis of
incident reports far easier than in other systems. However, it can be difficult to replace key personnel
and sustain confidence in the system. It can also be difficult to drive through deeper structural or
managerial changes from local systems. Individual sponsors often lack the necessary authority (or
resources) to instigate such responses. As a result they often ‘target the doable’. Similarly, it can be
difficult to co-ordinate the efficient exchange of date between local systems to get a clearer overview
of regional, national and even international trends.

4.2.4 Gatekeeper Architecture

Figured.4 illustrates the architecture of several national incident-reporting systems. The increased
scale of such systems usually implies the greater degree of managerial complexity apparent in this
framework. The contributor submits a report to their local manager. They may then take some
initial remedial actions and then passes the form to a ‘gatekeeper’. They register the report; in
any national system there is a danger that individual contributions may be lost or delayed. The
gatekeeper has this name because they must determine whether the occurrence is important enough
to allocate further analytical and investigatory resources. If this decision is made then they will
delegate the report to another unit within the organisation that is responsible for the aspect of the
system that was most directly affected by the occurrence. The report is passed to a handler within
this service department and they attempt to identify means of resolving any potential problems.
Feedback is then provided to the contributor via their local manager. This approach is, typically,
confidential or open rather than anonymous.
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Figure 4.4: Gatekeeper Reporting System

This approach is exploited by the Swedish Air Traffic Control system. It is unusual in that it
encourages the open reporting of a wide range of potential and observed failures. The definition
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of an ‘occurrence’ includes all forms of human, operational and technical failures even including
incidents such as a failure of a light bulb. All reports are handled centrally by a number of specially
trained gatekeepers who are responsible for filtering the reports and then passing them on to the
relevant departments for action.

These individuals must be highly trained both in the application domain of air traffic control but
also in the technical problems that lead to system failures. However, because all occurrence reports
pass through their offices they gain a detailed understanding of both operator behaviour and system
performance. The gatekeepers, therefore, are in a position to provide valuable information both to
training directors but also to the risk assessments that guide future investment decisions.

The gatekeepers are an important strength of the system shown in Figure4.4. They are respon-
sible for filtering reports and allocating remedial actions. This centralisation ensures a consistent
analysis and response. However, they are a critical resource. There is a risk that they may act as
a bottleneck if incidents are not handled promptly. This is particularly important because delays
can occur while reports are sent from outlying areas to the gatekeeper’s central offices. The Swedish
system has addressed many of these criticisms by adopting a range of computer-based systems that
keep safety managers and contributors constantly informed about the progress of every incident
report. However, there remains the danger for many of these systems that any omissions in the
training of a gatekeeper can result in incorrect decisions being made consistently at a national level.

4.2.5 Devolved Architecture

Figure4.5 provides an overview of an alternative architecture for a national system. Rather than
have a central gatekeeper who decides whether an incident falls within the scope of the system, this
approach relies upon a more decentralised policy. Any of the personnel involved in the system can
decide to suspend an investigation providing that they justify their decision in writing and pass their
analysis to the safety management group who monitors the scheme. As can be seen, contributors
pass their reports to their supervisors. This is important because in many industries, such as air
traffic control, the individuals who are involved in an incident will often be relieved of their duties.
A sense of guilt can often affect their subsequent performance and this can endanger further lives.
In national systems, it is often common to provide an alternative submission route through an
independent agency in case a report is critical of the actions taken by a supervisor.

The supervisor takes any immediate actions that are necessary to safeguard the system and
informs the safety management group if the incident is sufficiently serious. The safety management
group may then commission an initial report from a specialist investigation unit. They may also
decide to provide an immediate notification to other personnel about a potential problem under
investigation. These investigators may call upon external experts. Depending on the conclusions of
this initial report they may also be requested to produce a final report that will be communicated
back to the safety management group. In a number of these systems, final reports are issued to the
original contributors who can append any points of further clarification. The safety management
group is then responsible for communicating the findings and for implementing any recommendations
following discussions with the regulatory authorities.

Figure4.5 illustrates the complexities involved in organising nation and international reporting
systems. It depends upon the co-ordination and co-operation of many different individuals and
groups. However, such architectures are necessary when the problems of scale threaten to overwhelm
systems based on the approach illustrated in Figure4.4. The problem with this system is that there
is a greater chance of inconsistency because different staff determine how an occurrence is to be
reported and investigated. Different supervisors may have different criteria for what constitutes an
occurrence that should be passed on for further investigation. Most European air traffic control
service providers have tackled this problem by publishing exhaustive guidelines on what should be
reported. These guidelines are distributed to all personnel and are addressed during the training of
control staff.

It is important to emphasise that this section has avoided normative arguments about the ab-
solute value of the different architectures that have been presented. This is entirely deliberate. As
suggested in the previous paragraph, we know very little about the impact of these different man-
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Figure 4.5: Devolved Reporting System

agement structures. In consequence, it is difficult to be confident in any comparative analysis. Tools
and techniques for performing such comparisons are urgently needed as incident reporting systems
continue to proliferate in many different industries.

4.3 Summary

This chapter began by considering a number of different roles that together contribute to the suc-
cessful operation of many incident reporting systems. These roles are generic in the sense that
they represent key activities during the reporting, analysis and subsequent implementation of safety
recommendations. These activities may be associated with particular individuals or with teams
depending upon the scale and the organisation of the reporting scheme.

This chapter initially focussed on the reporting of adverse occurrences by individuals and groups
in the workforce. The opening sections focussed on the rights and duties of these contributors.
The next chapter will provide a greater consideration of the ways in which automated monitoring
equipment can be used in the detection of adverse occurrences.

The following sections went on to consider the triage that is required when a report is initially
received. Line managers and supervisors are, typically, required to secure the short term safety of
the system in the aftermath of an incident. They must also pass on reports so that they can be
processed in a prompt and efficient manner.

This chapter also looked at how information must be passed to incident investigators. We
considered the powers that investigators must have if they are to elicit relevant information about
an occurrence. Later sections also considered the training requirements and professional obligations
that must be met by these individuals.

We went on to consider what we have described as the ‘invidious’ role of the safety manager. They
act as a conduit of safety information from the workforce to higher management. They must also
effectively communicate safety objectives from higher levels of management down to the workforce.
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It was stressed that they must communicate effectively not only within their organisation but also
to external bodies including industry regulators.

Regulators have been defined as organisations that intervene in the normal operation of the
market to achieve economic and social objectives, such as improved safety, that might otherwise be
overlooked. This chapter examined the tensions that arise when regulatory actions must balance
the need to exchange safety information against the danger of forcing companies to pass on what
might be commercially sensitive data. We also briefly considered nascent attempts by a commercial
consortium to encourage the global exchange of incident information.

The second half of this chapter then went on to look at how these different roles contributed
to different types of incident reporting system. Simple monitoring architectures simply provide a
common point of access to incident reports. They are, typically, anonymous and so only a cursory
validation can be performed. There are a number of limitations that restrict the utility of these
systems, although they are simple to operate and can be established at low-cost. In particular, there
is no guarantee that the submissions are genuine nor is there typically any guarantee that different
institutions or investigators will arrive at a consistent interpretation of the events that are described.

Regulated monitoring architectures extend simple monitoring architectures by introducing an
external agency that intervenes to validate and supplement any initial report. This additional
validation increases the range of evidence that is available within the system and also helps to
support any subsequent analysis of an adverse occurrence. However, the costs of maintaining such
an external investigatory body are typically beyond the resources of most local systems.

Local oversight architectures rely upon key individuals or sponsors who can use their knowledge
of a working environment to interpret and assess the reports that they receive. These individuals may
perform additional validation and investigation but this need not always be necessary depending in
their involvement in the target system. However, there is a danger that such systems are susceptible
to the personal biases and training of these key sponsors. It can also be difficult to reestablish staff
trust in any system when these individuals leave or take up other duties.

Gatekeeper architectures represent a more complex architecture in which a number of key indi-
viduals together perform the triage that might otherwise have been performed by a single individual
within a local system. These individuals are trained to identify the severity of a report and to allo-
cate a handling unit that is tasked to respond to that incident. However, in national and regional
systems there is a danger that they may act as a bottleneck if incidents are not handled promptly.
This is particularly important because delays can occur while reports are sent from outlying areas
to the gatekeeper’s central offices.

Finally, devolved architectures are intended to support large-scale national and international in-
cident reporting systems. Information is passed through the different levels of an organisation up
to a body of ‘professional’ incident investigators. These investigators report to the safety managers,
mentioned above. Elaborations on this approach include several feedback mechanisms so that con-
tributors are continually involved in the investigation and analysis process. Again, however, the
costs associated with such a system would dissuade many industries from adopting every aspect of
this approach.

As mentioned, the intention in this chapter has not been to recommend any particular architec-
tures. In contrast, the intention has been, for the first time, to provide an overview of the different
approaches that are currently being used within individual reporting systems. The following chapter
builds on this analysis and begins to look in detail at key stages in the operation of an incident re-
porting system. These include: detection and notification; data gathering; reconstruction; analysis;
recommendation and monitoring; reporting and exchange. As before, the intention is to provide a
generic analysis of activities that are common to many different types of system. It is also intended
the analysis provide pragmatic advice and guidance based on comparative studies of systems in
several different industries.



Chapter 5

Detection and Notification

The previous chapter presented a number of different ways in which incident reporting systems
can be organised. These architectures ranged from small-scale local systems through intermediate
gatekeeper systems through to more complex, devolved, national and international mechanisms. The
following chapters build on this by examining a number of generic problems that must be addressed
by all incident reporting systems. These issues are illustrated in Figure 5.1. As can be seen, the
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Figure 5.1: Generic Phases in Incident Reporting Systems

detection and notification of an occurrence is followed by a phase in which data is gathered about
the events leading to a failure. This data can be used to reconstruct the likely ways in which events
combined during the course of an incident. Once a probable reconstruction has been developed,
it is possible to analyse these likely scenarios to identify key latent and catalytic causes. These
form the focus for any subsequent recommendations about ways to prevent future failures. If these
recommendations are adopted then they must be acted upon and their outcomes must be monitoried.

107
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Clearly, it is important to determine whether any potential improvements are actually delivering the
anticipated benefits. Finally, information about incidents must be reported to others both inside
and outside an organisation.

Figure 5.1 includes two lines of feedback. Once investigators begin a period of reconstruction, they
may often identify the need for further information about the course of an incident. In other words,
they may be forced to continue with data gathering exercises. For example, it may not be possible
to immediately determine what key individuals or systems were doing during particular stages of
an occurrence. Investigators must, therefore, go back and conduct further interviews or extract
additional system logs where they are available. Similarly, the analysis of an occurrence can often
help to identify inconsistencies or omissions in the reconstruction of an occurrence. Assumptions
about the flow of events leading to a failure may be proved incorrect or implausible during the later
stages of an investigation.

As in previous chapters, Figure 5.1 makes no assumptions about the managerial structures that
are used to implement these phases. For example, in a national confidential system the data gathering
phase may consist of trained field investigators calling on a working group to interview members
of staff who were involved in an occurrence. In a small-scale anonymous system, data gathering
may involve less formal conversations with personnel in similar working environments to determine
whether the concerns in the occurrence report are shared by the other colleagues. Clearly, the
sophistication, organisation and investment involved in each of the stages also depends upon the scale
of the reporting system. As we shall see, national and international schemes may deploy sophisticated
three-dimensional, immersive virtual reality simulators to reconstruct the events leading to particular
failures. Such an approach is, typically, beyond the resources of most local systems.

5.1 ‘Incident Starvation’ and the Problems of Under-Reporting

This chapter begins our analysis of the generic phases shown in Figure 5.1 by focusing on the
problems of detection and notification. Some of the concerns that arise during this initial stage are
illustrated by the UK’s guidelines for reporting adverse incidents with medical devices:

“All staff, including contractors, should be regularly reminded of their responsibilities
with regard to adverse incident reporting and of the relevant local procedures including
the need to isolate and retain defective or suspect items. This information should also
be conveyed to new staff as part of their induction training. The procedures should
ensure that: where appropriate, a liaison officer is appointed with the necessary authority
to take responsibility for the reporting of medical device related adverse incidents to
the Medical Devices Agency (MDA) as detailed in the Annexes; devices involved in
an adverse incident together with other material evidence (e.g., packaging of a single
use device) should be clearly identified and kept in quarantine, where practicable, until
MDA’s device specialists have been consulted. Where quarantine is not practicable,
the state of the device(s) at the time of the incident should be recorded for use in
any subsequent investigation; local action is taken as necessary to ensure the safety of
patients, users and o thers. Regular reviews should be undertaken to ensure that the
procedures are effective and are being followed.” [535]

As this quotation suggests, workers must receive training about what to report and how to report
it. Setting up the necessary infrastructure for an incident reporting system does not guarantee
that staff will be motivated to participate. This excerpt also stresses the importance of local liason
officers, even in a large national reporting system. These trusted advocates support staff who are
concerned about adverse occurrences. They must address contributors’ concerns about anonymity
and confidentiality that were described in Chapter 4 as part of a more general review of the key roles
that support incident reporting systems. The net effect of these concerns is to exacerbate problems of
under-reporting. Rather than reiterate the importance of addressing contributors’ concerns about
anonymity and confidentiality, the following paragraphs look at techniques that are specifically
intended encourage the notification of adverse occurrences.
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The ultimate aim of incident reporting systems is to identify the causes of previous failures and
to use this understanding to avoid or reduce future problems. Demonstrating such ‘improvements’ is
complicated because voluntary incident reporting systems often suffer from chronic under-reporting.
The fear of retribution and the concern that reports will not be acted upon have dissuaded individuals
from contributing to a system. The reality of incident reporting in the UK NHS is illustrated by the
report into the Royal College of Anaesthetist’s critical incident system:

“We know from previous studies that self-reporting of incidents retrieves only about
30% of the incidents reported by independent observer. We do not know, therefore,
either true numerators nor because we do not collect them, denominators; even the
Department of Health does not know how many anaesthetics are given annually. Any
idea that this scheme might give absolute incident rates must therefore unfortunately be
rejected. what we can hope to do is to paint a picture of what we are told nationally and
allow departments to see whether the incidents that they are seeing locally are common
or rare...” [715]

Vincent, Taylor-Adams and Stanhope observe that between 4-17% of patients in acute hospitals
studies suffer from iatrogenic injury [849]. Observational studies have found that 45% of patients
experienced some medical mismanagement and 17% suffered events that led to a longer hospital stay
or more serious problems [28]. It has been estimated that approximately 850,000 adverse events occur
within the UK National Health Service each year [633]. The earlier Harvard Medical Practice Study
used similar techniques to estimate that among the 2,671,863 patients discharged from New York
hospitals in 1984 there were 98,609 adverse events and 27,179 adverse events involving negligence
[93]. Even the most successful voluntary reporting systems only succeed in eliciting information
about a tiny fraction of the incidents that are revealed by the exhaustive analysis of records and
logs. For instance, Barach and Small estimate that between 50 and 95% of medical incidents go
unreported [66].

5.1.1 Reporting Bias

To summarise, targets for the reduction of incidents, such as those proposed by the UK NHS, depend
upon a bench-mark assessment of existing incident rates. Incident reporting systems provide useful
information about the causes of some incident. However, they do not provide accurate assessments
of background frequencies. Alternative techniques must be used to calculate these incident rates.
These can be summarised as follows:

1. extrapolation based on snap-shot samples. The key technique that drives most base-line esti-
mates of incident frequency is to extrapolate from exhaustive analysis of small samples. This
approach, however, is fraught with analytical problems. Clearly, the sample size and selec-
tion is a critical issue. If these are in any way biased or unrepresentative then the results
of any analysis will be flawed. Further problems stem from the sorts of data that comprise
such a sample. There are few guarantees that logs and records will provide indications of all
potential incidents. If they do not then a further source of under-reporting is introduced. If
observational techniques are used, in which analysts directly monitor work tasks, then there
is a danger that the presence of the analyst will itself distort normal working practices;

2. post hoc analysis of logs and other data recordings. Exhaustive searches can be made through all
of the data that may have been amassed during a specified operating interval. This information
can be manually assessed to determine whether or not it provides evidence of a potential
adverse incident. Although this might seem to be a relatively straightforward task, there are
numerous complications. In air traffic control, the physical separation between aircraft can be
calculated from radar logs. However, this would be impracticable in the general case given the
volume of aircraft movements in most sectors. Such an analysis would not also indicate errors
of intention or lapses that were rectified before an infringement actually occurred. Similar
problems arise in the medical domain. Inadequate and partial record keeping can make it
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difficult to determine whether or not an error was actually made or if that error actually had
any observable clinical consequences;

3. automated incident detection Clearly, the burdens of manually search for indications of inci-
dents can frustrate attempts to obtain clear base-line measures of incident rates. As a result,
a variety of automated tools (see below) can be used to search for key indicators. These tools
range from simple databases through to more advanced data mining systems similar to those
that will be discussed in Chapter 15. However, such tools introduce a further level of indirec-
tion that can bias results in ways that are often difficult to predict. In particular, there are
the twin problems of precision and recall. A low precision search will detect many potential
incidents that analysts must manually assess and then reject as not representing actual inci-
dents. A low recall search will yield a number of potential incidents but will also leave many
real cases undetected in the mass of incident data.

4. observational studies. Finally, as mentioned above, observational studies can be used to identify
background statistics for the numbers of adverse occurrences within an organisation. This
relies upon trained analysts monitoring everyday activities to detect adverse occurrences ‘on
the job’. This approach has yielded many important insights into other areas of human-system
interaction. However, there are considerable practical problems in applying it to assess incident
frequencies. Previous paragraphs argued that workers will adjust their behaviour if they believe
that they are being monitored. This has been termed the Hawthorne effect after the 1939 study
of workers in the Western Electric Company’s plant in Hawthorne Illinois. Productivity rose
shortly after investigators started to observe workers even before any changes were made to
working patterns. Other problems relate to the limited scope and high costs that can be
associated with observations techniques. In particular, the low frequency of some types of
incidents may mean that a team might have to continue to observe activities for many months
before an incident is detected.

Jha, Kuperman, Teich, Leape, Shea, Rittenberg, Burdick, Segerand, Vander Vliet and Bates hae
conducted several studies into the use of both manual and automated techniques for assessing base-
line incident frequencies [400]. Most of their work focuses on adverse drug events which they argue
are both common and costly. They criticise the ‘spontaneous’, voluntary systems in most hospitals
as lacking sensitivity. They also criticise the costs associated with the exhaustive manual analysis
of patient charts. As a result, they have worked to develop a computer-based adverse drug event
monitor. Subsequent studies have then compared the performance of this tool with the products of
both chart review and voluntary report systems. In one study, they focused on all patients admitted
to nine medical and surgical units in an eight-month period [400]. The monitoring program identified
situations that suggested a potential adverse drug event. These included requests for antidotes, such
as naloxone. A trained reviewer then examined the patient’s records to determine whether an adverse
incident had occurred. The results were then compared with the products of an intensive manual
review and a voluntary reporting system operated by nurses and pharmacists. Both the automated
system and the chart review strategies were independent, and the reviewers were blinded.

The computer monitoring strategy identified 2,620 of which only 275 were determined to be
adverse drug events. This illustrates the problems of poor precision, mentioned above. The manual
review found 398 adverse drug events, whereas voluntary report only detected 23. Of the 617 ADEs
detected by at least one method, manual review detected 65%, the automated program identified
45% and voluntary reporting contributed only 4%. It can be argued that all three techniques suffered
from the problems associated with poor recall. This work has clear and profound implications for
managers and regulators who must encourage participation in incident reporting systems:

“The computer-based monitor identified fewer Adverse Drug Events (ADEs) than
did chart review but many more ADEs than did stimulated voluntary report. The
overlap among the ADEs identified using different methods was small, suggesting that the
incidence of ADEs may be higher than previously reported and that different detection
methods capture different events. The computer based monitoring system represents an
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efficient approach for measuring ADE frequency and gauging the effectiveness of ADE
prevention programs.” [400]

The previous paragraphs have focused on the technical problems associated with obtaining accurate
assessments of the participation ratio; the total number of contributed reports divided by the total
expected frequency of incidents. However, it is important not to underestimate the managerial
consequences of such work. The process of obtaining a more accurate assessment of underlying
incidents can itself trigger enormous changes within an organisation:

“In February 1999 a urologist at the Sturdy Memorial Hospital in Attleboro, Mas-
sachusetts, requested a retrospective review of a 1996 biopsy result because of the pa-
tient’s clinical course and the results of a biopsy in 1999. The review revealed that
the 1996 report was incorrect. The urologist and pathologist (neither of whom was re-
sponsible for the 1996 reading) implemented appropriate management for the affected
patient.

When they discovered a second misread prostate biopsy from the same period the
urologist and pathologist became concerned that the frequency of these errors was higher
than “expected”. Fears about malpractice suits and damaged reputations emerged...
Ultimately, the medical director thought that all the prostate biopsies performed during
1995-7, the period of tenure of the clinicians associated with the two errors, should
be reviewed... During the review we wondered about any requirements to report to
regulatory agencies. Our lawyers told us we had no obligation to report this kind of
error... We decided to report our initial findings to the Department of Public Health
and the Board of Registration in Medicine. In total 20 of the 279 prostate biopsies from
1995-7 were in error. The urologists caring for these 20 patients were told of the changes
in the biopsy interpretations, and it was agreed that the urologists would contact each
patient and recommend appropriate evaluation and treatment. Although they agreed
with this plan, the urologists were worried about potential lawsuits, damage to their
reputations, and the stress of difficult meetings with the patients and their families.

When the process of notifying the patients started, the hospital president realised that
questions about the validity of other biopsies would be raised even though there was no
clinical evidence to raise such concern. She thought that all should be reviewed... About
6000 biopsies would have to be reread, and we needed help. Inquiries to the professional
pathology bodies were disappointing: not only did we receive little assistance, but we
were routinely asked why we wanted to expose more errors...” [682]

Many of the ethical worries that affected the physicians in this case, stemmed from the voluntary
nature of incident reporting within their profession, Mandatory reporting systems offer alternative
means of addressing the problems of under-reporting. They simplify the previous dilemma at the
cost of restricting an individual’s freedom to choose whether or not to report a particular incident.

5.1.2 Mandatory Reporting

The UK Air Accident Investigation Branch has published formal accident reports to disseminate the
lessons that have been learned from air proximity warnings. Individuals are obliged to report these
near-miss incidents in the same manner that they are obliged to report accidents. This obligation
to report is enshrined within the ‘Duty to furnish information relating to accidents and incidents’
paragraphs of the Civil Aviation (Investigation of Air Accidents and Incidents) Regulations 1996:

“5.(1) Where an accident or a serious incident occurs in respect of which... the Chief
Inspector is required to carry out, or to cause an Inspector to carry out, an investigation,
the relevant person and, in the case of an accident or a serious incident occurring on or
adjacent to an aerodrome, the aerodrome authority shall forthwith give notice thereof to
the Chief Inspector by the quickest means of communication available and, in the case of
an accident occurring in or over the United Kingdom, shall also notify forthwith a police
officer for the area where the accident occurred of the accident and of the place where it
occurred.” [11]
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These regulations, in turn, depend upon definitions of accidents and incidents. Section 1.2.2 reviewed
a number of different techniques that have been used to distinguish between these different classes
of occurrence. However, the UK Civil Aviation Regulations follow the approach proposed in ICAO
Annex 13:

‘accident’” means an occurrence associated with the operation of an aircraft which
takes place between the time any person boards the aircraft with the intention of flight
until such time as all such persons have disembarked, in which

e (a) a person suffers a fatal or serious injury as a result of- -being in or upon the
aircraft -direct contact with any part of the aircraft, including parts which have
been detached from the aircraft, or -direct exposure to jet blast, except when the
injuries are from natural causes, self-inflicted or inflicted by other persons, or when
the injuries are to stowaways hiding outside the areas normally available to the
passengers and crew, or

e (b) the aircraft sustains damage or structural failure which adversely affects the
structural strength, performance or flight characteristics of the aircraft, and would
normally require major repair or replacement of the affected component, except for
engine failure or damage, when the damage is limited to the engine, its cowlings or
accessories; or for damage limited to propellers, wing tips, antennas, tyres, brakes,
fairings, small dents or puncture holes in the aircraft skin; or

e (c) the aircraft is missing or is completely inaccessible...

. ‘serious incident’ means an incident involving circumstances indicating that an acci-
dent nearly occurred. [11]

These regulations illustrate the way in which legal obligations can be placed upon operators so
that they are required to report certain categories of near-miss incidents. There are examples of
similar mandatory systems in other domains. For example, the recent UK National Health Service
report entitled ‘An Organisation with a Memory’ proposed a national mandatory reporting scheme
for adverse health events, and specified near misses, based on standardised local reporting systems
[633]. There are, however, mixed views about the effectiveness of such systems. For example, the
Safe Medical Devices Act of 1990 requires that healthcare facilities and manufacturers must report
serious injury or illness related to the failure or misuse of specific medical devices. However, Cohen
has argued that:

...this federal act has been unsuccessful in gaining compliance with reporting require-
ments for user error. Furthermore, little action is taken unless significant numbers of
harmful errors have been reported. Some states also have mandatory reporting pro-
grammes for error resulting in serious patient harm. Yet this information is used almost
exclusively to punish individual practitioners or healthcare organisations. There is lit-
tle analysis of the systems causes of error, and the information is rarely used to warn
others about the potential for similar errors. ...non-punitive and confidential voluntary
reporting programmes provide more useful information about errors and their causes
than mandatory reporting programmes. A major reason is that voluntary programmes
provide frontline practitioners with the opportunity to tell the complete story without
fear of retribution...” [171]

Many of Cohen’s criticisms seem to focus on ways in which mandatory systems have been used,
or ‘abused’, by those who operate them. Very few of his adverse comments directly stem from
weaknesses in mandatory systems. There are, however, strong concerns about the enforcement of
mandatory systems. Clearly, if an individual or group have suppressed information about an incident
then others within the organisation must be in a position to detect it if any form of action is to be
taken. If an individual fails to report a mandatory occurrence then they run the risk that one of their
colleagues may also detect and submit information about an incident. Follow-up investigations might
then centre on the reasons why the first operator failed to provide any notification of the adverse
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event. Alternatively, incidents can come to light through the post hoc review of logs and records.
This approach relies upon techniques that are similar to the exhaustive analysis that has been used
to identify background incident rates, and thereby derive reporting quotas. Irrespective of the source
of such information, there remains the problem of determining what disciplinary action should be
taken when individuals fail to report mandatory incidents. Typically, this depends upon the severity
of the incident being considered and upon whether the individual had a clear appreciation of that
severity. For instance, if the incident occurred during a period of high workload, it may not be certain
that the operator did actually detect the adverse event. Even if they did detect it, the pressure of
other duties may have prevented them from reporting it. High workload may even contribute to
individuals forgetting about low-criticality occurrences [863].

It is also important to stress that mandatory reporting systems need not be based upon the
regulatory or legislative model. For example, they can be integrated into everyday working practices.
Individuals and groups may be required to fill in an occurrence reporting form after every procedure,
operation or shift. In most instances, the form records the fact that no incident had occurred.
However, the insistence that such a form is routinely completed may help to raise the prominence of
the system. This approach can encourage greater participation in the reporting system. The draw-
backs are also readily apparent. There is no guarantee that the routine completion of an incident
reporting form will have a positive impact upon reporting behaviour. There is also the danger that
the additional workload may alienate staff from using the system when incidents do occur. Some of
these objectives can be addressed by integrating the routine reporting activity into other everyday
tasks. For example, the completion of a medical incident reporting form could be intergrated with
minimal overhead into existing patient documentation. Barach and Small provide a more optimistic
assessment of the utility of both mandatory and voluntary systems:

“Mature safety cultures are driven by forces external and internal to industries, and
over time these forces nourish voluntarism and reporting of near misses. Furthermore,
rapidly improving technology and information systems enable wider monitoring and pub-
lic awareness of adverse outcomes in open systems. These developments diminish dis-
tinctions between mandatory and voluntary behaviour.” [66]

The previous paragraphs document the expressed intuitions of practitioners who are developing
incident reporting systems within their particular domains. As with many other aspects of incident
reporting, there is a pressing need for more reliable data to back-up these assertions about the impact
that different voluntary and mandatory approaches will have upon the notification of information
about adverse occurrences.

5.1.3 Special Initiatives

Previous sections have argued that voluntary reporting systems suffer from considerable problems
of under-reporting. Mandatory systems can address some of these problems, however, they can
alienate some members of staff and have not been universally successful. Special initiatives provide
an alternate incident reporting technique that can be used to address under-reporting. At their
simplest, these initiatives may simply be implemented through simple questionnaires that directly
poll staff about incidents and issues that have occurred to them in recent months. This approach
has the benefit that all staff may be called on to participate at the same time and in a confidential
manner through the return of a simple form. For instance, Sexton, Thomas and Helmreich [735]
have exploited this approach to examine more general attitudes to error within the medical profes-
sion. Their study prompted returns from 851 operating room staff and 182 intensive care workers.
The data that can be obtained using such questionnaires is very different from the more focused
information that is provided by conventional incident reporting systems. However, it would have
taken many years to elicit the same number of response through more conventional incident report-
ing systems. More importantly such initiatives can be used to examine the reasons why particular
groups fail to participate in incident reporting systems even though they may acknowledge that
these systems form a valuable part of any safety system:
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“Over 94% of intensive care staff disagreed with the statement ‘Errors committed
during patient management are not important, as long as the patient improves’. A
further 90% believed that ‘a confidential reporting system that documents medical errors
is important for patient safety’. Over 80% of intensive care staff reported that the culture
in their unit makes it easy to ask questions when there is something they don’t understand
(this is undoubtedly related to the high endorsement of flat management hierarchies in
the unit). One out of three intensive care respondents did not acknowledge that they
make errors. Over half report that decision making should include more team member
input.

More than half of the respondents reported that they find it difficult to discuss mis-
takes, and several barriers to discussing error were acknowledged. The 182 staff in
intensive care reported that many errors are neither acknowledged nor discussed because
of personal reputation (76%), the threat of malpractice suits (71%), high expectations of
the patients’ family or society (68%), and possible disciplinary actions by licensing boards
(64%), threat to job security (63%), and expectations or egos of other team members
(61% and 60%). The most common recommendation for improving patient safety in the
intensive care unit was to acquire more staff to handle the present workload, whereas the
most common recommendation in the operating theatre was to improve communication.”
[735]

As mentioned, questionnaire based techniques are qualitatively different from other forms of incident
reporting. They help to reveal general attitudes rather than specific information about particular
adverse occurrences. On the other hand, such initiatives are deeply revealing about the attitudes to
error that chapter 3 has argued to be significant causes of more ‘systemic’ failures.

Questionnaire-based techniques can also be used to examine the biases that can skew the under-
reporting of particular sorts of incidents. For example, there is a greater danger that low-consequence
incidents, well-known problems will not be routinely reported. Martin, Kapoor, Wilton and Mann
provide valuable insights into the nature of these problems in the medical domain:

Data on side effects of newly launched drugs are limited,1 highlighting the need for
effective post-marketing surveillance. An inverted black triangle on product literature
identifies new products. Suspected adverse reactions to these drugs, however minor,
should be reported to the Committee on Safety of Medicines through the yellow card
scheme. Adverse reactions are Adverse reactions are underreported, and few doctors in
the United Kingdom know the meaning of the ‘black triangle’ symbol. We assessed the
degree of underreporting of suspected adverse reactions to new drugs in general practice
and determined if reporting varied when reactions were severe or previously unrecognised.

There were 3045 events (in 2034 patients) reported as suspected adverse reactions
on the green forms during the 10 studies. General practitioners indicated that they
had reported 275 (9.0%; 95% confidence interval 8.0% to 10.0%) of these reactions to
the Committee on Safety of Medicines: reporting was highest for serious unlabelled
reactions (26/81; 32.1 %) and lowest for non-serious labelled reactions (94/1443; 6.5 %).
Serious unlabelled and non-serious unlabelled reactions were significantly more likely to
be reported than were non-serious labelled reactions. According to general practitioners’
responses, the proportion of serious labelled reactions also reported on yellow cards (7/64;
10.9%) was only slightly greater than that of non-serious labelled reactions.” [522]

The strength of this work is that Martin et al show how it is possible, in certain circumstances,
to obtain objective data about the extent and nature of the under-reporting problem. The ‘green
forms’ mentioned in the previous quotation were questionnaires that had been distributed by the
researchers to general practitioners. These voluntary returns were then correlated against self-
reported mandatory returns to the Committee on Safety of Medicines. Of course, even these results
are subject to recall and reporting biases but they do indicate how focused initiatives can be used
to elicit more information about the nature and extent of under-reporting [504].

Questionnaires are not the only form of special initiative that can supplement more conventional
or general forms of incident reporting. In particular, issue based reporting systems have been used
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to overcome the under-reporting of particular critical occurrences. For example, many organisations
established incident reporting systems that were specifically intended to provide information relating
to potential problems during the millennium period. The UK MDA implemented an Adverse Incident
Tracking System. This was intended to provide the NHS with information on issues involving medical
devices during the period 23rd December 1999 to 10th January 2000. This database supplemented
the MDA’s normal Hazard and Safety Notice systems.

Issue based incident reporting systems can also be used to make inferences about the background
rate of contributions. The difference between the reporting frequency before the initiative and after
the initiative can be used both to gauge the success of any focus on particular issues and to provide
a more general measure of under-reporting. For example, the UK Meteorological Office operated the
European Turbulent Wake Monitoring Scheme between 1995-1999. This was set up by the European
Commission because the separation minima at airports take no account of existing meteorological
conditions. They are simply calculated using the weight of the aircraft. Under favourable mete-
orological conditions, however, it may be possible to reduce these minima if a wake vortex is less
likely to occur. The intention was to create and maintain a database of wake vortex incident reports
with associated meteorological data. Researchers and aviation companies could then use this data
to better understand wake vortex behaviour. A voluntary incident reporting system was chosen as
a means of compiling this data because fully equipped meteorological monitoring systems cost up to
$1m for a single airport. The initiative was intended to address under-reporting problems because
the UK was the only European country to regularly monitor wake vortex incidents. However, over
90% of reported encounters in this existing system took place around Heathrow airport. There was
“clearly a need for data from airports with a diverse range of runway configurations, meteorological
phenomena and capacity in order to assess the global problem” [547]. It can, however, be argued
that this scheme illustrates some of the limitations of such focused initiatives. The system ceased
to record further data once the initial funding from the European Commission had run out.

5.2 Encouraging the Detection of Incidents

Previous sections have argued that under-reporting continues to be a significant problem for many
incident reporting systems. Mandatory participation provides a potential solution but also raises
further pragmatic and ethical problems. Special reporting initiatives can be used to assess the scope
and nature of the under-reporting problem. However, pro-active questionnaires and systems that
are focused on specific types of incidents suffer from different forms of reporting bias. It can also be
difficult to sustain high levels of participation in special reporting initiatives. The following pages
reviews manual and automated techniques that can be used to combating the problem of under-
reporting. These techniques are intended to support the more general class of voluntary incident
reporting systems introduced in Chapter 4, rather than special purpose or mandatory systems.

5.2.1 Automated Detection

This section focuses on automated techniques that reduce the need for individuals and groups to
explicitly contribute occurrence reports. As we shall see, however, there are a number of technical
and organisational concerns that can complicate the introduction and application of these systems.
These include the alienation and lack of trust that can emerge when automated systems either fail
to detect incidents or, conversely, when systems erroneously spot incidents that did not threaten
safety. There are also concerns that the introduction of such systems represents an unwarranted
intrusion into the working lives of those whose actions are being monitored.

Trust and Acceptance

This book has primarily focused on incidents that are detected by human operators. As reporting
systems become more established, however, it is also possible to use automated tools to supplement
this source. However, different industries offer different opportunities for the automated detection
of critical incidents. Previous sections have described how simple database tools can be used to
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search through electronic patient records to support manual chart monitoring techniques. Air Traffic
Service networks provide ground and airborne systems such as ground proximity warning systems
(GPWS), minimum safe altitude warning (MSAW) systems, short-term conflict alerts (STCA),
aircraft proximity warning (APW) and aircraft collision avoidance system (ACAS).

It is possible to identify two different roles for the systems that support the automated detection
of adverse occurrences:

e on-line alerts. Automated systems can warn operators about a safety occurrence that is taking
place or about the potential for a more severe occurrence. They can be used to monitor and
trigger occurrence-reporting procedures when they automatically detect that certain adverse
circumstances have occurred. For example, workers or their supervisors might be expected
to make a preliminary report whenever a warning is generated. As we shall see, problems
arise when these on-line systems incorrectly diagnose that an incident has occurred. There
is a paradoxical danger that such alarms may trigger genuine events as operators struggle to
dismiss unwanted warnings;

e post hoc monitoring. Automated systems can also be used off-line to search for adverse oc-
currences. This approach is more suitable when the outcome of an event may not be known
for some time after an initial procedure has been completed. For instance, medical incident
reporting systems may have to assess the success or failure of an intervention in terms of the
patient’s quality of life months or even years after they have been discharged. Although there
are a number of potential problems in mixing safety issues with more general process improve-
ment concerns, there is an increasing move towards this type of incident reporting architecture
[453].

As mentioned, the degree of sophistication in the automation that is available to detect potential
incidents varies widely from industry to industry. The development of this technology depends
both upon the complexity of the application that is being controlled. For example the ability to
monitor pilot actions might be interpreted as a by-product of the development more advanced control
systems. The development of automated detection technology also depends upon the consequences
of failure and the severity of the perceived threat. Although not directly a safety concern, this
can be illustrated by recent initiatives to improve the monitoring of security incidents involving US
Department of Defence Computers. These represent instances of the malicious failures described in
Chapter 2:

Rapid detection and reaction capabilities are essential to effective incident response.
Defence is installing devices at numerous military sites to automatically monitor attacks
on its computer systems. For example, the Air Force has a project underway called Au-
tomated Security Incident Measurement (ASIM) which is designed to measure the level
of unauthorised activity against its systems. Under this project, several automated tools
are used to examine network activity and detect and identify unusual network events, for
example, Internet addresses not normally expected to access Defence computers. These
tools have been installed at only 36 of the 108 Air Force installations around the world.
Selection of these installations was based on the sensitivity of the information, known
system vulnerabilities, and past hacker activity. ASIM is analysed by personnel respon-
sible for securing the installation’s network. Data is also centrally analysed at the Air
Force Information Warfare Center (AFIWC) in San Antonio, Texas. Air Force officials
at AFIWC and at Rome Laboratory told us that ASIM has been extremely useful in de-
tecting attacks on Air Force systems. They added, however, that as currently configured,
ASIM information is only accumulated and automatically analysed nightly. As a result,
a delay occurs between the time an incident occurs and the time when ASIM provides
information on the incident. They also stated that ASIM is currently configured for se-
lected operating systems and, therefore, cannot detect activity on all Air Force computer
systems... DISA officials told us that although the services’ automated detection devices
are good tools, they need to be refined to allow Defence to detect unauthorised activity
as it is occurring. DISA’s Defensive Information Warfare Management Plan provides
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information on new or improved technology and programs planned for the next 1 to 5
years.” [761]

This quotation describes military systems that are intended to automatically detect external threats
to computer system security. Entirely different issues are raised when automated systems are em-
ployed to detect human ‘error’ and system ‘failure’ that stems from non-malicious acts within an
organisation. In particular, the effective use of automated monitoring devices is not simply de-
termined by technology sophistication. It is also profoundly determined by social and managerial
issues. Irrespective of the technology that is being used, it is critical that automated monitoring
tools gain staff acceptance.

Trust and Acceptance

The importance of staff acceptance of automated monitoring devices cannot be underemphasised.
The action of trades unions and other forms of worker representation can block the introduction
and use of this technology for many years. Driver monitoring systems on UK railways provide a
good illustration of this point. In 1999, Her Majesty’s Railway Inspectorate (HMRI) issued a report
that analysed the management systems which were intended to record and assess incidents in which
drivers had passed signals ‘at danger’. The number of these incidents that were reported in the
UK gradually fell during the 1990’s. However, it has levelled out in recent years: 944 in 1991/92,
593 in 1997/98, 643 in 1998/99 These incidents have also led to a number of high-profile accidents.
The collision at Watford South Junction on 8 August 1996 caused the death of one passenger. The
accident at Southall on 19 September 1997 was also caused by a signal being passed at danger. As
a result of these accidents, plans were developed for the introduction of the Train Protection and
Warning System (TPWS). This is intended to mitigate the effect of such incidents by warning the
driver and ultimately by braking the train at junctions, single lines and ‘unusual’ train movements,
see Chapter 3. However, the cost and complexity of such equipment has delayed its introduction.
As an interim measure a range of Driver’s Reminder Appliances (DRA) have now been fitted to
most driving cabs. These have the limited role of reminding a driver of the current signal when
they are stopped at a station with the starting signal at danger. Without more advanced protection
systems, an argument was made for more closely monitoring driver behaviour. This was based on
the idea that human factors problems could be addressed through remedial training and supervision
if it was possible to identify those drivers who were most likely to pass signals at danger. The HMRI
report reviewed piecemeal progress towards the introduction of driver monitoring equipment that
was intended to make this possible:

“Recommendation 9 of the HMRI report into the accident at Watford South Junction
was to North London Railways (now Silverlink) to extend the use of on train data
recorders to monitor driving technique. Although the number of trains fitted with the
equipment is still less than 20% of the total, the number is increasing rapidly so other
Train Operating Companys should be making use of it for unobtrusively monitoring
driver performance. Thameslink was not doing so (although was to start) and neither
was Connex South Central, although it is acknowledged that most of their fleet is not
fitted with the equipment.” [349]

More recently, the action plan to implement the recommendations of the Southall accident report
again included steps to extend the CIRAS voluntary incident reporting system and automated
monitoring equipment. The explicit reference to the drivers union ASLEF (Associated Society of
Locomotive Engineers and Firemen) is instructive:

“Evidence (of driver involvement in ‘signal passed at danger’ incidents) should include
that to be provided by CIRAS and from On-Train Data Recorders used to monitor driver
behaviour. ASLEF in particular should give their full support to such an initiative.” [317]

This comment about the need for ASLEF support is important because it reveals the HMRI’s
sensitivity to workers’ concerns about the introduction of these automated sensing systems into the
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cabs. It is important to emphasise that these concerns again rest on a justified fear of retribution
that affects all forms of incident reporting. These fears are exacerbated by a number of additional
factors. As we shall see, the sensitivity of these devices can lead to false readings that might, in
turn, trigger unwarranted accusations of poor performance and error. The piecemeal and delayed
introduction of these systems may mean lead to inequitable treatment. Some driver errors may
be ‘caught’ by these systems whilst others may go undetected because no equipment is installed.
Automated equipment triggers the detection of some errors, however, it often fails to capture the
‘mitigating’ factors that can excuse certain violations. Finally, such automated systems address the
observed consequences of deeper systemic failures, including poor signal placement, that actually
cause the failure in the first place [732] Many of these concerns do not stem from the ethical involved
in introducing automated monitoring equipment. Instead, they centre on the ways in management
will use the data that is collected by these systems. Such concerns were touched upon by an earlier
enquiry. The following quotation is revealing because it probes the limits of a ‘no blame’ culture.
The ambivalent position of the regulators again illustrates how pragmatics lead to what we have
termed a ‘proportionate blame’ approach. The report does not criticise the use of SPAD reports,
from either manual or automated sources, within a company’s disciplinary procedures.

“All Train Operating Companys (TOCs) visited have specially monitored driver pro-
cedures in place to assign drivers to categories dependent on their incident history. How-
ever, the application of these procedures (mandated by Group Standard GO/RT3251)
varies widely between TOCs. For example Connex South Central at some drivers’ de-
pots allocated all drivers to one of the ’at risk’ categories. West Anglia Great Northern
Railway’s (WAGN) procedure appeared to give rise to too much scope for management
discretion in reducing the status of a driver from ’incident prone’ to 'mormal’. Since,
HMRTI’s inspection, WAGN are revising their procedure.

Drivers in higher risk categories are intended to be subject to a greater number of
assessment rides focusing on identified weaknesses, but it is questionable whether these
are always achieved in practice. Generally, these are managed by individual drivers’
depots, but it would be more satisfactory for this to be monitored centrally within TOCs
to ensure that the extra assessments are actually carried out and that they address any
identified weaknesses in competence.

There must be adequate procedures for removing a driver from driving duties in the
event of their SPAD record not improving despite further training and assessment. Some
TOCs use the disciplinary procedure, but the key requirement for TOC managements
following incidents is to ensure any deficiencies in competence are identified and robustly
addressed by means of further training, if necessary, and competence assessment...” [349]

This quotation also illustrates how inconsistent management practices can lead to different companies
reacting in different ways to drivers committing the same ‘errors’ on the same piece of track. For
the proponents of no-blame cultures, it is salutary to note that the HMRI found improved safety
records in those companies that adopted a ‘hard-line’ approach to SPADS. Without automated
equipment and lacking any details of the procedures used to elicit information about SPAD incidents
within those companies, it remains likely that the ‘hard-line’ approach simply dissuade drivers from
contributing information about these adverse occurrences:

“The version of GO/RT3252 in use at the time of HMRI’s inspection required that
when a driver had had three SPAD incidents, they were only to continue on driving
duties if there was a written justification for doing so. This was not always found to be
the case. Some TOCs were found to take a relatively hard line and removed any driver
automatically from driving duties at the third SPAD incident, whereas others did not.
It could be significant that those TOCs which were found to take a hard line in this area
appeared to have better SPAD records than others, and this may lead drivers to adopt
the required defensive driving approach. The new version of GO/RT3252, revised since
HMRUI’s inspection, focuses more on the identification and rectification of competence
weaknesses which lead to SPAD incidents. ” [349]
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This section has argued that there are a number of reasons why workers may distrust automated
incident detection systems. These include concerns about the way in which information from these
systems will be used during any subsequent disciplinary hearings. Trust in automated detection
systems can also be eroded for technical reasons. These include the problems that reduce the signal
to noise ratio associated with particular warnings. In particular, there can be problems with missed
incidents and false alarms.

Missed Incidents and False Alarms

Chapter 3 argued that environmental features can prevent operators from accurately perceiving
important properties of their environment. Table 5.2.1 was used to show how a signal may or may
not be present. If the signal is present then either the operator may detect it, in which case they
have achieved a ‘hit’, or they may fail to detect the signal, this results in a ‘miss’ in Table 5.2.1. If
the signal is absent and the user detects it then this results in a false alarm. However, if they do
not detect a signal then this represents a correct rejection. These same distinctions apply both to

State of the World
Signal Noise
Response Yes Hit False Alarm
No Miss Correct Rejection

Table 5.1: Outcomes from Signal Detection

the human detection of signals or warnings in their environment and to the automated detection of
critical incidents. For instance, if an automated system detects a signal, that is to say an incident,
when none is present then this will generate a false alarm. Conversely, if an incident did occur and
was detected then this represents a ‘hit’ by the detection equipment. A ‘miss’ occurs if an incident
took place but was not detected. A correct rejection takes place when the system successfully finds
that no incident has occurred. Wiener summarises the technical problems that emerge from this
analysis:

“In any warning system, one can expect false alarms and missed critical signals, and
the designer must design the filter logic to strike a balance. If the system is deigned to
be ‘sensitive’, that is to have a high detection rate, then it will hive a high false alarm
rate, and vice versa. There is no perfect system that can detect all true events and filter
out all false events.” [864]

The problems that this creates are illustrated by the strengths and weaknesses of Traffic Alert
and Collision Avoidance System (TCAS) II. In 1987, the FAA mandated the installation of TCSII
equipment on all airliners by the end of 1993. In general terms, this equipment provides two levels
of warning. The first is issued 45 seconds before the predicted point of closest approach This
consists of a display that present the distance and bearing of the target aircraft. Between 20 and
25 seconds before the predicted point of closest approach, a resolution advisory is sounded. This,
typically, requests a vertical manouvre to increase separation. It is clear that TCAS II has saved
many lives, however, initial implementations raised numerous problems. In particular, the sensitivity
that Wiener argues is essential to detect potential incidents can also add to crew workload when a
situation is already being resolved:

“...we received two TCAS IT-advisories, corresponding to departures. The departures
are cleared to 10,000 feet, [and] arrivals...[at] 11,000 feet. The TCAS II reacted to the
closure rate of the departing aircraft and our inbound flight. [The] RA was ignored as
traffic was in sight. The real problem is that the TCAS II alert caused such a distraction
in the cockpit that two or more radio calls from Approach Control were missed.” [546]

The conditions that lead to spurious alarms are hard to anticipate. For example, some relate to
technical failures in the manner in which aircraft altitude data is acquired from the Mode C function
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of the aircraft’s radar transponder. Should Mode C even temporarily provide erroneous altitude
information, an erroneous TCAS II Resolution Advisory command to climb or descend may result
[646]. Other false alarms can be generated by local features. For instance, Billings cites numerous
spurious warnings at particular airports including Orange County California and Dallas Fort-Worth
Texas. He argues that such missed incidents and false alarms have a considerable impact upon the
behaviour of system operators. Early versions of the Ground Proximity Warning System (GPWS)
were so unreliable that crews ignored or disabled them. Such actions indirectly led to accidents at
Kaysville Utah (1977) and Pensacola, Florida (1978) [82]. One large commercial airline discovered
247 (73%) spurious alarms amongst a total of 339 GPWS alerts in a twelve month period.

In passing it is worth mentioning that incident detection systems, such as TCAS, can influence
operator behaviour in ways that threaten rather than preserve the safety of an application. For
example, pilots may often perform violent descents or ascents in response to an advisory. These
manouvres may, in turn, raise TCAS advisories on other aircraft. The knock-on effects of this
behaviour is to significantly increase the burdens on Air Traffic Control officers. This creates a para-
doxical situation in which the introduction of incident monitoring systems may actually contribute
to an increase in the adverse occurrences that they were intended to detect:

“Air carrier (X) was inbound on the...STAR level at 10,000 feet. Under my control,
air carrier (Y) departed...on the...SID, climbing to [an] assigned altitude of 9,000 feet.
Approximately 14 miles SW...I issued traffic to air carrier (X) that air carrier (Y) was
leveling at 9,000. Air carrier (X) responded after a few seconds that they were descending.
I again told air carrier (X) to maintain 10,000 feet. Air carrier (X) responded 'OK, we’ve
got an alert saying go down’. Simultaneously, air carrier (Y) was getting an alert to climb.
They both followed the TCAS II advisorys and almost collided. Later, [the pilot of air
carrier (X)] ...indicated [that] his TCAS II was showing zero separation. They passed
in the clouds without seeing each other. When pilots start taking evasive action, our
equipment cannot update quickly enough for the controller to help. Both aircraft were
issued traffic as prescribed by our handbook (merging target procedures). [Air Carrier]
Company directives, I'm told, dictate that pilots must respond/follow the TCAS IT alert
advisories.” (ACN 224796) [546]

Currently, TCAS II advisorys do not automatically trigger the generation of an incident report.
This is best explained in terms of a further paradox. In order for monitoring systems to provide
real-time warnings to operating personnel, they must be so sensitive to potential incidents that
they may generate a number of spurious warnings. This high number of spurious warnings imposes
too high a workload for each alarm to be individually investigated and reported. As a result, the
warnings provided by such systems are often filtered by informal operating practices so that only
a small proportion of the detected events are notified to a reporting system. For example, the
initial installation of TCAS II led to a high level of ASRS reports. There were 1,996 TCAS related
submissions between 1988 and 1992 alone.

Limited Views of Causation

A number of safety concerns emerge from the integration of automated incident detection systems
into complex working environments. The previous section argued that this can, itself, jeopardise
safety if spurious alarms cause deviations from normal operating practise or if individuals respond
in unpredictable ways. There are further concerns that relate more narrowly to the practice of
incident reporting. In particular, there is a danger that operators will come to rely on incident
detection systems. For example, the ‘security’ provided by TCAS can indirectly degrade other
forms of vigilance:

“I was training a developmental [controller] on Arrival Control. We had an air taxi (X)
for sequence to visual approach Runway 15. The developmental pointed out aircraft (Y)
[to air taxi (X)] and the pilot responded, ’Is he following someone out there at 800 feet?’
The developmental was going to clear him for the visual approach when I stopped him
and asked [the pilot of air taxi (X)]...if he had aircraft (Y) in sight. He said not visually,
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but had him on TCAS II. This seems to be happening more and more...It appears [that
pilots]...are using TCAS II instead of looking out the window. As an air traffic controller
I cannot have pilots using TCAS for visual separation to maintain spacing (as on one
occurrence a crew offered to do). There is no TCAS II separation.” ([546], ACN 202301)

There are a number of reasons for this concern. In particular, systems such as TCAS are intended to
alert crews to adverse circumstances that should not occur during normal operation. They form part
of a safety net that is intended to save personnel from the adverse consequences of those situations.
If they are assimilated into everyday operation practices then the additional assurance provided by
those systems will be lost.

The particular consequences for incident reporting are that the (ab)use of automated detection
systems makes it less likely that personnel will explore the underlying causes of the alarm that they
have experienced. This is important because technologies, such as TCASII, minimum safe altitude
warning (MSAW) systems, short-term conflict alert (STCA), can be used to trigger investigations
that stand some chance of uncovering the deeper systemic issues that exposed users’ to danger in the
first place. Both Perrow [675] and Reason [701] warn if these underlying causes are not addressed
then it is likely that our defences will fail at some point in the future. Each TCAS warning in
aviation or SPAD in the rail industry not only warns the individual pilot or driver, it should also be
a warning to the industry as a whole.

A number of pragmatic issues limit the amount of information that can be obtained from au-
tomated incident detection systems. For instance, TCAS II provides limited data about aircraft
separation. It does not provide a ‘complete’ account of the causal factors and influences that led to
the loss of separation. Automated recording equipment can provide more detailed insights into the
course of an incident. For example, digital flight data recorders provide information about a failure
to fly a stabilised approach, about engine overspeed and about an excessive rate of descent. Over
time such data can be collated to provide an overview of common problems, for example repeated
overspeeds by several pilots when landing at a particular airport [342]. However, it is important
to acknowledge the limitations of the data that can currently be captured. For instance, it is not
possible to use digital flight data to determine what caused the specific incidents that are recorded.
It may be due to pilot ‘error’, to air traffic control restrictions, to adverse meteorological conditions
etc. In other words, the information that is elicited by automated systems currently only acts as a
trigger for further investigation. In this respect, it is no different from the trigger that is provided
by the manual detection and contribution of incident reports.

The need to supplement the information that is obtained by automated resources has focused into
a debate about whether or not video recorders should routinely be used to supplement the cockpit
voice recorders on aircraft. Jim Hall, Chairman of the National Transportation Safety Board (NTSB)
gave the following testimony before the Subcommittee on Aviation Committee on Transportation
and Infrastructure in the House of Representatives:

“...the Safety Board’s investigation into several recent crashes has highlighted the
need for recording images of the cockpit environment. The Safety Board believes that
the availability of electronic cockpit imagery would help resolve issues surrounding flight
crew actions in the cockpit. For example, it would tell us which pilot was at the controls,
what controls were being manipulated, pilot inputs to instruments (i.e., switches or
circuit breakers), or what information was on the video displays (i.e., the display screens
and weather radar). Video recorders would also provide crucial information about the
circumstances and physical conditions in the cockpit that are simply not available to
investigators, despite the availability of modern cockpit voice recorders (CVRs) and 100-
parameter digital flight data recorders (DFDRs).

The Safety Board first discussed the need for video recording the cockpit environment
in its report of the September 1989 incident involving USAir flight 105, a Boeing 737,
at Kansas City, Missouri. In that report, we recognised that while desirable, it was not
yet feasible... Electronic recording of images in the cockpit is now both technologically
and economically viable, and solid state memory devices can now capture vast amounts
of audio, video and other electronic data. ...the Safety Board is extremely sensitive to
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the privacy concerns that the pilot associations and others have expressed with respect
to recording images of flight crews. As you know, the Board’s reauthorisation passed
by this Chamber would require that the same protections already in place for CVRs be
extended to image recorders in all modes of transportation. Under those provisions, a
cockpit image recording could never be publicly released. Even where monitoring has
been allowed there is resentment towards certain technologies.” [302]

This quotation does acknowledge the concerns that commercial airline pilots feel about the introduc-
tion of such systems. These concerns were intensified when several media organisations broadcast
the final minutes of the cockpit voice recorder during the Cali crash. Although this would not have
been allowed under US or Canadian legislation, there was no provision to prevent the release of such
material in Columbia at the time of the accident. There is also the perception amongst pilots that
such video equipment is being introduced to satisfy public perceptions about the utility of recordings
and that these perceptions may not, in fact, be justified. This argument has considerable strength.
Chapter 3 noted the difficulty of interpreting intention and cause from video recordings of users who
commit ‘everyday’, non-safety critical errors. These difficulties would be considerably greater in the
aftermath of an accident.

Fortunately, near-miss incidents offer alternative means of eliciting additional information to
support the output of automated monitoring equipment. Several major airlines have now installed
Air Data Acquisition Systems (ADAS) that record a range of information that is typically already
recorded by the digital flight data recorders (‘black box’ recorders). For example, British Airways
currently supplement their air safety reporting programme with data collected from their SESMA
flight data recorders [658, 659]. ADAS information can be routinely monitored to detect whether
certain triggering conditions occur during otherwise normal operation. These triggering conditions
include warnings from GPWS, TCAS, stall protection systems etc. They can include attitude
transgressions, such as overbanks, or the transgression of speed limits, such as flap overspeeds. They
may also include incidents involving extreme g-loads or prolonged flares. If a trigger occurs then
the airlines’ flight data analysts may interview the crew. Klampfer and Grote used this technique
to analyse 71 incidents within a commercial fleet [445]. 48 of the incidents involved A320 aircraft,
18 involved the MD11 and the rest were from a variety of other aircraft. This data revealed that
29% of incidents involved speed violations, analysts included underspeed and overspeed conditions
in this category. 19% of incidents involved unstable approaches. 11% involved prolonged flares. 10%
involved low go arounds. 10% of all incidents were triggered by the automated monitoring systems
mentioned in previous sections. 10% of the incidents involved attitude violations. 8% involved
excess g-loads. 3% of the events could not be classified according to these general categories/ The
interview data was examined together with the triggering information from the ADAS system. A
causal analysis identified that direct human errors contributed to 40% of all incidents. These errors
included poor situation awareness and a lack of crew coordination. Human influences contributed to
31% of the incidents. These are classified as actions that are not, of themselves, incorrect but which
contributed to or exacerbated the consequences of an incident. This is perhaps the most difficult
of Klampfer and Grote’s categories; it includes mental overload and routine action as contributory
causes. Their analysis also identified that 16% of incidents were caused by environmental factors,
including air traffic control ‘failure’. Only 11% were caused by technical failures, including poor
meteorological information. The remaining 2% were unclassified.

Although it is possible to question the taxonomy that Klampfer and Grote use in their analysis,
it is important to recognise the benefits that their pioneering use of autoated detection and manual
investigation can provide. It can be used in a non-punitive manner to examine common causes
between a number of incidents. It also provides important checks and balances to the work of the
incident investigator who might otherwise form a number of unwarranted assumptions on the basis
of limited ADAs data. There are also a number of unexpected benefits. In particular, this technique
can be used to probe for a potential, unreported loss of situation awareness or long-term consequences
of adverse occurrences when aircrew recollections differ significantly from the information recorded
by the ADAS infrastructure.

Chapters 10 and Chapter 15 will look at conventional tools, including relational databases, and
more advanced techniques, such as case based reasoning, that support the off-line monitoring of
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incident reports. In contrast, this section has focused on systems that support the on-line, or run-
time, detection of adverse occurrences. These systems offer a number of important advantages. In
particular, they can help operators to avoid a potential incident or mitigate the consequences once
an incident has taken place. The same systems can also be used to trigger further causal investi-
gations after an event has occurred. A particular concern is that most regulatory and commercial
organisations focus on the former role of automated detection systems. They often miss the oppor-
tunity to address the causes of those incidents that are reported by automated detection equipment.
As a result, latent weaknesses become embedded in systems that rely upon detection equipment as
primary rather than a secondary defence mechanism.

5.2.2 Manual Detection

The previous section has identified ways in which automated systems can be used to monitor oper-
ating logs in order to detect potential incidents and accidents. In contrast, the following paragraphs
focus on techniques that are intended to encourage individuals and groups of workers to manually
submit safety-related information. A number of general guidelines are followed by a more sustained
and detailed analysis of the different forms that can be used to elicit critical data.

A Reporting Culture

Previous sections have argued that a proportionate blame approach is an important prerequisite for
encouraging participation in incident reporting systems. There are other factors that contribute to
such a reporting culture.

e [ocal champions. ‘Local champions’ promote the system and who act as guarantors. They
ensure that assurances of anonymity will be preserved in the face of external or managerial
pressures. The previous chapters have already cited the role of David Wright in the local
clinical system within Edinburgh’s Western General hospital. However, similar comments can
be made about some of the much larger systems that operate within major companies. For
instance, Capt. Mike O’Leary performs a similar function within British Airways’ confidential
human factors reporting system [659]. A number of incident reporting systems have explicitly
recognised the importance of these individuals. For instance, the Royal College of Anaes-
thetists advocates the identification of a Critical Incident coordinator who is responsible for
drawing up and monitoring the operation of the system [715]. The explicit identification of
an individual coordinator is a deliberate policy which goes beyond the more usual use of a
committee structure within UK healthcare. There is, of course, a danger that the removal of
such key individuals will threaten employee confidence and through that may jeopardise the
continued operation of the system.

e publicised participation. One means of encouraging participation is to publish information
about contribution rates from different groups within the organisation. This can illustrate
that others have confidence in the system. However, this approach requires careful planning
if it is not to have the opposite effect. In particular, it can be counter-productive to insist on
reporting quotas. This can lead to fundamental questions about the purpose of a system that
expects a certain number of failure reports from its staff within a particular interval. This is
illustrated by a quotation from British Energy’s annual report on safety performance:

“The reportable events indicator is a measure of safety performance but more
important than the number itself is the severity of the events reported. No target
is set for this indicator in case this should discourage reporting. Indeed, within a
healthy safety culture, the introduction of a ‘blame free’ reporting system may well
cause an increase in the number of events reported.” [707]

It is important that employees are provided with information about the number of contributions
as they provide an important indicator of the health of the system. This quotation is instructive
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in this respect because it clearly links a blame free environment, a healthy safety culture and
the elicitation of increasing numbers of incident reports.

e maintaining the employees’ voice. One of the key elements in establishing what we have termed
a ‘reporting culture’ is the preservation of the employees’ voice from the moment at which an
incident is identified to the final publication of feedback reports. There is often a danger that
the employee’s intentions in submitting a report will be turned to suit existing management
priorities. Alternatively, genuine concerns may be lost in the process of filtering that was
described in the previous chapter. This is a non-trivial task, especially when a technical
analysis is required to identify the underlying causes of an incident. For example, an incident
investigator recently told me of how he had tried to explain that there were extenuating
circumstances, including distractions and shift patterns, that had contributed to an ‘error’.
This individual refused to listen to these arguments; preferring to accept blame for the incident.
They insisted that interpretation must be included in the final report. Such situations create
considerable conflicts for analysts who want to retain the support of the contributors while at
the same time provide an accurate overview of the causal factors that lead to an incident.

o system wvisibility. It is also important that potential contributors are made aware of the pro-
cedures and mechanisms that support an incident reporting system. They must know how
to report an adverse occurrence or a safety concern. Other aspects of system visibility can
contribute to a reporting culture. For instance, the system should receive adequate resourc-
ing so that prompt feedback can be provided. This is critical in creating an impression that
contributions will be taken seriously. Reporting systems should also be visible at a corporate
level if employees are to be confident that their views will have a strategic effect, in addition
to any short-term changes that might be instigated within a particular team or group.

The following quotation further illustrates how British Energy has promoted its reporting system.
In contrast to the previous citation, this excerpt focuses on the safety systems that are in operation
at one site, Hinkley Point B reactor, within the organisation. The reporting system is considered
to be an integrated part of wider mechanisms that are designed to ensure employee safety and to
protect the environment. The following quotation is particularly interesting because it explains how
an observational monitoring system has not yet been implemented. Previous chapters in this book
have already argued that such observational studies are necessary in order for analysts to assess the
importance of particular incidents within the wider context of operator tasks. The reference to the
system at the highest level within the organisations safety plan makes it visible and reinforced it’s
importance to workers, managers and regulators:

Hinkley Point B’s safety performance continued to improve and the station met seven
of the eight targets it set. The ISRS level achieved was 7. A RoSPA Gold Award was
received for the first time. A Safety Information Centre, for the use of everyone on the
station site, has been set up. A contractors’ Health and Safety Committee has encour-
aged development and sharing of best practices. Near-miss reporting has contributed
to safety performance. The independently audited housekeeping score was better than
that targeted. The number of outstanding safety modifications has been reduced below
the target level set. The one target missed was the aim of introducing non-obtrusive
behaviour monitoring, based on self-assessment. This target has been carried forward to
next year.

Safety Awareness Week laid on an impressive programme of events and exhibitions
involving the local community, emergency services and contractors. Celebrity input
came from Geoff Capes who, appropriately, demonstrated manual handling techniques.
The station successfully reduced its collective radiation dose below target by improved
working practices, despite two periods of man entry into the reactor pressure vessel, one
unforeseen at the start of the year...

ENVIRONMENTAL A Station Environmental Plan aids a commitment to continuous
improvement under ISO 14001 to which the station successfully converted from BS 7750.
The station met all of its environmental objectives. It reduced the quantity of LLW
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it produced and improved contingency plans for dealing with oil and chemical spills.
Development of the station nature trail continued with habitat management and creation
of a wildflower meadow. There are over 1,000 species of flowering plants and invertebrates
on the trail, more than 100 of which are currently listed in the Somerset Wildlife Trust list
of notable species... A Peregrine Falcon nest ledge on the reactor building has been added
to the five other raptor nest boxes situated in and around the nature trail.” (Location
report: Hinkley point B, [707])

A continuing theme in the justifications that support many incident reporting systems is that they
increase the visibility of potential failures to many different groups within a workforce. This creates
a recursive argument. Reading about incidents can increase an individual’s sensitivity to potential
failures. They are more likely to notice other potential problems and this, in turn, may make them
more likely to contribute reports to that same system. In other words, feedback about previous
incidents is, arguably, the most important means of ensuring participation in a reporting system.

Providing Feedback

Effective invention to address acknowledged safety concerns provides what is arguably the most
persuasive means of encouraging staff to participate in incident reporting schemes. At the highest
level, feedback about safety improvements can be provided through staff publications that record the
severity of incidents that are reported each year. For example, Table 5.2.2 presents incident statistics
published by the UK Atomic Energy Authority [534]. It shows the number of incidents reported at
each level of the International Atomic Energy Authority’s International Nuclear Event Scale (INES).
INES is used to provide means of comparison between the reports that different national systems
submit to the [AEA’s INES incident database. Incidents at level 1 are simply regarded as anomalys,
level 2 is an incident, level 3 is a serious incident, level 4 is an accident with significant off-site risk,
level 5 is an accident with off-site risk, level 6 is a serious accident, level 7 is a major accident. The
Chernobyl was classified at level 7, while the 1989 incident at the Vandellos nuclear power plant in
Spain was classified at level 3. This did not result in an external release of radioactivity, nor was
there damage to the reactor core or contamination on site. Fire did, however, damage the plant’s
safety systems. The TAEA does not provide examples of incidents below level 3; this is left to the
prerogative of individual states. The benefit of this style of feedback is that managers and operators

Year INES level 1 INES level 2 INES levels 3-7
1996/97 4 3 0
1997/98 1 0 0
1998/99 1 1 0

Table 5.2: UK AEA Incident Statistics 1996-1999

can compare national or local safety standards against those of other countries. For example, in
1997 the total INES summary produced for the IAEA recorded 16 anomalies at level 1, 15 incidents
at level 2, 2 serious incidents at level 3 and no accidents between levels 4 and 7.

The data presented in Table 5.2.2 is at a very high level of abstraction. Individual workers
must relate such high-level categorisations to the risks that they face in the everyday tasks. This is
not straightforward and, indeed, it is questionable whether such statistics would ever have a direct
effect on future contribution rates to incident reporting schemes. On the other hand, staff may also
receive a far more detailed level of feedback about the ways in which particular sets of incident
data have been used more directly to address common safety concerns in many different incident
reports. For example, the following quotation comes from Boeing’s Aero magazine. This publication
often describes ways in which company personnel and Boeing/Douglas operators have used incident
reports to provide insights into technical problems. It is important to note that quotation begins by
stressing the role of incident reports within improved training material. It then goes on to identify
this material as a key factor in the reduction of rejected takeoff incidents during the 1990s:
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Figure 5.2: Accident and Incident Rates for Rejected Takeoff Overruns

“The Takeoff Safety Training Aid (TOSTA) contains a list of the 74 Rejected Takeoff
(RTO) overrun accidents and incidents studied during development of the training aid...
Unfortunately, RT'O overrun accidents and incidents continue to occur. However, the rate
of occurrence continues to drop. Figure 5.2 (in this document) shows the rate of RTO
overrun accidents and incidents expressed as events per 10 million takeoffs. Compared to
the 1960s, the 1990s showed a 78 percent decrease in the rate of RTO overrun accidents
and incidents. The industry can attribute this major improvement in RTO safety to
many factors, but especially to better airplane systems, better and more reliable engines
and in the 1990s, better training and standards.”[510]

This quotation illustrates how statistical information about incidents and accidents can be used to
provide feedback about the initiatives that are intended to avoid the recurrence of previous failures.
This approach does, however, raise a number of important questions about the role of statistical
feedback in encouraging participation in incident reporting systems:

e too abstract and difficult to relate to everyday tasks. As mentioned above, it can be difficult to
map from high-level statistics down to the daily safety concerns that often persuade individual’s
to contribute to reporting systems. In particular, high level categorisations provide little or
no information about the sorts of incidents that fall within the scope of the system. Finally,
it can be difficult for individual’s to determine whether others within their working teams or
local organisations are also participating in the systems.

e the paradox of low numbers may dissuade further participation. This paradox centres on the
idea that workers can be dissuaded from contributing reports if they see that only a few
submissions are ever made. as mentioned in previous chapters, there is a very real concern
that individuals may be identified and singled-out as trouble makers. In consequence, a high
level of contribution at a low level of criticality can be taken to provide an indication of a
positive safety culture. However, much of the statistical feedback provided to users often
focuses on reductions in the already small number of high-criticality events.

o they focus on structural problems that individuals cannot effect. Regulators and safety man-
agers must, typically, monitor incident data. They must ensure that any ‘statistically sig-
nificant’ incidents are addressed through necessary investment, including improved operator
training. As a result, statistical summaries often provide insights into problems that have
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already been solved or about issues that lie beyond the immediate influence of those who
contribute to a reporting system.

e too much emphasis on solved problems. Statistical summaries are often used to evaluate the
effectiveness of incident reporting systems. These summaries can then be used to encourage
future submissions. However, as mentioned above, this need to encourage participation can
also have undesired side-effects. In particular, the publication of data about previous successes
can persuade operators that the base safety level of an application has been raised to a point
where it is no longer necessary to report particular occurrences. Earlier sections have, how-
ever, pointed out that some systems, such as TCAS, have reduced certain froms of incident but
have also contributed to other new adverse occurrences. Publishing ‘raw’ data about reduced
proximity violations through the introduction of TCAS might help to obscure the continuing
problems that these systems are posing for Air Traffic Management. There is a danger, there-
fore, that statistical summaries about the effectiveness of incident reporting can lead to undue
complacency.

Many reporting systems avoid these criticisms by supplementing raw statistical information with
more qualitative accounts and anecdotal editorials about previous incidents. For example, the image
on the left of Figure 5.3 illustrates the Feedback reports that are produced by the Confidential
Human Factors Incident Reporting Programme (CHIRP) . Feedback is distributed to personnel
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Figure 5.3: CHIRP and ASRS Publications

within commercial and general aviation. They are provided in paper form. They are also available
on-line in HTML and PDF formats that can easily be both downloaded and printed. The CHIRP
Feedback newsletter has a circulation of approximately 30,000. The ASRS’s equivalent publication,
Callback, is distributed to 85,000 aviation professionals. As can be seen from the cover in Figure 5.3
statistical data about the frequency and nature of submissions, typically in the form of pie-charts,
introduces more qualitative accounts. These are intended to speak ‘with the voice’ of the individuals
who are concerned in an incident:

“Repetitive Defect and Sign-offs

Yet another example of why maintenance engineering management should not be al-
lowed to hold certifying approvals. The aircraft had several occurrences of No 1 engine
fire detection loop failure on test. The usual steps were taken by line personnel (con-
nectors cleaned) etc. up to AND including replacing the fire loop. As the defect was
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intermittent, it slipped through and reared its ugly head again the next day during crew
checks. It finally reached the point where the line avionics personnel refused to ‘shake
it up’ to get it going, the system needed proper down-time for investigation. Yet on
four continuous reports, an A and C engineer with NO avionics clearance or know-how,
released the aircraft to service with an inoperative fire detection system. This engineer
was a mid-level manager with both a cavalier attitude to anything non-mechanical and
also under pressure from management above him. What steps are being taken to address
management’s limitations to release aircraft to service?

Editorial comment: The alleged circumstances relating to the release of the aircraft
were investigated by CAA (SRG) and corrective actions agreed. In the case of a repetitive
defect that has not been cleared after three attempts, the procedure requires that the aircraft
be withdrawn from service until the defect is rectified.” [177]

This extract illustrates the way in which Feedback uses the contributor’s own words to introduce
safety concerns. This is direct and highly effective approach is also exploited by the ASRS’ Callback
publication. As in the previous example, editorial comments are used sparingly to indicate links with
previous incidents, to point to corrective actions that personnel can take and, as in this example,
to follow-up actions that the reporting organisation have instigated in response to the contribution.
This final point is particularly important; it confirms that actions can and will be taken when safety
concerns are elicited by a reporting system.

The image on the right of Figure 5.3 illustrates a slightly different form of feedback from the
CHIRP publication. The ASRS’ DirectLine journal is intended to support operators and flight crews
of commercial carriers and corporate fleets. Unlike Callback and Feedback there is a greater degree
of editorial comment in this publication. The articles in DirectLine, typically, address a particular
issue that has been raised in a number of different contributions. For instance, the previous reports
about TCASII were all drawn from a DirectLine study about the use and ab-use of this system. The
following excerpt illustrates the difference in tone between Callback/Feedback and DirectLine, it is
drawn from a study on cockpit interruptions:

“Why do activities as routine as conversation sometimes interfere with monitoring or
controlling the aircraft? Cognitive research indicates that people are able to perform two
tasks concurrently only in limited circumstances, even if they are skillful in performing
each task separately. Broadly speaking, humans have two cognitive systems with which
they perform tasks; one involves conscious control, the other is an automatic system that
operates largely outside of conscious control. The conscious system is slow and effortful,
and it basically performs one operation at a time, in sequence. Learning a new task
typically requires conscious processing, which is why learning to drive a car or fly an
airplane at first seems overwhelming: the multiple demands of the task exceed conscious
capacity. Automated cognitive processes develop as we acquire skill; these processes are
specific to each task, they operate rapidly and fluidly, and they require little effort or
attention.” [213]

As mentioned, the intentions behind DirectLine are quite different from those of its sister publica-
tions. One consequence of this is that it plays a different role in the elicitation of future contributions.
One potential effect is that it sensitises others within the aviation community to the importance of
particular incidents which are symptomatic of deeper underlying problems; such as cockpit distrac-
tions in the previous example. DirectLine also helps to demonstrate ways in which incident reporting
can be integrated into wider safety concerns within the aviation industry. Rather than simply picking
out individual incidents for editorial comment, this publication points to clusters of similar events.
This, in turn, has had a considerable influence on developers, operators and regulators. A point
that is illustrated by the previous quotation from Boeing’s Aero article on Rejected Takeoff (RTO)
overrun accidents and incidents.

Callback, Feedback and DirectLine help to elicit further contributions by explaining how previous
incidents can be avoided in the future. These publications are all accessible in electronic form, over
the Internet. However, they all rely upon a traditional format. These publications exploit the linear
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style of conventional newsletters or journals. This has important benefits. In particular, they can
be easily printed for wider dissemination. However, a number of incident investigation authorities
are exploiting alternative approaches. Most of these are based around providing Internet access
to databases of previous incidents. This approach is partly exploited by the ASRS . Reports are
published incrementally so that the fifty most recent contributions are summarised in each batch.
However, other organisations extend this database approach to include not simply summaries of
the incident but also information about the associated investigation and analysis. For instance, the
interface on the left of Figure 5.4 provides access to the US Chemical Safety and Hazard Investigation
Board’s incident reports ‘Centre’ [162]. This provides access to reports on both accidents, involving
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Figure 5.4: Web Interface to the CHSIB Incident Collection

fatalities, and incidents. Users can search through an archive of incident reports using a number
of different tools. The image on the right of Figure 5.4 illustrates the information that is returned
about each incident. There are a number of innovative features about this application that encourage
contributions about adverse occurrences. In particular, it is possible to chart the course of an
investigation as it progresses. This provides individual contributors with confirmation that their
reports are being acted upon. Search facilities also enable potential contributors to determine
whether other similar occurrences have been notified to the system. Chapter 14 will provide a more
detailed analysis of the dissemination techniques that can be recruited both to publicise the findings
of incident investigations and to elicit further contributions to reporting systems. In contrast, this
section continues to examine other means of encouraging the manual submission of information
about adverse occurrences.

Publicising Procedures and Scoping the System

Chapter 1 introduced some of the problems that arise when attempting to define what are, and
what are not, abnormal occurrences. This is not simply a research issue; it is of fundamental
importance for individuals who must determine whether or not an incident is worth reporting.
Exhaustive, or closed, definitions rely upon pre-defined lists of abnormal events. There are very
few examples of such systems because they, typically, place undue constraints on what should be
reported. Closed definitions dissuade individuals from contributing relevant information about other
types of incidents. This is a particular problem if new technology or working practices leads to
different types of occurrences that do not appear on the list.

Alternatively, open approaches provide broad definitions of what are critical incidents. They
are, however, open to subjective biases. Different individuals have very different opinions about
what should be reported. For example, the Royal College of Anaesthetists incident reporting form
contains the following definition:
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A Critical Incident may be defined as an event which led to harm, or could have
led to harm, if it had been allowed to progress. It should be preventable by a change of
practice. Complications are occurrences of patient harm, and are sometimes the outcome
of critical incidents. If you experience what you think is a critical incident whether or
not it has such an adverse outcome, please fill in this form as soon as possible after the
event - memory changes very rapidly.” [715]

Inductive guidelines provide more limited examples of critical incidents than the exhaustive ap-
proach mentioned above. Pragmatically, most systems exploit a combination of open definitions and
inductive guidelines. For instance, the Royal College’s form provides examples of possible incidents
when it considers the different levels of ‘preventability’ that might associated with an occurrence.
This guidance is important because it implicitly also provides information about what events are
considered to be within the scope of the system. This may guide the elicitation of reports within
these categories:

“Please grade how PREVENTABLE the incident or complication was as follows:

1. Probably preventable within current resource (e.g. failure to do preop machine
check);

2. Probably preventable with reasonable extra resource (e.g. failure to detect oe-
sophageal intubation would be improved by having capnographs);

3. Possibly preventable within current resource (e.g. pneumothorax during CVP in-
sertion might be prevented by better teaching and supervision);

4. Possibly preventable with reasonable extra resource (e.g. problem arising because
anaesthetist unwell might be prevented by more cover);

5. Not obviously preventable by any change in practice (e.g. electricity grid failure)”
[715]

However, there are other alternatives. For example, the US Department of the Energy’s Comput-
erised Accident/Incident Reporting System (CAIRS ) uses a definition based on monetary loss:

“The reporting criteria for CAIRS injury/illness cases changed, effective January 1,
1990, from the criteria specified in the DOE Guide to the Classification of Recordable
Accidents to the Occupational Safety and Health Administration (OSHA) guidelines.
The reporting threshold for property damage cases was originally set at $1,000 and
remained that way until January 1, 1996, when it was raised to $5,000. The vehicle
accident reporting threshold was $250 from 1975 through 1985, $500 from 1986 through
1995, and was raised to $1,000 effective January 1, 1996.” [655]

The problem with this approach is that it can be difficult to anticipate the potential losses that
might be experienced from near-miss incidents. As mentioned in previous chapters, there is also a
danger of under-reporting if potential contributors under-assess the amount of damage caused by an
incident for whatever reason. For any definition of an incident, there are a number of fundamental
principles that must be followed:

e it is important to publish guidance on the scope of reports. This may seems obvious. However,
it is critical that scope and type of occurrences are published. The fear of retribution or
disclosure are powerful disincentives not to contribute if there is any doubt about whether or
not an occurrence falls within the scope of the system. From this it follows that any definition
must be clearly understood and accepted by potential contributors. Staff must be explicitly
trained to use open definitions so that they can consistently identify those occurrences that
should be reported. This is particularly important during the start-up phase of any system
when potential contributors may not have the feedback reports that provide more detailed
examples of what should be reported.
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e the scope of the system should conform to national and international standards. As mentioned
in previous chapters, there are numerous national and international guidelines which specify
what must be reported within some systems. These guidelines are, typically, intended to
ensure that different classes of events are treated in a consistent manner. This, in turn,
enables information to be exchanged between different countries. In particular, the frequency
of incidents at the same level of criticality is often used as a comparative measure of national
safety performance. For instance, this is a primary motivation behind the International Atomic
Energy Authority’s International Nuclear Event Scale (INES) and the severity assessments in
the International Civil Aviation Organisation’s (ICAO) Annex 13 guidance.

e allow for local differences if properly justified and documented. Local circumstances also affect
what is, and what is not, covered by incident reporting schemes. Regional managers often
decide to introduce particular adverse occurrences into their system if they perceive that they
pose a particular local risk. This might be done if those occurrences are abnormally frequent or
if local conditions mean that those events carry unusually high consequences for their region.
These regional differences must not jeopardise the minimum reporting criteria established by
national and international systems. It is equally important that the scope of reporting systems
can be informed by local experience. These local concerns must be explained to potential
contributors if they are to guide the submission of incident reports.

e it is important to monitor contributions and update definitions. It has also been argued that
closed lists and open definitions of adverse occurrences can dissuade potential contribtuons to
incident reporting systems. In consequence, most systems exploit open definitions backed with
a number of examples to illustrate what falls within the scope of the system. The success of
this approach can be monitored by the range of contributions that are received. As mentioned
above, special initiatives and tailored reporting forms can be used to address apparent omis-
sions by focusing attention on particular types of occurrences. For instance, new installations
or operating procedures, such as parallel approaches in Air Traffic Management, can encourage
managers to re-iterate the importance of reporting even low criticality failures involving these
new systems. Again, the practical implementation of these monitoring techniques creates par-
ticular problems during the start-up phase when there will be little or no baseline figures for
comparison. This is a particular problem for systems that monitor for potential problems with
new equipment; relatively few submissions may indicate a successful application or an unsuc-
cessful reporting system! Baseline data can be obtained by analysing the frequency of trigger
events recorded using automated monitoring equipment. Alternatively, observational studies
can be used to provide more direct qualitative information that supplements the insights that
are contributed through voluntary reporting systems.

Previous sections have argued that incident reporting systems depend upon the elicitation of infor-
mation about potential failures or previous adverse occurrences. This, in turn, depends upon the
successful design of incident reporting forms. Poorly constructed forms can lead to confusion about
the information that is being requested. Such assessments must, however, be balanced by the ob-
servation that relatively little is known about the impact of form design upon reporting behaviour.
The following paragraphs, therefore, use a comparative study of existing incident forms to identify
key decisions that must be made during the design of future documents that elicit reports about
adverse occurrences.

5.3 Form Contents

Hundreds of local, national and international systems are using ad hoc, trial and error techniques to
arrive at the appropriate content and layout of the forms that are used to elicit incident reports. As
a result, there is a huge variation in both the information that is requested from the user and the
information that is provided to prompt them for relevant information. For example, some schemes
have found it useful to print the forms that elicit future submissions on the back of the newletters
and journals that publicise information about previous incidents. Other systems rely entirely on
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Internet-based electronic forms. In spite of this diversity, it is possible to identify a number of
common features that are shared by many reporting systems. For instance, Table 5.3 summarises
the information that is typically requested by these forms. As we shall see, it is not simply enough
to request information about the incident itself. It is also important to identify ways in which safety
systems successfully intervened to detect and to mitigate the consequences of an adverse occurrence.
The following sections look beyond this high level classification to look at the different techniques
that have been exploited by a number of existing local and national systems.

5.3.1 Sample Incident Reporting Forms

As mentioned, there are several different approaches to the presentation and dissemination of incident
reporting forms. For example, some organisations provide printed forms that are readily at hand
for the individuals that work within particular environments. This approach clearly relies upon the
active monitoring of staff who must replenish the forms and who must collected completed reports.
The form shown in Figure 5.5 illustrates this approach.

Critical Incident Study

This is a study that looks & hew and why people make mistakes
Information is collected from incident reporting forms (see overleaf) and
will e andysed. The results of the analysis and the lessons Learrt from the
reported inviderts will be presented to staff in dae course. The teparting
forms are anenymous, there isno interest in criticism orh ame. We would
encoutage everyons working in the NICU, & whatever level of experience,
10 take part. Every incident reported, no matter how trival, will give

information abort the way people work and may help to save alife

When you have completed the form please place it in the Incident Form Box.

Definition of 2 “Critical Incident™

A critical incident is an occurrence that might have led (or did Lead) — if not

disvovered in time - to an wdesirable outcome. Certain requirem ents need to be

fulfilled;

1. It was caused by an error made by a member of staff. or by a failure of
eouipment

2. It canbe deseribed in detail by a person who was invalved in of who observed
the incident

3. It occumred while the patiert was wder out care

4. It was cleardy preventable

Comglicaions that ocow despite nomal management are not crifical inciderts Bub

ifin doubt, fill in a form.

Thatk you for your interest

Figure 5.5: Incident Reporting Form for a UK Neonatal Intensive Care Unit [119]

The document in Figure 5.5 was developed for a Neonatal Intensive Care Unit and is based upon
a form that has been used for almost a decade in an adult intensive care environment [122, 119]. As
can be seen, this form relies upon free-text fields where the user can describe the incident that they
have witnessed. This approach works because the people analysing the report are very familiar with
the Units that exploit them. In contrast, national and international schemes typically force their
respondents to select their responses from lists of more highly constrained alternatives. For example,
NASA and the FAA’s ASRS scheme covers many diverse occupations, ranging from maintenance
to aircrew activities, in the many different geographical regions of the United States. This has a
radical effect on forms such as that shown in Figure 5.6 which is designed to elicit reports about
Air Traffic Control incidents. Pre-defined terms are used to distinguish between the many different
control positions and activities that are involved in an international, air traffic control system. Much
of this activity information remains implicit in local forms such as that shown in Figure 5.5.

The local reporting form shown in Figure 5.5 is distributed by placing paper copies within the
users’ working environment. In contrast, ASRS forms are also available over the World Wide Web
. They can be downloaded and printed using Adobe’s proprietary Portable Display Format (PDF).
The geographical and the occupational coverage of the ASRS system again determine this approach.
The web is perceived to provide a cost-effective means of disseminating incident reporting form.
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Topic of question:

Examples of information requested

Identification
information:

Name, working team or unit, control centre infor-
mation, current status of license.

Shift information:

When did the occurrence occur? When was their
last break and for how long was it? When did
they last operate this shift pattern in this control
position? Were you training (or being trained?).

Station configuration:

What was the station configuration/manning like
at the time of the occurrence? What was the
ATC display configuration? Were you work-
ing with headsets/telephones/microphone and
speaker? Were there any technical failures?

Operating characteris-
tics:

What was the traffic volume like in your estima-
tion? What was your workload like immediately
before the occurrence? Were there any significant
meteorological conditions?

Detection and mitiga-
tion factors:

What made you aware of the occurrence (e.g. au-
tomated warning, visual observation of radar)?
Were there any circumstances that helped to mit-
igate any potential impact of the occurrence?

Other factors:

Are there any personal (off the job) circumstances
that might affect the performance of you or others
during the occurrence?

Free-text  description
of the occurrence:

Describe the occurrence and your perfor-
mance/role during it. Also consider any ways in
which you think that the occurrence might have
been avoided.

Table 5.3: Developing Reporting Forms
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NASAIVINTION SRFETY REPORTING SYSTER-~
POST.OFFICE BOX T8O - :
o [ELD, SALIFORREE 3403575188

Figure 5.6: ASRS Reporting Form for Air Traffic Control Incidents (January 2000)

ASRS report, forms cannot, however, be submitted using Internet based technology. There are
clear problems associated with the validation of such electronic submissions. A small but increasing
number of reporting systems have taken this additional step towards the use of the Web as a means
both of disseminating and submitting incident reporting forms. For instance, Figure 5.7 illustrates
part of the on-line system that has been developed to support incident reporting within Swiss
Departments of Anaesthesia [756].

As with the ASRS system and the local scheme, the CIRS reporting form also embodies a number
of assumptions about the individuals who are likely to use the form. Perhaps the most obvious is
that they must be computer literate and be able to use the diverse range of dialogue styles that are
exploited by the system. They must also be able to translate between the incident that they have
witnessed and the various strongly typed categories that are supported by the form. For instance,
users must select from one of sixteen different types of surgical procedure that are recognised by
the system. Perhaps more contentiously they must also characterise human performance along eight
Likert scales that are used to assess lack of sleep, amount of work-related stress, amount of non-
work related stress, effects of ill or healthy staff, adequate or inadequate knowledge of the situation,
appropriate skills and appropriate experience. The introspective ability to independently assess such
factors and provide reliable self-reports again illustrates how many incidents reporting forms reflect
the designers’ assumptions about the knowledge, training and expertise of the target workforce.

5.3.2 Providing Information to the Respondents

The previous section has illustrated a number of different approaches to the elicitation of information
about human ‘error’ and systems ‘failure’. However, these different approaches all address a number
of common problems. The first is how to address the problem of under-reporting discussed in the
first half of this chapter? Incident reporting forms must encourage people to contribute information
about the incidents that they observe.

Assurances of Anonymity or Confidentiality

Previous chapters have explored the consequences of operating either an anonymous or a confidential
system. Each of the systems presented in the Section 2 illustrates a different approach to this issue.
For example, NASA administers the ASRS on behalf of the FAA. They act as an independent agency
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Figure 5.7: The CIRS Reporting System [756]

that guarantees the anonymity of respondents. FAA Advisory Circular Advisory Circular 00-46D
states that:

“The FAA will not seek, and NASA will not release or make available to the FAA, any
report filed with NASA under the ASRS or any other information that might reveal the
identity of any party involved in an occurrence or incident reported under the ASRS”.

As mentioned, however, this scheme is confidential in the sense that NASA will only guarantee
anonymity if the incident has no criminal implications. Respondents to the ASRS are asked to pro-
vide contact information so that NASA can pursue any additional information that might be needed.
Conversely, the local scheme illustrated in Figure 5.5 does not request identification information from
respondents. This anonymity is intended to protect staff and encourage their participation. How-
ever, it clearly creates problems during any subsequent causal analysis for reports of human error.
It can be difficult to identify the circumstances leading to an incident if analysts cannot interview
the person making the report.

However, this limitation is subject to a number of important caveats that affect the day to day
operation of many local reporting schemes. For instance, given the shift system that operates in
many industries and the limited number of personnel who are in a position to observe particular
failures it is often possible for local analysts to make inferences about the people involved in particular
situations. Clearly there is a strong conflict between the desire to prevent future incidents by breaking
anonymity to ask supplementary questions and the desire to incidents by breaking anonymity to ask
supplementary questions and the desire to safeguard the long-term participation of staff within the
system. The move from paper-based schemes to electronic systems raises a host of complex social
and technological issues surrounding the anonymity of respondents and the validation of submissions.
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The Swiss scheme shown in Figure 5.7 states that:

“During your posting of a case there will be NO questions that would allow an
identification of the reporter, the patient or the institution. Furthermore we will NOT
save any technical data on the individual reports: no E-mail address and no IP-number
(a number that accompanies each submitted document on the net). So no unauthorised
‘visitor’ will find any information that would allow an identification of you or your patient
or your institution (not even on our local network-computers) by browsing through the
cases.”

This addresses the concern that it is entirely possible for web servers to record the address of
the machine making the submission without the respondent’s knowledge. However, there is also
a concern that groups might deliberately distort the findings of a system by generating spurious
reports. These could, potentially, implicate third parties. It, therefore, seems likely that future
electronic systems will follow the ASRS approach of confidential rather than anonymous reporting.

Definitions of an Incident?

It is important to provide users with a clear idea of when they should consider making a submission
to the system. For example, the local scheme in Figure 5.5 states that an incident must fulfill the
following criteria:

“1. It was caused by an error made by a member of staff, or by a failure of equipment.
2. A person who was involved in or who observed the incident can describe it in detail.
3. It occurred while the patient was under our care. 4. It was clearly preventable.

Complications that occur despite normal management are not critical incidents. But
if in doubt, fill in a form.”

This pragmatic definition from a long-running and successful scheme is full of interest for researchers
working in the area of human error. For instance, incidents, which occur in spite of normal manage-
ment, do not fall within the scope of the system. Some might argue that this effectively prevents the
system from targeting problems within the existing management system. However, such criticisms
neglect the focused nature of this local system, which is specifically intended to “target the doable”
rather than capture all possible incidents.

In contrast to the local definition which reflects the working context of the unit in which it was
applied, the wider scope of the CIRS approach leads to a much broader definition of the incidents
under consideration:

“Defining critical incidents unfortunately is not straightforward. Nevertheless we
want to invite you to report your critical incidents if they match with this definition: an
event under anaesthetic care which had the potential to lead to an undesirable outcome if
left to progress. Please also consider any team performance critical incidents, regardless
of how minimal they seem.”

It is worth considering the implications of this definition in the light of previous research in the
field of human error. For example, Reason has argued that many operators spend considerable
amounts of time interacting in what might be terms a ‘sub-optimal’ manner [699]. Much of this
behaviour could, if left unchecked, result in an undesirable outcome. However, operating practices
and procedures help to ensure safe and successful operation. From this it follows that if respondents
followed the literal interpretation of the CIRS definition then there could be a very high number of
submissions. Some schemes take this broader approach one step further by requiring that operators
complete an incident form after every procedure even if they only indicate that there had been no
incident. The second interesting area in the CIRS definition is the focus on team working. The
number of submissions to a reporting system is likely to fall as the initial enthusiasm declines. One
means of countering this is to launch special reporting initiatives. For instance, by encouraging users
to submit reports on particular issues such as team co-ordination problems. There is, however, the
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danger that this will lead to spurious attention being placed on relatively unimportant issues if the
initiatives are not well considered.

The ASRS forms no longer contain an explicit indication of what should be reported. Paradoxi-
cally, the forms contain information about what is NOT regarded as being within the scope of the
scheme.

“Do not report aircraft accidents and criminal activities on this form”.

This lack of an explicit definition of an incident reflects the success of the ASRS approach. In
particular, it reflects the effectiveness of the feedback that is provided from the FAA and NASA.
Operators can infer the sorts of incidents that are covered by the ASRS because they are likely to have
read about previous incidents in publications such as the Callback magazine. This is distributed to
more than 85,000 pilots, air traffic controllers and others in the aviation industry. Callback contains
excerpts from ASRS incident reports as well as summaries of ASRS research studies. This coverage
helps to provide examples of previous reporting behaviour. Of course, it might also be argued
that apparently low participation rates, for example amongst cabin staff, could be accounted for by
their relatively limited exposure to these feedback mechanisms. This raises further complications.
In order to validate such hypotheses it is necessary to define an anticipated reporting rate for
particular occupational groupings, such as cabin staff. This is impossible to do because without a
precise definition of what an incident actually is, it is impossible to estimate exposure rates.

Explanations of Feedback and Analysis

Potential contributors must be convinced that their reports will be acted upon. For example, in the
local system in Figure 5.5 includes the promise that:

“Information is collected from incident reporting forms (see overleaf) and will be
analysed. The results of the analysis and the lessons learned from the reported incidents
will be presented to staff in due course.”

This informal process is again typical of systems in which the lessons from previous incidents can
be fed-back through ad hoc notices, reminders and periodic training sessions. It contrasts sharply
with the ASRS approach:

“Incident reports are read and analysed by ASRS’s corps of aviation safety analysts.
The analyst staff is composed entirely of experienced pilots and air-traffic controllers.
Their years of experience are uniformly measured in decades, and cover the full spectrum
of aviation activity: air carrier, military, and general aviation; Air Traffic Control in
Towers, TRACONS, Centres, and Military Facilities. Each report received by the ASRS
is read by a minimum of two analysts. Their first mission is to identify any aviation
hazards, which are discussed in reports and flag that information for immediate action.
When such hazards are identified, an alerting message is issued to the appropriate FAA
office or aviation authority. Analysts’ second mission is to classify reports and diagnose
the causes underlying each reported event. Their observations, and the original de-
identified report, are then incorporated into the ASRS’s database.”

The CIRS web-based system is slightly different from the other two examples. It is not intended
to directly support intervention within particular working environments. Instead, the purpose is to
record incidents so that other anaesthetists can access them and share experiences. It, therefore,
follows that very little information is provided about the actions that will be taken in response to
particular reports:

“Based on the experiences from the Australian-Incident-Monitoring-Study, we would
like to create an international forum where we collect and distribute critical incidents that
happened in daily anaesthetic practice. This program not only allows the submission of
critical incidents that happened at your place but also serves as a teaching instrument:
share your experiences with us and have a look at the experiences of others by browsing
through the cases. CIRS is anonymous.”
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This approach assumes that the participating group already has a high degree of interest in safety
issues and, therefore, a motivation to report. It implies a degree of altruism in voluntarily passing on
experience without necessarily expecting any direct improvement within the respondents’ particular
working environment.

5.3.3 Eliciting Information from Respondents

The previous section focused on the information that must be provided in order to elicit incident
reports. In contrast, this section identifies information that forms must elicit from its participants.

Detection Factors

A key concern in any incident reporting system is to determine how any adverse event was detected.
There are a number of motivations behind this. Firstly, similar incidents might be far more frequent
than first thought but they might not have been detected. Secondly, similar incidents might have
much more serious consequences if they were not detected and mitigated in the manner described
in the report.

As before, there are considerable differences in the approaches adopted by different schemes.
CIRS provides an itemised list of clinical detection factors. These include direct clinical observation,
laboratory values, airway pressure alarm and so on. From this the respondent can identify the first
and second options that gave them the best indication of a potential adverse event. It is surprising
that this list focuses exclusively on technical factors. The web-based form enables respondents to
indicate how teams help to resolve anomalies, however, it does not consider how the users’ workgroup
might help in the detection of an incident.

The local scheme of Figure 5.5 simply asks for the “Grade of staff discovering the incident”.
Even though it explicitly asks for factors contributing and mitigating the incident, it does not
explicitly request detection factors. In contrast, ASRS forms reflect several different approaches
to the elicitation of detection factors. For instance, the forms for reporting maintenance failures
includes a section entitled “When was problem detected?”. Respondents must choose from routine
inspection, in-flight, taxi, while aircraft was in service at the gate, pre-flight or other. There is, in
contrast, no comparable section on the form for Air Traffic Control incidents. This in part reflects
the point that previous questions on the Air Traffic Control form can be used to identify the control
position of the person submitting the form. This information supports at least initial inferences
about the phase of flight during which an incident was detected. It does not, however, provide
explicit information about what people and systems were used to detect the anomaly. Fortunately,
all of the ASRS report forms prompt respondents to consider “How it was discovered?” in a footnote
to the free-form event description on the second page of the report. In the ASRS system, analysts
must extract information about common detection factors from the free-text descriptions provided
by users of the system.

Causal factors

It seems obvious that any incident reporting form must ask respondents about the causal factors
that led to an anomaly. As with detection factors, the ASRS exploits several different techniques
to elicit causal factors depending on whether the respondent is reporting an Air Traffic Incident,
a Cabin Crew incident etc. For example, only the Cabin Crew forms ask whether a passenger
was directly involved in the incident. It is interesting that the form does not distinguish between
whether the passenger was a causal factor or suffered some consequence of the incident. In contrast,
the maintenance forms ask the respondent to indicate when the problem was detected; during routine
inspection; in-flight, taxi; while aircraft was in service at gate; pre-flight or other.

In spite of these differences, there are several common features across different categories in the
ASRS. For instance, both Maintenance and Air Traffic reporting forms explicitly ask respondents
to indicate whether they were receiving or giving instruction at the time of the incident. Overall,
it is surprising how few explicit questions are asked about the causal factors behind an incident.
The same footnote that directs people to provide detection information also requests details about
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“how the problem arose” and “contributing factors”. This is an interesting distinction because it
suggests an implicit categorisation of causes. A primary root cause for “how the problem arose” is
being distinguished from other “contributing factors”. This distinction is not followed in the local
scheme of Figure 5.5. The respondent is simply asked to identify “what contributed to the incident”.
The same form asks specifically for forms of equipment failure but does not ask directly about any
organisational or managerial causes.

The web-based CIRS has arguably the most elaborate approach to eliciting the causes of an
incident. In addition to a free-text description of the incident, it also requests “circumstantial infor-
mation” that reveals a concern to widen the scope of any causal analysis. For instance, they include
seven Likert scales to elicit information about “Circumstances: team factors, communication”. Re-
spondents are asked to indicate whether there was no briefing (1) up to a pertinent and thorough
briefing (5). They must also indicate whether there was a major communication/co-ordination
breakdown (1) or efficient communication/co-ordination in the surgical team (5). Again, such ques-
tions reveal a great deal about the intended respondents and about the people drafting the form.
In the former case it reveals that the respondents must be aware of the general problems arising
from team communications and co-ordination in order for them to assess its success or failure. In
the latter case, such causal questions reveal that the designers are aware of recent literature on the
wider causes of human error beyond “individual failure”.

Consequences

Previous paragraphs have shown different reporting systems exploit different definitions of what
constitutes an incident. These differences have an important knock-on effect in terms of the likely
consequences that will be reported to the system. For instance, the distinction between the incident
and accident reporting procedures of the FAA will ensure that no fatalities will be reported to the
ASRS . Conversely, the broader scope of the CIRS definition ensures that this scheme will capture
incidents that do contribute to fatalities. This is explicitly acknowledged in the rating system
that CIRS encourages respondents to use when assessing the outcomes of an incident: Transient
abnormality - unaware for the patient; Transient abnormality with full recovery; Potential permanent
but not disabling damage; Potential permanent disabling damage; Death [464]. This contrasts with
the local system that simply provides a free text area for the respondent to provide information
about “what happened to the patient?”. The domain dependent nature of outcome classification is
further illustrated by maintenance procedures in the ASRS. Here the respondent is asked to select
from: flight delay; flight cancellation; gate return; in-flight shut-down; aircraft damage; rework;
improper service; air turn back or other.

The distinction between immediate and long-term outcomes is an important issue for all incident-
reporting schemes. The individuals who witness an incident may only be able to provide information
about the immediate aftermath of an adverse event. However, human ‘error’ and system ‘failure’
can have far more prolonged consequences. This is acknowledged in the Lack scale of prognosis used
in the CIRS system. Transient abnormalities are clearly distinguished from permanently disabling
incidents. The other schemes do not encourage their respondents to consider these longer-term
effects so explicitly. In part this can be explained by the domain specific nature of consequence
assessments. The flight engineer may only be able to assess the impact of an incident to the next
flight. Even if this is the case, it is often necessary for those administering the schemes to provide
information about long-term effects to those contributing reports. This forms part of the feedback
process that warns people about the potential long-term consequences of future incidents.

Mitigating factors

Several authors argue that more attention needs to be paid to the factors that reduce or avoid
the negative consequences of an incident [841]. These factors are not explicitly considered by most
reporting systems. There is an understandable focus on avoiding the precursors to an incident rather
than mitigating its potential consequences. For instance, the ASRS forms simply ask respondents
to consider “Corrective Actions” as a footnote to the free text area of the form shown in Figure 5.7.
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Similarly, the local form shown in Figure 5.5 asks respondents to describe “what factors minimised
the incident”.

The CIRS again takes a different approach to the other forms. Rather than asking the user to
describe mitigating factors in the form of free-text descriptions, this system provides a number of
explicit prompts. It asks the respondent to indicate whether personal factors such as “appropriate
knowledge, skill, experience or situational awareness” were recovery factors. The form also asks for
information about ways in which equipment provision and team co-ordination helped to mitigate the
consequences of the failure. Questions are also asked about the role of management and the working
environment in recovery actions. Such detailed questions can dissuade people from investing the
amount of time that is necessary to complete the 20 fields that are devoted to mitigating factors
alone. Of course, the trade-off is that the other schemes may fail to elicit critical information about
the ways in which managerial and team factors helped to mitigate the consequences of an incident.

Prevention

Individuals who directly witness an incident can provide valuable information about how future ad-
verse events might be avoided. However, such individuals may have biased views that are influenced
by remorse, guilt or culpability. Subjective recommendations can also be biased by the individual’s
interpretation of the performance of their colleagues, their management or of particular technical
subsystems. Even if these factors did not obscure their judgement, they may simply have been
unaware of critical information about the causes of an incident. In spite of these caveats, many inci-
dent reporting forms do ask individuals to comment on ways in which an adverse event might have
been avoided. The local system in Figure 5.5 asks respondents to suggest “how might such incidents
be avoided”. This open question is, in part, a consequence of the definition of an incident in this
scheme which included occurrences “that might have led (if not discovered in time) or did lead, to
an undesirable outcome”. This definition coupled with the request for prevention information shows
that the local system plays a dual role both in improving safety ‘culture’ but also in supporting
more general process improvement. This dual focus is mirrored in the CIRS form:

“What would you suggest for prevention of this incident? (check all appropriate
fields): additional monitoring/equipment; improved monitoring/equipment; better main-
tenance of existing monitoring/equipment; improved arrangement of drugs; improved
arrangement of monitoring/equipment; better training/ education; better working con-
ditions; better organisation; better supervision; more personnel; better communication;
more discipline with existing checklists; better quality assurance; development of algo-
rithms / guidelines; abandonment of old ’routine’.”

This contrasts with the local system in which “complications which occur despite normal manage-
ment are not critical incidents but if in doubt fill in a form”. Under the CIRS definition, failures in
normal management would be included and so must be addressed by proposed changes.

The ASRS does not ask respondents to speculate on how an incident might have been avoided.
There are several reasons for this. Some of them stem from the issues of subjectivity and bias,
mentioned above. Others relate to the subsequent analytical stages that form part of many incident-
reporting systems. An important difference between the ASRS and the other two schemes considered
in this section is that it is confidential and not an anonymous system. This means that it is possible
for ASRS personnel to contact individuals who supply a report to validate their account and to
ask supplementary questions about prevention factors. CIRS does not provide direct input into
regulatory actions. Instead, it aims to increase awareness about clinical incidents through the
provision of a web based information source. It, therefore, protects that anonymity of respondents
and only has a single opportunity to enquire about preventive measures. In the local system, the
personnel who administer the system are very familiar with the context in which an incident occurs
and so can directly assess proposed changes to working practices.

There has been a rapid growth in the use of incident reporting schemes as a primary means
of preventing future accidents. However, the utility of these systems depends upon the forms that
are used to elicit information about potential failures. This section, therefore, uses a comparative
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study of existing approaches to identify key decisions that must be made during the design of
future documents. Much work remains to be done. At one level, the various approaches of the
ASRS , CIRS and the local system have been validated by their success in attracting submissions.
At another level, there is an urgent need for further work to be conducted into the validation of
specific approaches. For instance, it is unclear whether techniques from the CIRS system might
improve the effectiveness of the local system or vice versa. This work creates considerable ethical
and methodological problems. Laboratory experiments cannot easily recreate the circumstances that
lead to incident reports. Conversely, observation analysts may have to wait for very long periods
before they can witness an incident within a real working environment. The lack of research in this
area has led to a huge diversity of reporting forms across national boundaries and within different
industries. We urgently need more information about the effects that different approaches to form
design have upon the nature and number of incidents that are reported to these systems.

5.4 Summary

This chapter has argued that under-reporting continues to be a major limitation of most incident
reporting systems. For instance, Barach and Small estimate that between 50 and 95% of medical
incidents go unreported [66]. This problem is exacerbated by the difficulty of accurately assessing
the nature and extent of under-reporting. For instance, most current estimates rely upon base-line
estimates. These are derived by extrapolating the number of incidents that are observed within a
narrowly defined sample set. Incidents can be identified by an exhaustive manual examination of the
logs and records that are taken during a particular period of operation. Alternatively automatic and
semi-automatic tools can be used to look for patterns in these data sets that might indicate a poten-
tial incident. However, both of these techniques are limited in that they cannot provide information
about potential failures that were averted in good time. Nor can they provide information about
many of the contextual and causal factors that are important when assessing the consequences of
under-reporting. Observational studies avoid some of these problems but they tend to be expensive
and controversial; workers may not agree to the independent monitoring of their daily activities. It
is also difficult to identify the under-reporting of relatively low-frequency events using any of these
techniques.

Subsequent sections went on to assess the strengths and weaknesses of mandatory reporting sys-
tems as a potential means of avoiding the problems of under-reporting. These systems, typically,
enforce legal or administrative sanctions if individuals fail to report certain classes of incidents. How-
ever, recent clinical studies of reporting behaviour reveal that these systems are themselves biased
towards high-criticality mandatory events or previously unseen adverse reactions. Mandatory sys-
tems are not, universally, effective in ensuring that contributors report more routine, low criticality
incidents.

Automatic, real-time monitoring systems provide an alternative means of ensuring notification
about adverse occurrences. It was argued that these tools often suffer from problems of precision or
recall. Poor precision results in a high proportion of ‘normal’ incidents being identified as potential
occurrences. These are often referred to as false positives. In contrast, poor recall occurs when many
potential incidents go undetected by the system. However, it has also been argued that many of the
barriers to these systems are not technical but social. For example, several groups have opposed the
introduction of data logging equipment into the cabs of trains. It can also be difficult to interpret
the causes of potential incidents that are detected by automated systems. It is for this reason that
the NTSB and others have advocated the use of cameras to supplement flight data recorders. Again,
however, there are strong and justified objections to what is partly seen as an intrusion on the rights
of the crews who will be monitored.

Later sections of this chapter have examined a number of techniques that are intended to encour-
age greater participation within incident reporting systems. The decision whether or not to submit
a report is affected by a number of considerations. In particular, the fear of retribution or disclosure
may dissuade potential contributors. This fear can be addressed by trust in local champions or
guarantors who both advocate and protect the system against external pressures. However, there
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is a danger that trust will be lost in the system if those champions are replaced. Contributions can
also be encouraged if potential participants are reassured that their colleagues are contributing to
the system. This is an important consideration if individuals fear that they may be perceived to be
‘whistle blowers’. Similarly, it is important that potential participants know both what to report
and how to report it. This is supported by various feedback mechanisms that provide examples
of incidents that have already been investigated. These publications also reinforce the idea that
contributions will be taken seriously and will be acted upon. Contributions can be encouraged by
ensuring that the incident reporting system plays a visible part within wider management systems.
Later chapters will stress the importance of integrating information about previous occurrences into
both training practices and risk assessment procedures.

The closing sections of this chapter focused more narrowly upon the components of form design.
A number of different approaches are considered. These include a paper-based local system that
operates within a single hospital ward. They also include a national paper-based system that oper-
ates across the many different industries that support US aviation operations. These are, in turn,
compared against an innovative Internet-based reporting system. The forms that are exploited by
these schemes reflect different managerial and organisational constraints. For instance, the local
scheme focuses on incidents that occur within the unit. It does not address managerial issues that
cannot directly be influenced by staff within the unit. The national scheme does not face these
limitation. Regulatory support ensure that structural issues can be addressed if they are raised as
being significant by a number of different contributors. In contrast, the electronic system maintains
the anonymity of each contributor and cannot, therefore, validate the information presented in each
report. This places constraints on the sorts of follow-up actions that might be taken in response to
each incident. It is concluded that more work is urgently needed to determine the detailed effects
that such different strategies might have upon the success or failure of an incident reporting system.
The lack of any objective data in this area is compounded by the lack of any published guidelines or
advice on form design. As a result, there is a proliferation of local styles. Many of which needlessly
repeat weaknesses that have been identified and corrected in the design of forms in other systems.
For instance, many forms use terms such as ‘slip’, ‘lapse’ or even ‘situation awareness’ that continue
to confuse potential contributors who have (sadly) never read the works of Reason or Rasmussen.

The following chapters explores techniques that can be used to investigate the causes of an
incident once it has been detected. These include interview techniques that help investigators to
take eye witness statements. They also include an outline table of contents for the preliminary
reports that are used to inform others within an organisation in the immediate aftermath of a
safety-related incident.



Chapter 6

Primary Response

The previous chapter looked at the problems that any incident reporting system faces in eliciting
submissions about adverse occurrences or the potential for future accidents. The following sections
build on this by looking at techniques that can be used to address the problems of gathering further
information about an occurrence once it has been notified. These data gathering techniques produce
the evidence that supports subsequent analysis. As a result they have an important impact on the
outcome of any investigation. If necessary data is not secured then analysts may be forced to rely
upon supposition and introspection. Similarly, if investigators obtain biased or partial information
then the conclusions of an enquiry may not accurately reflect the underlying causes of an incident.
Further problems arise because different approaches to data gathering obtain very different results.
Later sections will examine the ways in which one-to-one interviews can provide very different
accounts than peer group meetings. These potential problems are exacerbated by the difficulties
of supporting an iterative approach to incident investigation. Often the subsequent analysis of an
occurrence will help to identify the need for further information about the causes or mitigating
factors that influenced an adverse occurrence. However, data may be lost, opinions and recollections
may change over time, outside influences may affect the participation of key individuals. As a result,
the answers that are obtained during subsequent investigations may not actually reflect the potential
answers that might have been gathered during the initial stages of an enquiry.

Figure 6.1 again illustrates how these different generic phases contribute to the operation of an
incident reporting system. This chapter, therefore, concentrates on phase B data gathering. This
abstract model is intended to describe common features of many different reporting systems. The
following quotation provides greater detail about the sorts of activities, listed as points 3 to 5, that
contribute to data gathering in a medical incident report system. It also illustrates the way in
which these activities depend upon the elicitation of reports, see points 1 and 2, and support the
subsequent analysis of adverse occurrences, mentioned in points 5 and 6:

“Summary of investigation process: All investigations consist of a series of steps that
should be followed, as a matter of routine, when an incident is investigated:

1. Ascertain that a serious clinical incident has occurred and ensure it is reported for-
mally. Alternatively identify an incident as being fruitful in terms of organisational
learning;

2. Trigger the investigation procedure. Notify senior members of staff who have been
trained to carry out investigations

3. Establish the circumstances as they initially appear and complete an initial sum-
mary, decide which part of the process of care requires investigation, prepare an
outline chronology of events, and identify any obvious care management problems;

4. Structured interview of staff: Establish chronology of events; Revisit sequence of
events and ask questions about each care management problem identified at the
initial stage. Use framework to ask supplementary questions about reasons for each
care management problem;
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Figure 6.1: Generic Phases in Incident Reporting Systems

5. If new care management problems have emerged during interviews add them to
initial list. Interview again if necessary

6. Collate interviews and assemble composite analysis under each care management
problem identified. Identify both specific and, where appropriate, general contrib-
utory factors;

7. Compile report of events, listing causes of care management problems and recom-
mendations to prevent recurrence

8. Submit report to senior clinicians and management according to local arrangements

9. Implement actions arising from report and monitor progress.” [848]

It is important to emphasise, however, that individual reporting systems may different significantly
from the blue-print provided by this list of activities. In particular, the opportunities for gathering
further information are constrained by the procedures and practices that govern the management of
any reporting system. The following paragraphs summarise the financial, social and technical issues
that constrain data gathering exercises.

It may not be possible to identify the individuals who were involved in an incident. As a result,
any subsequent data gathering must be based around teams or groups of individuals who might
be involved in similar occurrences. Instead of interviewing the controller who was involved in a
particular air separation violation, investigators must find other individuals who are willing to talk
about the circumstances of previous incidents.

In a confidential system, it is likely that investigators will be able to identify the individuals or
groups who reported an occurrence. However, this information may only be available during the
initial stages of an enquiry. For instance, the UK CIRAS rail incident reporting system protects the
identity of individuals by destroying all identifying information once an initial interview procedure
has been completed. During those stages in which it is possible to identify the individuals who
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contributed a report, it is important not to compromise the confidentiality of the system. For
example, requests to interview an operator can raise suspicions about the purpose of any enquiry.
As a result, many confidential systems make contact with contributors outside of normal working
hours. It should also be noted that such procedures place important restrictions on the gathering
of confirmatory evidence. For example, it is difficult to interview the colleagues of a contributor
without telling them the purpose of the meeting;

The architecture of an incident reporting system can also limit the opportunity for data gathering
activities. For instance, the simple monitoring architecture described in Chapter 4 does not assume
that there will be any further investigation of a particular occurrence. A report is received, an
initial assessment is made about its relevance and then feedback about the incident is published.
Such an approach is both simple to manage and cheap to operate. It can also reduce concerns
about anonymity because no investigation is initiated. However, there are also important concerns
about the reliability and completeness of the information that is contributed about each incident.
The Swiss Internet-based CIRS system is an example of this architecture [756]. CIRS gathers
information about occurrences in anaesthesia. It addresses many of the concerns, mentioned above,
by exploiting a complex and detailed form that is intended to elicit as much information as possible
when an occurrence is notified to the system. This approach relies upon the intellectual capabilities
as well as the enthusiasm and commitment of potential contributors.

Chapter 2 introduced Leape’s analysis of the comparative costs of incident reporting in different
industries [480]. The Aviation Safety Reporting System spends about $ 3 million annually to analyse
approximately 30,000 reports. This equates to about $100 (£66) per case. If this figure were applied
to the 850,000 adverse events that are estimated to occur annually in the UK National Health
Service, the cost of investigation would be £50 million per year. This would impose a considerable
burden upon the service. Such burdens can most easily be considered in terms of the opportunity
cost; do the benefits of this expenditure outweight the benefits of alternative investments that might
have been made with this money?

Data gathering can also be limited by the availability of skilled personnel. As we shall see,
interviewing personnel in the aftermath of an incident can be a non-trivial exercise. It is difficult
to probe behind the filters of guilt or resentment that may colour an individual’s response in the
aftermath of an adverse occurrence. Similarly, the extraction of necessary technical information
from automated logging equipment typically requires considerable expertise. The burdens imposed
by these requirements are exacerbated when investigators must be drawn from a more limited pool
of potential personnel. For instance, if a reporting system relies upon independent external organi-
sations to conduct any initial data gathering then that agency may not have the necessary capacity
to cope with any expansion in the scope of a system or with any changes in the level of participation.

As mentioned above, a high degree of technical skill can be required to extract and safeguard
information from automated logging equipment. It should also be noted that technical limitations,
including the granularity of information that can be recorded, also affect the results of any data
gathering exercise. The recovery of technical data can also be compromised by management failures
in the aftermath of an incident. For example, the flight data recorders (or ‘black boxes’) that are
used to record flight parameters have relied upon loops of tape. In several incidents, these recorders
have not been switched off after landing so that they have continued to record ‘null’ data over critical
information about the course of an incident.

The remainder of this chapter looks at techniques that support data gathering in the aftermath
of an incident within the limitations identified above. The analysis initially looks at the immediate
response to an incident, including the requirement to safeguard the system. Later sections look at
how investigators identify and acquire the information that supports the subsequent reconstruction
and analysis of safety-related incidents.

As we have seen, there are many different ways in which an occurrence can be reported. For
example, the staff who are involved in an incident might directly inform their managers that an
adverse occurrence has taken place. Alternatively, an automated monitoring system might generate
an alarm which, in turn, can initiate further data gathering. Information about an incident can
also be provided by members of the public who may also have witnessed a potential failure. It is
important that the managers of an incident reporting system should consider, and ideally support,
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these different possibilities if potential sources of notification are not to be ignored. In the following
discussion, we will use the term ‘primary recipient’ to indicate the supervisors, managers or other
nominated personnel who first receive an incident report. For instance, the UK Medical Devices
Agency (MDA) requires that “local liaison officers” are appointed to perform this role [535]. In
European Air Traffic Control, the primary recipient is typically the line manager or the supervisor
of the officer who submits the report [423]. However, the primary recipient need not be employed
by the same organisation as the contributor. In particular, they can be employed by an independent
reporting agency, by the regulator or by some trade organisation. For instance, CIRAS staff are the
first to receive notification of an incident from personnel who are employed by many different rail
operating companies [197]. The term ‘primary recipient’, therefore, simply provides a place holder
for the wide range of mechanisms that implement the duties which are described in this section.

Members of staff must understand the procedures that are associated with the immediate no-
tification of an incident. For example, they must know how to pass information from the general
public, from automated detection equipment or from their own experiences to the primary recipi-
ent. Such notifications are critical for occurrence registration. They warn primary recipients that
report forms are being generated and that further data gathering may be required. Any delays in
making this notification can jeopardise the acquisition of necessary information in the aftermath of
an incident. There are also safety consequences if other systems are vulnerable to similar failures
before any immediate remedial actions can be taken. Primary recipients must, in turn, warn oth-
ers within their organisation. For example, they may be expected to inform higher levels of safety
management. Many executives are embarrassed to learn of serious incidents from media enquiries
rather than from the effective communication of safety concerns within their own organisation. In
open reporting systems, it can also be good practice for primary recipients to brief other workers
that an incident has taken place. Such actions are extremely important to preserve confidence in the
reporting system; teams can see that some action is being taken. They can also elicit peer support
for individual operators in the aftermath of an incident. Finally, it is often important to warn other
organisations with a ‘stake’ in any incident investigation. For instance, air traffic control reporting
procedures often contain a list of contacts and telephone numbers that should be called in response
to particular occurrences. For example, if an incident involves a military flight then information
should be passed to the force’s duty liaison officer. If an incident has implications for other sectors
operated by other national organisations then they also might be alerted to a potential investigation.

It is possible to envisage a number of circumstances in which personnel might not want to submit
occurrence reports to the groups and individuals who are normally nominated as ‘primary recipients’.
For example, there is an understandable reluctance to provide reports that might jeopardise an
individual’s relationship with their immediate superiors, especially if those superiors are implicated
by an occurrence. Special provision should be made for such circumstances. However, previous
comments about anonymity and the problems of under-reporting indicate that such channels may
not be used very frequently unless the supervisor or manager’s behaviour has become irredeemable.
The difficulties faced by junior personnel in questioning and reporting the ‘errors’ of their seniors can
be illustrated by incidents drawn from the aviation industry. Crew Resource Management (CRM)
training has been introduced to explicitly help staff overcome their inhibitions in intervening to
question the actions of their seniors. The following incident illustrates how this training can fail to
have a sufficient impact on operator behaviour:

“(Editorial comment) Recognition of the potentially hazardous effects (of the flight
deck gradient) is often included as an aspect of CRM training, but the problem can be
extremely complex, particularly if combined with an apparent short-term incapacitation.
In such circumstances, it is often difficult for the junior crew member to intercede.

It was the Captain’s leg. He is an experienced pilot, capable and well liked and in no
way overbearing. On short finals to Runway 30 at ###+#, after a good, stabilised visual
circuit and approach, the aircraft begins to descend below the Visual Approach Slope
Indicator (VASI) indications, giving finally four reds. As the runway has a displaced
threshold and the obstacle was now behind us I make no comment, as I presume the
descent (below the correct glide-path) is intentional to facilitate an early touch-down
point. The Captain now sees the VASI indications, says so, and applies power. I call
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‘Rad Alt 50°, ‘30" and ‘20’ but we don’t land. I inform the Captain we are floating and
to put the aircraft on the ground. He seems surprised by my call, but removed power
and lands. However, we are between a third and a half of the way down the runway. The
Captain appears transfixed by the runway and hasn’t engaged reversers as per SOP. I
call for reversers and query the autobr