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Preface

Incident reporting systems have been proposed as means of preserving safety in many industries,
including aviation [308], chemical production [162], marine transportation [387], military acquisition
[287] and operations [806], nuclear power production [382], railways [664] and healthcare [105]. Un-
fortunately, the lack of training material or other forms of guidance can make it very diÆcult for
engineers and managers to set up and maintain reporting systems. These problems have been exac-
erbated by a proliferation of small-scale local initiatives, for example within individual departments
in UK hospitals. This, in turn, has made it very diÆcult to collate national statistics for incidents
within a single industry.

There are, of course, exceptions to this. For example, the Aviation Safety Reporting System
(ASRS) has established national reporting procedures throughout the US aviation industry. Simi-
larly, the UK Health and Safety Executive have supported national initiatives to gather data on Re-
portable Injuries, Diseases and Dangerous Occurrences (RIDDOR). In contrast to the local schemes,
these national systems face problems of scale. It can become diÆcult to search databases of 500,000
records to determine whether similar incidents have occurred in the past.

This book, therefore, addresses two needs. The �rst is to provide engineers and managers with
a practical guide on how to set up and maintain an incident reporting system. The second is to
provide guidance on how to cope with the problems of scale that a�ect successful local and national
incident reporting systems.

In 1999, I was asked to help draft guidelines for incident reporting in air traÆc control throughout
Europe. The problems of drafting these guidelines led directly to this book. I am, therefore, grateful
to Gilles le Gallo and Martine Blaize of EUROCONTROL for helping me to focus on the problems
of international incident reporting systems. Roger Bartlett, safety manager at the Maastricht upper
air space Air TraÆc Control center also provided valuable help during several stages in the writing
of this book. Thanks are also due to Michael Holloway of NASA's Langley Research Center who
encouraged me to analyze the mishap reporting procedures being developed within his organization.
Mike O'Leary of British Airways and Neil Johnstone of Aer Lingus encouraged my early work
on software development for incident reporting. Ludwig Benner, Peter Ladkin, Karsten Loer and
Dmitri Zotov provided advice and critical guidance on the causal analysis sections. I would also like
to thank Gordon Crick and Mark Bowell of the UK Health and Safety Executive, in particular, for
their ideas on the future of national reporting systems.

I would like to thank the University of Glasgow for supporting the sabbatical that helped me to
�nish this work.

Chris Johnson, Glasgow, 2003.
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Chapter 1

Abnormal Incidents

Every day we place our trust in a myriad of complex, heterogeneous systems. For the most part, we
do this without ever explicitly considering that these systems might fail. This trust is largely based
upon pragmatics. No individual is able to personally check that their food and drink is free from
contamination, that their train is adequately maintained and protected by appropriate signalling
equipment, that their domestic appliances continue to conform to the growing array of international
safety regulations [278]. As a result we must place a degree of trust in the organisations who provide
the services that we use and the products that we consume. We must also, indirectly, trust the
regulatory framework that guides these organisations in their commercial practices. The behaviour
of phobics provides us with a glimpse of what it might be like if we did not possess this trust.
For instance, a fear of 
ying places us in a nineteenth century world in which it takes several days
rather than a few hours to cross the Atlantic. The SS United States' record crossing took 3 days,
10 hours and 40 minutes in July 1952. Today, the scheduled crossings by Cunard's QEII now take
approximately 6 days. In some senses, therefore, trust and pro�t are the primary lubricants of the
modern world economy. Of course, this trust is implicit and may in some cases be viewed as a form
of complicit ignorance. We do not usually pause to consider the regulatory processes that ensures
our evening meal is free of contamination or that our destination airport is adequately equipped.

From time to time our trust is shaken by failures in the infrastructure that we depend upon
[70]. These incidents and accidents force us to question the safety of the systems that surround us.
We begin to consider whether the bene�ts provided by particular services and products justify the
risks that they involve. For example, the Valujet accident claimed the lives of a DC-9's passengers
and crew when it crashed after takeo� from Miami. National Transportation Safety Board (NTSB)
investigators found that SabreTech employees had improperly labelled oxygen canisters that were
carried on the 
ight. These cannisters created the necessary conditions for the �re, which in turn
led to the crash. Prior to the accident, in the �rst quarter of 1996, Valujet reported a net income
of $10.7 million. After the accident, in the �nal quarter of 1996, Valujet reported a loss of $20.6
million. These losses do not take into account the additional $262 million costs of settlements with
the victims relatives.

The UK Nuclear Installations Inspectorate's report into the falsi�cation of pellet diameter data
in the MOX demonstration facility at Sella�eld also illustrates the consequences of losing interna-
tional con�dence [641] In the wake of this document, Japan, Germany and Switzerland suspended
their ships to and from the facility. The United States' government initiated a review of BNFL's
participation in a $4.4bn contract to decommission former nuclear facilities. US Energy Secretary
Bill Richardson sent a team to England to meet with British investigators. British Nuclear Fuel's
issued a statement which stated that they had nothing to hide and were con�dent that the US
Department of Energy would satisfy itself on this point [106].

The Channel Tunnel �re provides another example of the commercial consequences of such
adverse events. In May 1997, the Channel Tunnel Safety Authority made 36 safety recommendations
after �nding that the �re had exposed weaknesses in underlying safety systems. InsuÆcient sta�
training had led to errors and delays in dealing with the �re. Eurotunnel, therefore, took steps to
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address these concerns by implementing the short-term recommendations and conducting further
studies to consider those changes that involved longer-term infrastructure investment. However, the
UK Consumer Association mirrored more general public anxiety when its representatives stated that
it was `still worried' about evacuation procedures and the non-segregation of passengers from cars on
the tourist shuttle trains [97] Te �re closed the train link between the United Kingdom and France
for approximately six months and served to exacerbate Eurotunnel's 1995 loss of $925 million.

This book introduces the many di�erent incident reporting techniques that are intended to
reduce the frequency and mitigate the consequences of accidents, such as those described in previous
paragraphs. The intention is that by learning more from `near misses' and minor incidents, these
approaches can be used to avoid the losses associated with more serious mishaps. Similarly, if we
can identify patterns of failure in these low consequence events we can also reduce the longer term
costs associated with large numbers of minor mishaps. In order to justify why you should invest your
time in reading the rest of this work it is important to provide some impression of the scale of the
problems that we face. It is diÆcult to directly assess the negative impact that workplace accidents
have upon safe and successful production [283]. Many low-criticality and `near miss' events are not
reported even though they incur signi�cant cumulative costs. In spite of such caveats, it is possible
to use epidemiological surveys and reports from national healthcare systems to assess the e�ects of
incidents and accidents on worker welfare.

1.1 The Hazards

Employment brings with it numerous economic and health bene�ts. It can even improve our life
expectancy over those of us who may be unfortunate enough not to �nd work. However, work exposes
us to a range of occupational hazards. The World Health Organisation (WHO) estimate that there
may be as many as 250 million occupational injuries each year, resulting in 330,000 fatalities [872]. If
work-related diseases are included then this �gure grows to 1.1 million deaths throughout the globe
[873]. About the same number of people die from malaria each year. The following list summarises
the main causes of occupational injury and disease.

� Mechanical hazards. Many workplace injuries occur because of poorly designed or poorly
screened equipment. Others occur because people work on, or with, unsafe structures. Badly
maintained tools also create hazards that may end in injury. Musculo-skeletal disorders and
repetitive strain injury are now the main cause of work-related disability in most of the devel-
oped world. The consequent economic losses can be as much as 5% of the gross national prod-
uct in some countries [872]. The Occupational Safety and Health Administration's (OSHA)
ergonomics programme has argued that musculo-skeletal disorders are the most prevalent, ex-
pensive and preventable workplace injuries in the United States. They are estimated to cost
$15 billion in workers' compensation costs each year. Other hazards of the working environ-
ment include noise, vibration, radiation, extremes of heat and cold.

� Chemical Hazards. Almost all industries involve exposure to chemical agents. The most
obvious hazards arise from the intensive use of chemicals in the textile, healthcare, construction
and manufacturing industries. However, people in most industries are exposed to cleaning
chemicals. Others must handle petroleum derivatives and various fuel sources. Chemical
hazards result in reproductive disorders, in various forms of cancer, respiratory problems and
an increasing number of allergies. The WHO now ranks allergic skin diseases as one of the
most prevalent occupational diseases [872]. These hazards can also lead to metal poisoning,
damage to the central nervous system and liver problems caused by exposure to solvents and
to various forms of pesticide poisoning.

� Biological hazards. A wide range of biological agents contribute to workplace diseases and
infections. Viruses, bacteria, parasites, fungi, moulds and organic dusts a�ect many di�erent
industries. Healthcare workers are at some risk from tuberculosis infections, Hepatitis B and
C as well as AIDS. For agricultural workers, the inhalation of grain dust can cause asthma
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and bronchitis. Grain dust also contains mould spores that, if inhaled, can cause fatal disease
[321].

� Psychological Hazards. Absenteeism and reduced work performance are consequences of occu-
pational stress. These problems have had an increasing impact over the last decade. In the
United Kingdom, the cost to industry is estimated to be in excess of $6 billion with over 40
million working days lost each year [90]. There is considerable disagreement over the causes
of such stress. People who work in the public sector or who are employed in the service indus-
tries seem to be most susceptible to psychological pressures from clients and customers. High
workload, monotonous tasks, exposure to violence, isolated work have all been cited as con-
tributory factors. The consequences include unstable personal relationships, sleep disturbances
and depression. There can be physiological consequences including higher rates of coronary
heart disease and hypertension. Post traumatic stress disorder is also increasingly recognised
in workers who have been involved in, or witnessed, incidents and accidents.

This list describes some of the hazards that threaten workers' health and safety. Unfortunately,
these items tell us little about the causes of these adverse events or about potential barriers. For
example, OSHA report describes the way in which a sheet metal worker was injured by a mechanical
hazard:

\...employee #1 was working at station #18 (robot) of a Hitachi automatic welding line.
She had been trained and was working on this line for about 2 months... The lifting arm
then rises and a robot arm moves out from the operator's side of the welding line and
performs its task. Then there is a few seconds delay between functions as the robot arm
�nishes welding, rises, returns to home and the lifting arm lowers to home, ready for
the �nished length of frame steel to move on and another to take it's place. During the
course of this operation the welding line is shut down intermittently so that the welding
tips on the robot arms can be lubricated, preventing material build up. This employee,
without telling anyone else or shutting down the line, tried to perform the lubrication
with the line still in automatic mode. She thought this could be done between the small
amount of time it took all parts to complete their functions and return to home. The
employee did not complete the task in time, as she had anticipated. Her right leg was
located between the protruding rods on the lifting arm and the openings the rods rest
in. Her leg was trapped. When other employees were alerted, they had trouble trying
to switch the line to manual because the computer was trying to complete it's function
and the lifting arm was trying to return to home. The result was that one employee
used a crowbar to help relieve pressure on her leg and another used the cellenoid which
enabled the lifting arm to rise. The employee received two puncture wounds in the thigh
(requiring stitches) and abrasions to the lower leg. Management once again instructed
employees working this line on the serious need to wait until all functions are complete,
the line shut down and not in the automatic mode before attempting any maintenance."
(OSHA Accident Report ID: 0352420).

It is possible to identify a number of factors that were intended to prevent this incident from
occurring. Line management had trained the employees not to intervene until the robot welding
cycle was complete. Lubrication was intended to be completed when the line was 'shut down' rather
than in automated mode. It is also possible to identify potential factors that might have been
changed to prevent the accident from occurring. For example, physical barriers might have been
introduced into the working environment so that employees were prevented from intervening during
automated operations. Similarly, established working practices may in some way have encouraged
such risk taking as the report comments the management `once again' instructed employees to wait
until the line was shut down. These latent problems created the context in which the incident could
occur [698]. The triggering event, or catalyst, was the employee's decision that she had enough time
to lubricate the device. The lack of physical barriers then left her exposed to the potential hazard
once she had decided to pursue this unsafe course of action. Observations about previously unsafe
working practices in this operation may also have done little to dissuade her from this intervention.
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Figure 1.1 provides a high level view of the ways in which incidents and accidents are caused
by catalytic failures and weakened defences. The diagram on the left shows how the integration

Figure 1.1: Components of Systems Failure

of working practices, working environment, line management and regulatory intervention together
support a catalytic or triggering failure. Chapter 3 will provide a detailed analysis of the sources for
such catalytic failures. For now, however, it is suÆcient to observe that there a numerous potential
causes ranging from human error through to stochastic equipment failures through to deliberate
violations of regulations and working practices. It should also be apparent that there may be
catalytic failures of such magnitude that it would be impossible for any combination of the existing
structures to support, for any length of time. In contrast, the diagram on the right of Figure 1.1
is intended to illustrate how weaknesses in the integration of system components can increase an
application's vulnerability to such catalytic failures. For example, management might strive to
satisfy the requirements speci�ed by a regulator but if those requirements are 
awed then there is
a danger that the system will be vulnerable to future incidents. These failures in the supporting
infrastructure are liable to develop over a much longer timescale than the triggering events that
place the system under more immediate stress.

The diagrams in Figure 1.1 sketch out one view of the way in which speci�c failures place stress
on the underlying defences that protect us from the hazards what were listed in previous paragraphs.
A limitation of these sketches is that they provide an extremely static impression of a system as it
is stressed by catalytic failures. In contrast, Figure 1.2 provides a more process oriented view of
the development of an occurrence or critical incident. Initially, the systems is in a `normal' state.
Of course, this `normal' state need not itself be safe if there are 
aws in the working practices
and procedures that govern everyday operation. The systems may survive through an incubation
period in which any residual 
aws are not exposed by catalytic failures. This phase represents
a `disaster waiting to happen'. However, at some point such an event does cause the onset of
an incident or accident. These failures may, in turn, expose further 
aws that trigger incidents
elsewhere in the same system or in other interrelated applications. After the onset of a failure,
protection equipment and other operators may intervene to mitigate any consequences. In some
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Figure 1.2: Process of Systems Failure

cases, this may return the system to a nominal state in which no repair actions are taken. This has
potentially dangerous implications because the 
aws that were initially exposed by the triggering
event may still reside in the system. Alternatively, a rescue and salvage period may be initiated in
which previous shortcomings are addressed. In particular, a process of cultural readjustment is likely
if the potential consequences of the failure have threatened the continued success of the organisation
as a whole. For example, the following passage comes from a report that was submitted to the
European Commission's Major Accident Reporting System (MARS) [229]:

\At 15:30 the crankcase of an URACA horizontal action 3 throw pump, used to boost
liquid ammonia pressure from 300 psi to 3,400 psi, was punctured by fragments of the
failed pump-ram crankshaft. The two operators investigating the previously reported
noises from the pump were engulfed in ammonia and immediately overcome by fumes.
Once the pump crackcase was broken, nothing could be done to prevent the release of
the contents of the surge drum (10 tonnes were released in the �rst three minutes).
The supply of ammonia from the ring main could only be stopped by switching o� the
supply pump locally. No one were able to do this as the two gas-tight suits available
were preferentially used for search and rescue operations, and thus release of ammonia
continued. Ammonia fumes quickly began to enter the plant control room and the
operators hardly had the time to sound the alarms and start the plant shut-down before
they had to leave the building using 10 minutes escape breathing apparatus sets. During
the search and rescue operation the �re authorities did not use the gas-tight suits and
fumes entered the gaps around the face piece and caused injuries to 5 men. The ammonia
cloud generated by the initial release drifted o�-site and remained at a relatively low
level." (MARS report 814).

A period of normal operation led to an incubation period in which the pump-ram crankshaft was
beginning to fail and required maintenance. The trigger event involved the puncture of the pump's
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crankcase when the ram crankshaft eventually failed. This led to the onset of the incident in which
two operators were immediately overcome. This then triggered a number of further, knock-on failures.
For instance, the injuries to the �remen were caused because they did not use gas tight suits during
their response to the initial incident. In this case, only minimal mitigation was possible as operators
did not have the gas tight suits that were necessary in order to isolate the ammonia supply from the
ring main. Those suits that were available were instead deployed to search and rescue operations.

Many of the stages shown in Figure 1.2 are based on Turner's model for the development of a
system failure [790]. The previous �gure introduces a mitigation phase that was not part of this
earlier model. This is speci�cally distinguished from Turner's rescue and salvage stage because
it re
ects the way in which operators often intervene to `cover up' a potential failure by taking
immediate action to restore a nominal state. In many instances, individuals may not even be aware
that such necessary intervention should be reported as a focus for potential safety improvements.
As Leveson points out, human intervention routinely prevents the adverse consequences of many
more occurrences than are ever recorded in accident and incident reports [486]. This also explains
our introduction of a feedback loop between the mitigation and the situation normal phases. These
features were not necessary in Turner's work because his focus was on accidents rather than incidents.
Figure 1.2 also introduces a feedback loop between the onset and trigger phases. This is intended to
capture the ways in which an initial failure can often have knock-on e�ects throughout a system. It
is very important to capture these incidents because are increasingly common as we move to more
tightly integrated, heterogeneous application processes.

Previous paragraphs have sketched a number of ways in which particular hazards contribute to
occupational injuries. They have also introduce a number of high-level models that can be used to
explain some of the complex ways in which background failures and triggering events combine to
expose individuals to those hazards. The following sections build on this analysis by examining the
likelihood of injury to individuals in particular countries and industries. We also look at the costs
of these adverse events to individuals and also to particular industries. The intention is to reiterate
the importance of detecting potential injuries and illnesses before they occur.

1.1.1 The Likelihood of Injury and Disease

Work-place incidents and accidents are relatively rare. In the United Kingdom, approximately 1
in every 200 workers reports an occupational illness or injury resulting in more than three days of
absence from employment every year [331]. OSHA estimates that the rate of work-related injuries
and illnesses dropped from 7.1 per year for every 100 workers in 1997 to 6.7 in 1998 [652]. These
�gures re
ect signi�cant improvements over the last decade. For example, the OSHA statistics
show that the number of work-related fatalities has almost been halved since it was established by
Congress in 1971. The Australian National Occupational Health and Safety Commission report that
the rate of fatality, permanent disability or a temporary disability resulting in an absence from work
of one week or more was 2.2 per 100 in 1997-8, 2.5 in 1996-7, 2.7 in 1995-6, 2.9 in 1994-95, 3.0 in
1993-4, 2.8 in 1992-3 [44]. The following �gures provide the same data per million hours worked: 13
in 1997-8, 14 in 1996-7, 16 in 1995-6, 16 in 1994-5, 17 in 1993-4, 19 in 1992-3.

These statistics hide a variety of factors that continue to concern governments, regulators, man-
agers, operators and the general public. The �rst cause for concern stems from demographic and
structural changes in the workforce. Many countries continue to experience a rising number of work-
ers. This is both due to an increasing population and to structural changes in the workforce, for
instance increasing opportunities for women. In the United Kingdom, the 1% fall between 1998 and
1999 in the over 3 day injury rate is being o�set by a (small) rise in the total number of injuries from
132,295 to 132,307 in 1999-2000 [331]. Similarly the OSHA �gures for injury and illness rates show
a 40 % decline since 1971. At the same time, however, U.S. employment has risen from 56 million
workers at 3.5 million worksites to 105 million workers at nearly 6.9 million sites [652]. Population
aging will also have an impact upon occupational injury statistics. Many industrialised countries
are experiencing the twin e�ects of a falling birth rate and a rising life expectancy. This will in-
crease pressure on the workforce for higher productivity and greater contributions to retirement
provision. Recent estimates place the number of people aged 60 and over at 590 million worldwide.
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By 2020, this number is projected to exceed 1,000 million [873]. Of this number, over 700 million
older people will live in developing counties. These projections are not simply signi�cant for the
burdens that they will place on those in work. Older elements of the workforce are often the most
likely to su�er fatal work-related injuries. In 1997-98, the highest rate of work-related fatalities in
Australia occurred in the 55 plus age group with 1.3 deaths per 100 employees. They were followed
by the 45-49 and 50-54 age groups with approximately 0.8 fatalities per 100 employees. The lowest
number of fatalities occurred in workers under that age of 20 with 0.2 deaths per 100 employees. It
can be diÆcult to interpret such statistics. For example, they seem to indicate that the rising risks
associated with aging outweigh any bene�cial e�ects from greater expertise across the workforce.
Alternatively, the statistics may indicate that younger workers are more likely to survive injuries that
would prove fatal to older colleagues. The UK rate of reportable injury is lower in men aged 16-19
than all age groups except for those above 55 [326]. However, the HSE report that the di�erences
between age groups are not statistically signi�cant when allowing for the higher accident rates for
those occupations that are mainly performed by younger men. There is also data that contradicts
the Australian experience. Young men, aged 16-24, face a 40% higher relative risk of all workplace
injury than men aged 45-54 even after allowing for occupations and other job characteristics.

The calculation of health and safety statistics has also been e�ected by social and economic
change. Part-time work has important e�ects on the calculation of health and safety statistics per
head of the working population [652, 326]. The rate of injury typically increases with the amount
of time exposed to a workplace risk. However, it is possible to normalise the rate using an average
number of weekly hours of work. The rate of all workplace injury in the UK is 8.0 per 100 for people
working less than 16 hours per week. For people working between 16 and 29 hours per week it is 4.3,
between 30 and 49 hours it is 3.8, between 50 and 59 it is 3.2 and people working 60 or more hours
per week have an accident rate of 3.0 per 100 workers per annum. People who work a relatively low
number of hours have substantially higher rates of all workplace and reportable injury than those
working longer hours. The relatively high risk in workers with low hours remains after allowing for
di�erent occupational characteristics [326]. The growth of temporary work has similar implications
for some economies. In the UK, the rate of injury to workers in the �rst 6 months is double that
of their colleagues who have worked for at least a year. This relatively high risk for new workers
remains after allowing for occupations and hours of work. 57% temporary workers have been with
their employer for less than 12 months.

Figure 1.1 shows that accident rates are not uniformly distributed across industry sectors. For ex-
ample, the three day rate for agriculture and �shing in the United Kingdom is 1.2 per 100 employees.
The same rate for the services industries is approximately 0.4 per 100 workers.

Industry UK Germany France Spain Italy
1993 1994 1993 1994 1993 1992 1993 1991

Agriculture 7.3 8.5 6.0 6.7 9.8 9.1 5.4 18.4
Utilities 0.5 0.6 3.1 4.3 5.6 12.5 10.1 4.4
Manufacturing 1.6 1.2 2.3 1.6 2.3 6.7 4.9 3.3
Construction 8.9 6.9 7.9 8.0 17.6 21.0 19.3 12.8
Transport 2.2 2.0 7.2 7.5 6.5 13.0 10.7 11.2
Other
services

0.3 0.4 1.0 1.2 1.9 1.4 1.5 0.9

All
Industries

1.2 0.9 3.3 3.2 3.9 6.4 5.1 5.5

Table 1.1: Industry Fatality Rates in UK, Germany, France, Spain & Italy [324]

Accidents rates also di�erent with gender. Positive employment practices are exposing increasing
numbers of women to a greater variety of risks in the workplace. The overall Australian National
Occupational Health and Safety Commission rate of 2.2 injuries and illnesses per 100 workers hides
a considerable variance [44]. For males the rate was 2.9 per 100 workers whilst it was 1.3 for females.
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In 1997-8, the industries with the highest number of male fatalities were Transport and Storage (66)
and Manufacturing (64), while for females Accommodation, Cafes and Restaurants (4) and Property
and Business Services (4) were the highest. The male fatalities were mainly employed as Plant and
Machine Operators, and Drivers (91). Female fatalities were mainly employed as Managers and Ad-
ministrators (5). These di�erences may decline with underlying changes in workplace demographics.
However, UK statistics suggest some signi�cant residual di�erences between the genders:

\the rate of all workplace injury is over 75% higher in men than women, re
ecting that
men tend to be employed in higher risk occupations. After allowing for job characteristics,
the relative risk of workplace injury is 20% higher in men compared with women. Job
characteristics explain much of the higher rate of injury in men but not all because men
still have an unexplained 20% higher relative risk". [326]

Table 1.1 illustrates how the rate of industrial injuries di�ers within Europe. Such di�erences are
more marked when comparisons are extended throughout the globe. However, it is not always
possible to �nd comparable data:

\The evaluation of the global burden of occupational diseases and injuries is diÆcult.
Reliable information for most developing countries is scarce, mainly due to serious lim-
itations in the diagnosis of occupational illnesses and in the reporting systems. WHO
estimates that in Latin America, for example, only between 1 and 4% of all occupa-
tional diseases are reported. Even in industrialised countries, the reporting systems are
sometimes fragmented." [873]

For example, the Australian statistics cited in previous paragraphs include some cases of coronary
failure that would not have been included within the UK statistics. These problems are further
exacerbated by the way in which local practices a�ect the completion of death certi�cations and
other reporting instruments. For instance, the death of a worker might have been indirectly caused
by a long running coronary disease or by the immediate physical exertion that brings on a heart
attack. It is important to emphasise that even if it were possible to implement a consistent global
reporting system for workplace injuries, it would still not be possible to directly draw inferences about
the number of incidents and accidents directly from that data. Many incidents still go unreported
even if well-established reporting systems are available. A further limitation is that injury and
fatality statistics tell us little or nothing about `near miss' incidents that narrowly avoided physical
harm.

1.1.2 The Costs of Failure

In 1996 the UK Health and Safety Executive estimated that workers and their families lost ap-
proximately $558 million per year in reduced income and additional expenditure from work-related
injury and ill health [322]. They also estimated that the loss of welfare in the form of pain, grief and
su�ering to employees and their families was equivalent to a further $5.5 billion. These personal
costs also have wider implications for employers, for the local economy and ultimately for national
prosperity. The same study estimated that the direct cost to employers was approximately $2.5
billion a year; $0.9 billion for injuries and $1.6 billion for illness. In addition, the loss caused by
avoidable accidental events that do not lead to injury was estimated at between $1.4 billion and
$4.5 billion per year. This represents 4-8% of all UK industrial and commercial companies' gross
trading pro�ts.

Employers also incur costs through regulatory intervention. These actions are intended to ensure
that a disregard for health and safety will be punished whether or not an incident has occurred.
Tables 1.2 and 1.3 summarise the penalties imposed by United States' Federal and State inspectors in
the �scal year 1999 [652]. Regulatory actions imposed a cost of $151,361,442 beyond the immediate
�nancial losses incurred from incidents and accidents. These �gures do not account for the numerous
competitive disadvantages that are incurred when organisations are associated with high-pro�le
failures [675].
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Violations Percent Type Penalties
646 0.8 Willful $24,460,318
50,567 66 Serious $50,668,509
1,816 2 Repeat $8,291,014
226 0.3 Failure to abate $1,205,063
408 0.01 Unclassi�ed $3,740,082
23,533 30 Other $1,722,338
77,196 Total $90,087,324

Table 1.2: Federal Inspections Fiscal Year 1999
Violations Percent Type Penalties
441 0.3 Willful $12,406,050
57,010 40 Serious $35,441,267
2,162 1.5 Repeat $4,326,620
785 0.5 Failure to abate $2,860,972
46 0.0002 Unclassi�ed $2,607,900
82,120 40 Other $3,631,309
202,962 Total $61,274,118

Table 1.3: State Inspections Fiscal Year 1999

1.2 Social and Organisational In
uences

These statistics illustrate the likelihood and consequences of occupational injuries. It is important,
however, to emphasise that this data su�ers from a number of biases. Many of the organisations that
are responsible for collaring the statistics are also responsible for ensuring that mishap frequencies
are reduced over time. Problems of under-reporting can also complicate the interpretation of national
�gures. There is often a fear that some form of blame will attach itself to those organisations that
return an occupational health reporting form. The OSHA record keeping guidelines stress that:

\Recording an injury or illness under the OSHA system does not necessarily imply
that management was at fault, that the worker was at fault, that a violation of an
OSHA standard has occurred, or that the injury or illness is compensable under workers'
compensation or other systems." [653]

However, in many counties including the United States, organisations that have a higher reported
rate of occupational illness or injury become the focus of increasing levels of regulatory inspection
and intervention. This has a certain irony because, as OSHA acknowledge, relatively low levels of
reported injuries and illnesses may be an indicator of poor health and safety management:

\...during the initial phases of identifying and correcting hazards and implementing
a safety and health program an employer may �nd that its reported rate increases. This
may occur because, as an employer improves its program, worker awareness and thus
reporting of injuries and illnesses may increase. Over time, however, the employer's ...
rate should decline if the employer has put into place an e�ective program." [648]

It is instructive to examine how our analysis relates to previous work on enhancing the safety of
hazardous technologies. Two schools of thought can be identi�ed; the �rst stems from the `normal
accident' work of Perrow [675]; the second stems from the idea of `high reliability' organisations
[718].

1.2.1 Normal Accidents?

Perrow argues that the characteristics of high-risk technologies make accidents inevitable, in spite
of the e�ectiveness of conventional safety devices. These characteristics include complexity and
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tight coupling. Complexity arises from our limited understanding of some transformation stages
in modern processing industries. It stems from complex feedback loops in systems that rely on
multiple, interacting controls. Complexity also stems from many common-mode interconnections
between subsystems that cannot easily be isolated. More complex systems produce unexpected
interactions and so can provoke incidents that are harder to rectify.

Perrow also argues that tight coupling plays a greater role in the adverse consequences of many
accidents than the complexity of modern technological systems. This arises because many applica-
tions are deliberately designed with narrow safety margins. For example, a tightly coupled system
may only permit one method of achieving a goal. Access to additional equipment, raw materials
and personnel is often limited. Any bu�ers and redundancy that are allowed in the system are
deliberately designed only to meet a few speci�ed contingencies. In contrast, Perrow argues that
accidents can be avoided through loose coupling. This provides the time, resources and alternative
paths to cope with a disturbance.

There is evidence to contradict parts of Perrow's argument [710, 684]. Some `high reliability'
organisations do seem to be able to sustain relatively low incident rates in spirit of operating complex
processes. Viller [847] identi�es a number of key features that contribute to the perceived success of
these organisations:

� The leadership in an organisation places a high priority on safety.

� High levels of redundancy exist even under external pressures to trim budgets.

� Authority and responsibility are decentralised and key individuals can intervene to tackle
potential incidents. These actions are supported by continuous training and by organisational
support for the maintenance of an appropriate safety culture.

� Organisational learning takes place through a variety of means, including trial and error but
also through simulation and hypothesis testing.

These characteristics illustrate the important role that incident reporting plays for `high reliabil-
ity' organisations. Such applications are an important means of supporting organisational learning.
Table 1.4 summarises the main features of 'Normal Accident' theory and 'High Reliability' organi-
sations. Sagan [718] used both of these approaches to analyse the history of nuclear weapons safety.
His conclusions lend weight to Perrow's pessimistic assessment that some accidents are inevitable.
They are signi�cant because they hold important implications for the interpretation both of incident
and accident reports. For example, Sagan argues that much of the evidence put forward to support
high reliability organisations is based on data that those organisations help to produce. Accounts of
good safety records in military installations are often dependent on data supplied by the military.
This is an important caveat to consider during the following pages in which we will present incident
and accident statistics. We may not always be able to rely upon the accuracy of information that
organisations use to publicise improvements in their own safety record. Sagan also argues that social
pressures act as brakes on organisational learning. He identi�es ways in which stories about previous
failures have been altered and falsi�ed. He then goes on to show how the persuasive e�ects of such
pressures can help to convince the originators of such stories that they are, in fact, truthful accounts
of incidents and accidents. This reaches extremes when failures are re-painted as notable successes.

1.2.2 The Culture of Incident Reporting

Sagan's work shows that a variety of factors can a�ect whether or not adverse events are investigated.
Thes factors a�ect both individuals and groups within safety-critical organisations. The impact of
cultural in
uences, of social and legal obligations, cannot be assessed without regard to individual
di�erences. Chapter 3 will describe how subjective attitudes to risk taking and to the violation of
rules can have a profound impact upon our behaviour. For now it is suÆcient to observe that each
of the following in
uences will a�ect individuals in a number of di�erent ways.

In some groups, it can be disloyal to admit that either you or your colleagues have made a mistake
or have been involved in a `failure'. These concerns take a number of complex forms. For example,
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High Reliability Organisations Normal Accidents Theory
Accidents can be prevented through
good organisational design and
management

Accidents are inevitable in complex
and tightly coupled systems.

Safety is the priority organisational
objective.

Safety is one of a number of compet-
ing objectives.

Redundancy enhances safety: dupli-
cation and overlap cam make a reli-
able system out of unreliable parts.

Redundancy often causes accidents:
it creates interactive complexity and
encourages risk taking.

Decentralised decision-making is
needed to permit prompt and

exible operating responses to
surprises

De-centralised control is needed for
complex systems but centralised
control is needed for tight coupling.

A culture of reliability enhances
safety by encouraging uniform and
appropriate responses by operators

A military model of intense disci-
pline and isolation is incompatible
with democratic values

Continuous operations, training and
simulations can create and maintain
high reliability operations.

Organisations cannot train for
unimagined, highly dangerous or
politically unpalatable operations

Trial and error learning from acci-
dents can be e�ective and can be
supplemented by anticipation and
simulations

Denial of responsibility, faulty re-
porting and reconstruction of his-
tory cripples learning e�orts.

Table 1.4: Competing Perspectives on Safety with Hazardous Technologies [718]

individuals may be prepared to report failures. However, individuals may be reluctant to face the
retribution of their colleagues should their identity become known. These fears are compounded if
they do not trust the reporting organisation to ensure their anonymity. For this reason, NASA go
to great lengths to publicise the rules that protect the identity of contributors to the US Aviation
Safety Reporting System.

Companies can support a good 'safety culture' by investing in and publicising workplace reporting
systems. A number of factors can, however, undermine these initiatives. The more active a company
is in seeking out information about previous failures then the worse its safety record may appear. It
can also be diÆcult to sustain the employee protection that encourages contributions when incidents
have economic as well as safety implications. Individuals can be o�ered re-training after a �rst
violation, re-employment may be required after a second or third.

The social in
uence of a company's `safety culture' is reinforced by the legal framework that
governs particular industries. This is most apparent in the regulations that govern what should
and what should not be reported to national safety agencies. For example, the OSHA regulations
follow Part 1904.12(c) of the Code of Federal Regulations. These require that employers record
information about every occupational death; every nonfatal occupational illness; and those nonfatal
occupational injuries which involve one or more of the following: loss of consciousness, restriction
of work or motion, transfer to another job, or medical treatment (other than �rst aid). [653] As we
shall see, this focus on accidents rather than `near-miss' incidents re
ects an ongoing debate about
the scope of Federal regulation and enforcement in the United States.

It is often argued that individuals will not contribute to reporting systems unless they are pro-
tected from self-incrimination through a `no blame' policy [700]. It is diÆcult for organisations to
preserve this `no blame' approach if the information that they receive can subsequently be used
during prosecutions. Conversely, a local culture of non-reporting can be reinforced or instigated by
a fear of legal retribution if incidents are disclosed. These general concerns characterise a range
of more detailed institutional arrangements. For example, some European Air TraÆc Management
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providers operate under a legal system in which all incidents must be reported to the police. In
neighbouring countries, the same incidents are investigated by the service providers themselves and,
typically, fall under an informal non-prosecution agreement with state attorneys. Other countries
have more complex legal situations in which speci�c industry arrangements also fall under more gen-
eral regional and national legislation. For example, the Utah Public OÆcers and Employees' Ethics
Act and the Illinois' Whistle Blower Protection Act are among a number of state instruments that
have been passed to protect respondents. These local Acts provide for cases that are also covered
by Federal statutes including the Federal False Claims Act or industry speci�c provision for Whistle
Blowers such as section 405 of the Surface Transportation Assistance Act. This has created some
disagreement about whether state legislation preempts federal law in this area; several cases have
been conducted in which claimants have �led both common law and statutory suits at the same
time. Cases in Texas and Minnesota have shown that Federal statutes provide a base-line and not
a ceiling for protection in certain states. Such legal complexity can deter potential contributors to
reporting systems.

There are other ways in which the legislative environment can a�ect reporting behaviour. For
example, freedom of information and disclosure laws are increasing public access to the data that
organisations can hold. The relatives or representatives of people involved in an accident can poten-
tially use these laws to gain access to information about previous incidents. In such circumstances,
there is an opportunity for punitive damages to be sought if previous, similar incidents were reported
but not acted upon. These concerns arose in the aftermath of the 1998 Tobacco Settlement with
cigarette manufacturers in the United States. Prior to this settlement, states alleged that companies
had conspired to withhold information about the adverse health e�ects of tobacco [580].

The legislative environment for accident and incident reporting is partly shaped by higher-level
political and social concerns. For example, both developed and developing nations have sought to
deregulate many of their industries in an attempt to encourage growth and competition. Recent
initiatives to liberalise the Indian economy have highlighted this con
ict between the need to se-
cure economic development whilst also coordinating health and safety policy. The Central Labour
Institute has developed national standards for the reporting of major accidents. However, the Di-
rectorate General of Factory Advice Services and the Labour Institutes have not developed similar
guidelines for incident and occurrence reporting. The focus has been on developing education and
training programmes that can target speci�c health and safety issues after industries have become
established within a region [156].

Some occupational health and safety reporting system have, however, been extended to explicitly
collect data about both actual accidents and `near-miss' incidents. For example, employers in the UK
are guided by the Reporting of Injuries, Diseases and Dangerous Occurrences Regulations (RIDDOR)
1995. These cover accidents which result in an employee or a self-employed person dying, su�ering
a major injury, or being absent from work or unable to do their normal duties for more than three
days. They also cover `dangerous occurrences' that do not result in injury but have the potential to
do signi�cant harm [320]. These include:

� The collapse, overturning or failure of load-bearing parts of lifts and lifting equipment.

� The accidental release of a biological agent likely to cause severe human illness.

� The accidental release of any substance which may damage health.

� The explosion, collapse or bursting of any closed vessel or associated pipework.

� An electrical short circuit or overload causing �re or explosion.

� An explosion or �re causing suspension of normal work for over 24 hours.

Similarly, Singapore's Ministry of Manpower requires that both accidents and `dangerous occur-
rences' must be reported. Under the fourth schedule of the national Factory Act, these may `under
other circumstances' have resulted in injury or death [742]. The detailed support that accompanies
the act provide exhaustive guidance on the de�nition of such dangerous occurrences. These are taken
to include incidents that involve bursting of a revolving vessel, wheel, grindstone or grinding wheel.
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Dangerous occurrences also range from electrical short circuit or failure of electrical machinery, plant
or apparatus, attended by explosion or �re or causing structural damage to an explosion or failure
of structure of a steam boiler, or of a cast-iron vulcaniser.

A duty to report on incidents and accidents does not always imply that information about these
occurrences will be successfully acted upon. This concern is at the heart of continuing attempts
to impose a `duty to investigate' upon UK employers. At present, the UK regulatory framework is
one in which formal accident investigation of the most serious incidents is undertaken by specially
trained investigators. Employers are not, in general, obliged to actively �nding out what caused
something to go wrong. Concern about this situation led to a 1998 discussion document that was
published by the Health and Safety Commission (HSC). It was observed that:

\At present, there is no law which explicitly requires employers to investigate the
causes of workplace accidents. Many employers do undertake accident investigation
when there has been an event in the workplace which has caused injury in order to
ensure lessons are learnt, and although there is no explicit legal duty to investigate
accidents there are duties under some health and safety law which may lead employers
to undertake investigation. The objective of a duty to investigate accidents would be
to ensure employers draw any appropriate lessons from them in the interests of taking
action to prevent recurrence." [314]

There are many organisational reasons why a body such as the HSC would support such an initiative.
The �rst is the face-value argument that such a duty to investigate accidents and incidents would
encourage employers to adopt a more pro-active approach to safety. The second is that such a
duty would help to focus �nite regulatory resources by following the deregulation initiated in the
UK under the Robens Committee [709]. This group responded to the mass of complex regulations
that had emerged from the plethora of nineteenth century factory acts. As industries merged and
emerged, it was diÆcult for employers to know which parts of each act actually applied to their
business. As a result, the Robens Committee helped to propose what became the Health and Safety
at Work Act (1974). Key sections of the Roben report [701] argued that:

\We need a more e�ective self-regulating system... It calls for better systems of safety
organisation, for more management initiatives, and for more involvement of work people
themselves. The objectives of future policy must, therefore, include not only increasing
the e�ectiveness of the state's contribution to safety and health at work but also, and
more importantly, creating conditions for more e�ective self-regulation" [709]

The same concerns over the need to target �nite regulatory resources and the need to encourage
pro-active intervention by other organisations also inspired attempts in the United States to es-
tablish OSHA's Cooperative Compliance Programme. This focused on the 12,000 employers that
had the highest reported mishap rates. Those companies that agreed to participate and invest in
safety management programs were to be o�ered a reduced likelihood of OSHA inspection. This was
estimated to be a reduction from an absolute certainty of inspection down to approximately 30%
[648]. This policy was intended to leverage OSHA resources by encouraging commercial investment
in safety. It was also intended to provide OSHA with a means of targeting �nite inspection re-
sources. However, employers' organisations claimed that it introduced new roles and responsibilities
for the Federal organisation. The US Chamber of Commerce helped to present a case before the US
Court of Appeals that succeeded in blocking OSHA's plans. The Assistant Secretary of Labour for
Occupational Safety and Health argued:

\The goal of Cooperative Compliance Programme (CCP) is to use OSHA's limited
resources to identify dangerous work sites and work in partnership with management and
labour to �nd and �x hazards. America's taxpayers expect nothing less for their contin-
ued support and funding of OSHA. This lawsuit is frivolous; it has no merit and aims
only to hinder our ability to protect working men and women from often life-threatening
hazards. The CCP is an enforcement program{not a regulation. We are con�dent that
our program is lawful. Attempts by the National Association of Manufacturers and the
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U.S. Chamber of Commerce to throw-up legal roadblocks will only ensure that the most
dangerous work sites in America remain that way, putting untold numbers of workers at
risk." [397]

The CCP provides important insights into the regulatory environment in the United States. As
a result of the legal action, OSHA was forced to build less formal partnerships with employers'
organisations. The CCP is also instructive because OSHA produced detailed guidance on those
measures that high-reporting organisations ought to introduce in order to address previous failures.
Table 1.5 presents OSHA's guidelines [648] on how to assess the quality of accident investigation
within an organisation. As can be seen, the investigation of `near-miss' incidents, or occurrences in
HSE terms, characterises an organisation at the highest level of safety management.

1 No investigation of accidents, injuries, near misses, or other
incidents is conducted.

2 Some investigation of incidents takes place, but root cause
may not be identi�ed, and correction may be inconsistent.
Supervisors prepare injury reports for lost time cases.

3 OSHA-101 (report form) is completed for all recordable in-
cidents. Reports are generally prepared with cause identi-
�cation and corrective measures prescribed.

4 OSHA-recordable incidents are always investigated, and ef-
fective prevention is implemented. Reports and recommen-
dations are available to workers. Quality and complete-
ness of investigations are systematically reviewed by trained
safety personnel.

5 All loss-producing accidents and near-misses are investi-
gated for root causes by teams or individuals that include
trained safety personnel and workers.

Table 1.5: OSHA Levels of Accident and Incident Investigation

Di�erent reporting systems have di�erent de�nitions of what should and what should not be
reported. These distinctions re
ect national and international agreements about the nature of in-
cidents and accidents. For instance, Table 1.6 embodies International Civil Aviation Organisation
(ICAO) and EUROCONTROL requirements for incident and accident reporting in Air TraÆc Con-
trol. As can be seen, this covers both speci�c safety-related incidents such as the loss of control in

ight and also failures to provide adequate air traÆc management services.

Table 1.6 provides domain dependent de�nitions of incidents and accidents. Each row provides
explicit examples of occurrences in Air TraÆc Management. It could not easily be used in the
chemical or healthcare industries. It can still be diÆcult to apply these consequence based de�nitions
of ATM incidents and accidents. For example, a loss of separation might be avoided if air crews
spot each other and respond appropriately. Such an occurrence might be given a relatively low
criticality assessment; no loss of separation occurred. However, it can also be argued that this
incident ought to be treated as if an air proximity violation had occurred because air traÆc control
did not intervene to prevent it from happening. This approach is exploited within some European
ATM service providers.

Further problems complicate the use of consequence based de�nitions of accidents and incidents,
such as those illustrated in Table 1.6. Individuals may not be able to observe the consequences of
the adverse events that they witness. For example, maintenance teams are often remote from the
operational outcomes of their actions. As a result, organisations such as the UK Civil Aviation
Authority approve speci�c lists of occurrences that must be reported. For instance, the Ground
Occurrence Report Form E1022 is used for the noti�cation of defects found during work on aircraft
or aircraft components which are considered worthy of special attention [10]. In contrast to Table 1.6,
the following list includes procedural errors and violations, such as incorrect assembly, as well as
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Occurrence Category De�nitions of an Occurrence
Accidents Mandatory Mid-air collision, controlled 
ight into terrain,

ground collision between aircraft, ground colli-
sion between aircraft and obstruction. Other
accidents of special interest including loss of
control in 
ight due to VORTEX or meteoro-
logical conditions.

Incidents Mandatory Loss of air separation, near controlled 
ight
into terrain, runway incursion, inability to
provide ATM services, breach in ATM system
security.

Other oc-
currences

Voluntary Anything which has serious safety implica-
tions but which is neither an accident nor an
incident.

Table 1.6: Distinctions between Accidents and Incidents in Air TraÆc Control

observations of potential component failure, such as overheating of primary or secondary structure:

� Defects in aircraft structure such as cracks in primary or secondary structure, structural cor-
rosion or deformation greater than expected

� Failures or damage likely to weaken attachments of major structural items including 
ying
controls, landing gear, power plants, windows, doors, galleys, seats and heavy items of equip-
ment

� When any component part of the aircraft is missing, believed to have become detached in 
ight

� Overheating of primary or secondary structure

� Incorrect assembly

� Failure of any emergency equipment that would prevent or seriously impair its use

� Critical failures or malfunction of equipment used to test aircraft systems or aircraft units

� Any other occurrence or defect considered to require such noti�cation.

The ICAO list of air traÆc incidents relied upon an analysis of the potential consequences of any
failure. In contrast, the CAA de�nition of ground maintenance incidents was built from a list
of errors, violations and observations of potential failures. These di�erences can be explained in
terms of the intended purpose of these de�nitions. In the former case, the list of ATM accidents
and incidents was intended as a guideline for safety managers in national service providers. They
are assumed to have the necessary investigative resources, analytical insights and reconstruction
capabilities to assess potential outcomes once incidents have been reported. However, the CAA
reporting procedures provide direct guidance for maintenance personnel. These individuals are
not expected to anticipate the many di�erent potential outcomes that can stem from the failures
that they observe. Such criticality assessments must be performed by the line management who
receive and interpret the information from incident reporting systems. These di�erences illustrate
the diÆculty of developing a priori de�nitions of accidents and incidents that ignore the purpose to
which those de�nitions will be put.

Some authors have constructed more general de�nitions of accidents and incidents. For instance,
Perrow [675] proceeds by distinguishing between four levels of any system. Unlike most regulatory
de�nitions, such as that illustrated in Table 1.6, Perrow does not focus directly on the likely conse-
quences of a failure but rather looks at those portions of a system that were e�ected by an incident
or accident:
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1. parts. The �rst level of any system represent the smallest components that are likely to be
considered during an accident investigation. They might include objects such as a valve.

2. unit. These are functionally related collections of parts. For example, a motor unit is built
from several individual component parts.

3. subsystem. These are composed from individual units. For example, the secondary coolant
system of a nuclear reactor will contain a steam generator and a water return unit.

4. the plant or system. This is the highest level involved in an accident. Beyond this it is only
pro�table to think in terms of the impact of an accident on the environment.

In Perrow's terms, accidents only involve those failures that a�ect levels three and four of this
hierarchy. Incidents disrupt components at levels one and two. This de�nition is critical for the
normal accidents argument that Perrow proposes in his book. He argues that `engineered safety
functions' cannot reliably be constructed to prevent some incidents from becoming accidents at
levels three and four. Unfortunately, however, these distinctions raise a number of problems for our
purposes. De�nitions of incidents and accidents must serve the pragmatic role of helping individual
workers to know what should, and what should not, be reported. It is unclear whether people would
ever be able to make the distinctions between levels 2 and 3 that would be required under this
scheme.

There are further practical problems in applying such structural distinctions between accidents
and incidents. As with consequential de�nitions, it may be diÆcult for any individual to determine
the scope of any failure as it occurs. They may fail to realise that the failure of a level one valve will
create knock-on e�ects that compromise an entire level four system. The social and cultural issues
that were introduced in previous sections also a�ect the interpretation of accidents and incidents.
This is illustrated in Figure 1.3. From the viewpoint of person A, the system is operating `abnormally'

Figure 1.3: Normal and Abnormal States

as soon as it moves from state 1 to state 2. Person B holds di�erent beliefs about what is, and what
is not, normal. As a result, they only consider that an incident has occurred when the system moves
from state 2 to state 3. The di�erent viewpoints shown in this sketch can arise for a number of
reasons. For example, Person A may have been trained to identify the transition between states 1
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and 2 as potentially hazardous. Alternatively, person B may exhibit individual attitudes to risk that
can dispose them not to report hazardous incidents. Figure 1.3 can also illustrate how attitudes
to hazards may change over time. For example, the �gure on the left might represent an initial
attitude when the system is initially installed. Over time, dangerous working practices can become
the norm. It can be diÆcult for many individuals to question such established working practices
even if they violate recognised rules and regulations. Over time, these dangerous practices may
themselves become sanctioned by procedures and regulations. This is illustrated by what Diane
Vaughan has called \normalised deviance" in the events leading to the Challenger accident [846].
Under such circumstances, the �gure on the right might represent the prevailing view of normal and
abnormal states.

The previous analysis helps to identify a number of possible approaches to the de�nition of what
an incident actually is. These can be summarised as follows:

� open de�nitions. This approach encourages personnel to report any failure as a safety-related
incident. It is exploited by the Air Navigation Services Division of the Swedish Civil Aviation
Administration. As a result they receive several thousand reports per year ranging from the
failure of lights or heating systems through to potential air proximity violations. The open
approach to the de�nition of an incident avoids some of the problems with more restricted
de�nitions, see below. However, it can also lead to a dilution of the safety reporting system with
more general concerns. In the Air Navigation Services Division this approach is well supported
by trained `Gatekeepers' who �lter low priority reports from more serious occurrences. The
entire system is, however, dependent on the skill and insight of these personnel and their ability
to perform a timely analysis of the initial reports.

� closed de�nitions. Closed systems lie at the other extreme from open de�nitions such as
those exploited by the Swedish Air TraÆc Control organisation. These systems provide rigid
de�nitions or enumerations for those incidents that are to be reported to the system. All sta�
are trained to recognise these high priority occurrences and all other incidents are handled
through alternative mechanisms. The diÆculty with this approach is that the introduction of
new equipment can have a profound impact upon the sorts of incidents that will occur. As
a result, these enumerations must be revised over time. Otherwise, sta� will not report new
incidents but will instead continue to wait for occurrences that are now prevented by more
secure defences.

� consequential de�nitions. These represent a subset of the closed approach, described above.
Incidents and accidents are distinguished either by their actual outcomes or by the probable
worst case consequences. For example, the US Army regulations distinguish between class
A to D accidents whose consequences range from $1,000,000 or more (class A) to between
$2,000 and $10,000 (class D) [806] Class E incidents result in less that $2,000 damage but
interrupt an operational or maintenance mission. Class F incidents relate to Foreign Object
Damage and are restricted to aviation operations. As we have seen, the problem here is that it
can be diÆcult for operators to predict the possible consequences of a failure without further
investigation and analysis. As a result, these de�nitions tend to be applied by investigators
and analysts after an initial warning or report has been generated.

� structural de�nitions. This is a further example of a closed approach which has strong links to
consequential de�nitions. The consequences of a failure are assessed for each of several layers
of a system. Incidents a�ect the lower level components whilst accidents involve the system
as a whole. There are a number of practical problems in applying this as a guide for incident
reporting. there are also theoretical problems when individual component faults may cause a
fatality, for example through electrocution, even though the system as a whole continues to
satisfy its functional requirements. A strict interpretation of such events would rank them as
an incident and not an accident in Perrow's terms [675].

� procedural de�nitions. This is another example of a closed approach. Rather than focusing on
the anticipated outcome of a failure, procedural de�nitions look at violation of the prescribed
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methods. The problem here is that the individuals who witness violations may fail to recognise
them as violations, especially if they have become part of standard working practices. Such
problems also a�ect incident reporting systems that ask operators to comment on `anything
unusual'.

� pragmatic de�nitions. Some incident reporting systems take a particularly pragmatic approach
to the de�nition of what should and what should not be reported. They are often characterised
by the phrase `target the doable'. This characterises systems that have been established within
larger organisations that may not, as a whole, support the recommendations of the scheme.
Some of the pioneering attempts to establish incident reporting systems within the UK National
Health Service deliberately focused on those occurrences that individual consultants felt that
they could address; incidents stemming from wider acquisitions policy or even from other
clinical departments were deliberately excluded.

� special issues. Finally, some incident reporting systems deliberately focus on key issues. For
instance, the European Turbulent Wake incident reporting system was established with help
from the UK Meteorological Service in response to concerns about a number of occurrences
involving commercial 
ights. Other systems are deliberately focused to elicit information from
key personnel who may be under-represented in existing incident databases. For example,
schemes have been initiated to encourage incident reporting from General Aviation and military
pilots rather than commercial pilots. Other schemes have focused on eliciting information from
medical and surgical sta� rather than nursing personnel.

The preceding discussion should illustrates the diÆculty of providing a single de�nition of accidents
and incidents. These problems stem from the di�erent ways in which di�erent people must use
these de�nitions. The person witnessing an adverse occurrence must know whether or not it is
worthwhile reporting. Safety managers may apply di�erent criteria when determining whether or
not an incident report merits a full-scale investigation or whether it can be dealt with at a more
local level. National authorities may apply further criteria when deciding whether national trends
indicate a need for regulatory intervention.

It is important to emphasise that the distinction between an incident and an accident is not �rm
and cannot be made a priori. The same set of events may be reclassi�ed at several stages in the
investigation and analysis of an occurrence. These must not be arbitrary decisions. Later chapters
will stress the need to provide a documented justi�cation for such changing assessments. However,
there are often important pragmatic reasons for such actions. For example, a number of European air
traÆc control agencies have not reported any major accidents in recent years. As a result, some air
traÆc service providers have begun to treat certain `critical incidents' as-if they were accidents, even
though no loss of life or property has occurred. The intention is to rehearse internal procedures for
dealing with more critical events when, and if, they do occur. Such decisions also focus attention and
resources on the causes of these incidents. To summarise, simple distinctions between accidents and
incidents ignore the underlying complexity that characterises the ways in which di�erent national and
international organisations treat technological failure. Di�erent de�nitions are used, and may indeed
be necessary, to support di�erent stages of an organisation's response to incidents and accidents.

1.3 Summary

It is diÆcult to estimate the costs when human error, systems failure or managerial weakness threat-
ens safety. Employers face a number of direct costs when their employees are injured. The UK Health
and Safety Executive estimate that occupational injuries cost employers around 4-8% of their gross
trading pro�t; currently approximately $6 billion. There are also indirect costs that accrue when
regulators intervene. In the United States Federal and State inspectors levied penalties for health
and safety violations that totalled $151,361,442 for the �scal year 1999. Incident or occurrence
reporting systems enable companies to identify potential failures before they occur. They provide
insights that can be used to guide risk assessment during subsequent development.
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Incident reporting systems provide regulators with data that can be used to guide any necessary
intervention. They help to prioritise health and safety initiatives and awareness raising campaigns.
They can also be used to address public concerns, for example the creation of a national incident
reporting system for UK railways followed shortly after the Ladbroke Grove and Southall accidents.
At an international level, incident reporting systems provide means of ensuring that lessons are
e�ectively shared across national boundaries. The following chapter introduced the challenges that
must be addressed if these claimed bene�ts are to be realised.
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Chapter 2

Motivations for Incident Reporting

This chapter explains why many organisations develop incident reporting systems. The intention is
often to identify potential failures before an accident occurs. The higher frequency of less critical
mishaps and near-miss events also supports statistical analysis that cannot reliably be performed on
relatively infrequent accidents. Data and lessons from one system can be shared with the operators
of other similar applications. The following pages also identify limitations that are often forgotten
by the proponents of incident reporting systems. Many submissions do little more than remind their
operators of hazards that are well understood but are diÆcult to avoid. The resources used by a
reporting system might alternatively fund safety improvements. Managers of successful reporting
systems can be overwhelmed by a mass of data about relatively trivial mishaps. Later sections go
on to review issues of con�dentiality and scope that help to determine whether the claimed bene�ts
outweigh the perceived costs of operating these systems.

2.1 The Strengths of Incident Reporting

The US Academy of Science recommended that a nationwide mandatory reporting system should be
established to improve patient safety [453]. They argued that this system should initially be based
around hospitals but that eventually other `care settings' should be included. The International Civil
Aviation Organisation has published detailed guidance on the manner in which reporting systems
must be implemented within signatory states [384].

\(The assembly) urges contracting states to undertake every e�ort to enhance accident
prevention measures, particularly in the areas of personnel training, information feedback
and analysis and to implement voluntary and non-punitive reporting systems, so as to
meet the new challenges in managing 
ight safety, posed by the anticipated growth and
complexity of civil aviation".
(Resolution A31-10: Improving accident prevention in civil aviation)

\(The assembly) urges all Contracting States to ensure that their aircraft operators,
providers of air navigation services and equipment, and maintenance organisations have
the necessary procedures and policies for voluntary reporting of events that could a�ect
aviation safety" (ICAO Resolution A32-15: ICAO Global Aviation Safety Plan)

The US Coast Guard and the Maritime Administration have helped to establish a voluntary inter-
national maritime information safety system. This is intended to receive, analyse, and disseminate
information about unsafe occurrences. They argue that these `non-accidents' or `problem events'
provide an untapped source of data. They can be used as indicators of safety-levels in the maritime
community and provide the information necessary to prevent accidents before they happen [830].
The goals of the system are to reduce the frequency of marine casualties, to reduce the extent of
injuries and property damage (including environmental damage), and to create a safer and more
eÆcient shipping transportation system and mariner work environment.

21
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The Council of the European Union had similar concerns when it drafted the 1996 directive on
the control of major accident hazards. This has become more widely known as the Sveso II directive;
it was named after the town in Italy where 2,000 people had to be treated following a release of
tetrachlorodibenzoparadioxin (Dioxin) in 1976:

\Whereas, in order to provide for an information exchange and to prevent future acci-
dents of a similar nature, Member States should forward information to the Commis-
sion regarding major accidents occurring in their territory, so that the Commission can
analyse the hazards involved, and operate a system for the distribution of information
concerning, in particular, major accidents and the lessons learned from them; whereas
this information exchange should also cover `near misses' which Member States regard
as being of particular technical interest for preventing major accidents and limiting their
consequences." [187]

The Transportation Safety Board of Canada [622] identi�ed a number of reasons to justify the
creation of its own con�dential incident reporting system. They argued that incident data will
support the Board's studies on a wide range of safety-related matters including operating procedures,
training, human performance and equipment suitability. The analysis of incident reports can also
help to identify widespread safety de�ciencies that might not have been detected from individual
reports submitted to regional centres. Greater insights into national and international transportation
safety issues can be gained by collating accident/incident reports and by comparing it with data
from other agencies.

These individual initiatives across a range of industries illustrate the increasing importance of
incident reporting within safety management systems [444]. They can also be used to identify
common arguments that justify the development and maintenance of incident reporting systems:

1. Incident reports help to �nd out why accidents DONT occur. Many incident reporting forms
identify the barriers that prevent adverse situations from developing into a major accident.
These insights help analysts to strengthen those safeguards that have already proven to be
e�ective barriers in `near miss' incidents.

2. The higher frequency of incidents permits quantitative analysis. It can be argued that many
accidents stem from atypical situations. They, therefore, provide relatively little information
about the nature of future failures. In contrast, the higher frequency of incidents provides
greater insights into the relative proportions of particular classes of human `error', systems
`failure', regulatory `weakness' etc.

3. They provide a reminder of hazards. Incident reports provide a means of monitoring potential
problems as they recur during the lifetime of an application. The documentation of these
problems increases the likelihood that recurrent failures will be noticed and acted upon.

4. Feedback keeps sta� `in the loop'. Incident reporting schemes provide a means of encouraging
sta� participation in safety improvement. In a well-run system, they can see that their concerns
are treated seriously and are acted upon by the organisation. Many reporting systems also
produce newsletters that can be used to increase awareness about regional and national safety
issues.

5. Data (and lessons) can be shared. Incident reporting systems provide the raw data for compar-
isons both within and between industries. If common causes of incidents can be observed then,
it is argued, common solutions can be found. However, in practice, the lack of national and
international standards for incident reporting prevents designers and managers from gaining
a clear view of the relative priorities of such safety improvements.

6. Incident reporting schemes are cheaper than the costs of an accident. The relatively low costs
of managing an incident reporting scheme should be o�set against the costs of failing to prevent
an accident. This is a persuasive argument. However, there is also a concern that punitive
damages may be levied if an organisation fails to act upon the causes of an incident that
subsequently contribute towards an accident.



2.1. THE STRENGTHS OF INCIDENT REPORTING 23

7. May be required to do it. The �nal argument in favour of incident reporting is that these
schemes are increasingly being required by regulatory agencies as evidence of an appropriate
safety culture. This point is illustrated by the ICAO resolutions A31-10 and A32-15 and by
the EC Seveso II directive that were cited on previous pages.

Many of these arguments require little additional explanation. For example, it it suÆcient to cite the
relevant ICAO resolutions to demonstrate that member states should implement incident reporting
systems. However, some of these apparent justi�cations for incident reporting are more controversial.
For example, we have argued that the higher number of incidents can be used to drive statistical
analyses of the problems that lead to a far smaller number of accidents. Heinrich's [340] pioneering
studies in occupational health and safety suggested an approximate ratio of one accident to thirty
occurrences involving major injuries to three hundred `near-miss' incidents. More recently, Bird [84]
proposed a ratio of one accident, involving serious or disabling injuries, to ten minor injuries to 30
incidents involving property damage to six hundred incidents resulting in no visible damage. He
based this on a statistical analysis of 1.5 million reported incidents. The work of Heinrich, Bird
and their colleagues have led to the `Iceberg' model of incident data. Any accident is the pinnacle,
or more properly the nadir, of a far larger number of incidents. The consequences of this form of
analysis seem clear. Incident reports provide a far richer data sources for organisational learning
and the `control' of major accidents.

Figure 2.1: Federal Railroad Administration Safety Iceberg

Figure 2.1 illustrates a number of caveats that can be made about the Iceberg model. The central
pyramid represents the results of Heinrich's initial study. On either side, the diagram presents the
proportion of fatal to non-fatal injuries reported for di�erent groups of workers in the US rail system
based on Federal Railway Administration data from 1997 to 2000. Direct railroad employees or
`workers on duty' su�ered a total of 119 fatalities and 33,738 injuries. Contractors experienced 31
fatalities and 1,466 injuries in the same period. The �rst problem is that the FRA has no reliable
means of calculating the number of `near miss' incidents over this period. As a result, it is only
possible to examine the relationship between fatal work related deaths and injuries. Workers had a
Heinrich ratio of one fatality for every two hundred and eighty-four injuries. The ratio for contractors
was one fatality to seventy-seven injuries.

Further problems arise when we interpret these ratios. They might show that contractors are less
likely to be injured than `workers on duty'. An alternate way of expressing this is to say that contract
sta� are more likely to be killed than injured when compared to other employees. However, these
ratios provide a very impoverished measure of probability. They do not capture the comparative
risk exposure of either group. For example, the smaller number of fatal accidents to contractors
may stem from a proportionately smaller number of workers. Contract workers are more likely than
full-time, direct sta� to be involved in high-severity incidents [874]. Alternatively, it can be argued
that contractors are more reluctant to report work-related injuries than `directly' employed sta�.
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This line of analysis is important because it questions the reliability of the data that can be obtained
to calculate Heinrich ratios.

The argument that statistical data about incidents can be used to predict potential accidents is
based on the premise that incidents are accidents in the making. It is assumed that incidents share
the same root causes as more serious occurrences Van der Schaaf [843, 840] provides preliminary
data from the Dutch chemical industry to con�rm this premise. Glauz, Bauer and Migletz [291] also
found a correlation between traÆc con
icts and accidents. Other have exploited a more qualitative
approach by looking for common contributory factors in both incidents and accidents. For instance,
Helmreich, Butler, Taggart, and Wilhelm [341] have attempted to show that poor Crew Resource
Management (CRM) causes both incidents and accidents. They then use this analysis to propose a
predictive Cockpit Management Attitudes Questionnaire that can assess individual attitudes towards
crew communication, coordination, and leadership issues.

A great deal of safety-related research rests on the assumption that incidents are good predictors
of potential accidents. Wright has recently challenged this view in her statistical analysis of Scottish
railways Con�dential Incident Reporting and Analysis System (CIRAS ) [874]. This con�dential
system elicits information about less `critical' incidents. All accidents must, in contrast, be reported
to a specialist unit within the UK Health and Safety Executive. Her work, therefore, focuses on
`near misses' and unsafe acts near the base of the Iceberg model. A near-miss has the potential to
lead to a more serious occurrence, for example:

\A Driver overshot a station platform by one and a half coach lengths. The Driver
experiences wheelslip which may have been due to rail contamination. This did not
result in any damage or injury" [874]

An unsafe act occurs when operator intervention actively undermines the safety of their system:

\A Driver stated that when requested by the Signaller to do a controlled stop to assess
railhead conditions he carries out this procedure assuming exceptional conditions i.e.,
reduced speed rather than normal speed. A controlled stop test carried out in this
manner would not indicate the braking capacity in normal conditions and lead to an
incorrect assumption that normal working may be resumed" [874]

Wright was able to conduct follow-up interviews with the sta� who had submitted a con�dential form
from a total collection of 165 reports. A causal analysis was conducted using guidelines in the systems
classi�cation handbook and was validated by inter-rater reliability trials [197]. Occurrences were �rst
assessed to identify technical and human factors issues. If a human factors `failure' was identi�ed
then it was categorised as either proximal, distal or intermediate. Proximal factors include a range
of human failures at the `sharp end'. Intermediate factors relate to training or communications
failures between high-level management and front-line sta�. Distal factors relate to organisational
and managerial issues that are remote from the workplace. Table 2.1 provides a comparison of
the high-level causes of the `near misses' and unsafe acts. The discrepancy between the number of
reports and the total number of causal factors in this table can be explained by the fact that an
incident can involve one or more causal factors.

Category Near Miss (total 155) Unsafe Acts (total
223)

Technical 20.7% (32) 1.3% (3)
Proximal 27.7% (43) 23.3% (52)
Intermediate 21.9% (34) 21.2% (47)
Distal 29.7% (46) 54.3% (121)

Table 2.1: Causal Comparison of CIRAS Incidents and Unsafe Acts

As can be seen, technical faults and failures seem to occur more frequently in near miss events
than in unsafe acts. Conversely, distal factors such as organisation and managerial problems seem
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to occur more frequently as causal factors in unsafe acts. From this it follows that any analysis
of `near miss' events might fail to predict probable causes of actual incidents at the lower levels of
the Iceberg model. These results can be explained in terms of the particular application area that
Wright was studying. For example, near misses typically involved a failure to halt a train within the
speci�ed distance from a particular signal. These were often attributed to technical problems such
as contaminated railheads. Unsafe acts were, in contrast, associated with the violations of company
rules and procedures that govern driver behaviour on the UK railways. More work is required to
con�rm Wright's more general hypothesis that adverse events at the lower levels of the Iceberg model
may provide poor predictors of accidents at the higher levels.

2.2 The Weaknesses of Incident Reporting

The most obvious limitation of incident reporting systems is that they can be expensive both to set
up and to maintain. For instance, Leape notes that the Aviation Safety Reporting System spends
about $3 million annually to analyse approximately 30,000 reports. This equates to about $100
($66) per case.

\These `near miss' situations are far simpler to analyse than actual accidents, thor-
ough investigation of which would almost certainly cost far more. It would be interesting
to know, for example, the cost per case of investigations reported to the con�dential
enquiries. However, if we applied the �gure from the Aviation Safety Reporting System
to the 850,000 adverse events that are estimated to occur annually in the UK National
Health Service, the cost of investigation would be $50 million annually." [480]

For comparison, it has been estimated that the cost of clinical negligence to health authorities and
NHS Trusts was approximately $200 million in 1995-1996. The NHS summarised accounts for 1996-
2001 include provision totalling $80 million with contingent liabilities of $1.6 billion [89]. Even
when incident reporting systems are successfully established and maintained, a number of problems
can limit their e�ectiveness. For instance, there is in reality very little sharing of incident data.
For example, the European Con�dential Aviation Safety Reporting Network ran between 1992 and
1999 with funding from the European Community. The network was intended to improve safety by
passing on incident information to the aviation community. However, it was forced to close through
lack of support from some sectors of the European aviation industry.

Further problems limit the transfer of incident information between organisations within an
industry. For instance, Boeing operate an extensive system for collecting information about main-
tenance problems in their aircraft. They have successfully encouraged the exchange of data with
airline operators. Unfortunately, however, there has been little coordination between airlines and
groups of airlines about the format that this data should take. These formats are proprietary in
the sense that they have been tailored to meet the speci�c needs of the operating companies. As a
result when Boeing attempt to collate the data that is being shared they must face the considerable
task of translating between each of these di�erent formats. Any conclusions that are drawn from
this data must also account for the di�erent reporting cultures and reporting practices that exist
within di�erent operating groups [472].

Incident reporting systems may also fail to keep sta� `in the loop'. Occasionally these systems
develop into grandiose initiatives that ful�ll the organisational ambitions of their proponents rather
than directly addressing key safety issues. There is also a danger that incident reporting systems
degenerate into reminders of failures that everyone knows exists but few people have the political
or organisational incentives to address [409]. Similarly, they may recommend short-term �xes or
expedients that fail to address the underlying causes of incidents. This is illustrated by the following
report from NASA's Aviation Safety Reporting System (ASRS):

\Problem: on landing, gear was unlocked but up. Contributing factors: busy cockpit.
[I] did not notice the gear down-and-locked light was not on. Discovered: Gear up was
discovered on landing. Corrective action: [I] was unable to hear gear warning horn
because of new noise cancelling headsets. I recommend removal of one ear-piece in
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landing phase of 
ight to audible warning devices to be heard by pilot. The noise-
cancelling headsets were tested by three people on the ground and all three noted that
with the headsets active that the gear warning horn was completely masked by the
headsets." [62]

This illustrates the strengths and weaknesses of many incident report schemes. They provide �rst-
hand insights into operational problems. They can also provide pragmatic remedies to the challenges
that poorly designed equipment creates. However, there is also a danger that immediate remedies to
individual incidents will fail to address the root cause of a problem. The noise-correcting headphones
were clearly not �t for purpose. The proposed remedy of removing one headphone provides a short-
term �x for individual pilots. However, it does little to address the underlying problems for future
product development.

Further problems limit the ways in which data can be shared between incident reporting schemes.
Although some organisations have successfully exchanged information about the frequency of partic-
ular occurrences, there have been few attempts to ensure any consistency in their response to those
incidents. This creates particular problems for the maritime and aviation industries where operators
may read of di�erent recommendations being made in di�erent countries. The following excerpt
comes from the Con�dential Human Factors Incident Reporting Programme (CHIRP). CHIRP is
the UK equivalent of the ASRS that was cited in the previous quotation. This excerpt o�ers a
slightly di�erent perspective on the problems of ambient noise in the cockpit:

\Fortunately, I have no incident to report. I would like, however, to highlight a
common practice by some airlines, including my employer, which I feel is a signi�cant
risk to 
ight safety: namely the practice of not using 
ight deck intercom systems in
favour of half wearing a headset over one ear for VHF comms, whilst using the other ear,
unaided, for cockpit communications. And all this in what are often not so quiet 
ight
decks.

I cannot believe that we do not hear much better with two ears than with one, and
many are the times when I, and other colleagues of mine, have had to ask for the other
crew member to repeat things because of aircraft noise in one ear, and ATC in the other
with the volume turned high enough not to miss a call. Not the best answer in a busy
terminal area after a long 
ight, and an unnecessary increase in stress factors. Myself
and others have raised this point several times to our training and safety departments,
all of which has fallen, pardon the pun, onto deaf ears. The stock answer is that there
is no written down SOP on intercoms, and common agreed practice rules. In reality, the
guy in the right hand seat has no in
uence without things getting silly.

As even single ear-piece headsets are not incompatible with intercoms, I would have
thought a compromise would be mandatory use of full headset and intercom at the busy
times, say below a given 
ight level, with the option for personal preferences in the cruise.
Volumes for di�erent communication channels could be adjusted to suit, and surrounding
noise signi�cantly reduced. This would preclude the need to speak louder than usual to
be heard, to ask for repetitions, and general ly improve the working environment. After
all, if the CAA and other agencies have made intercoms mandatory in transport aircraft,
it will be for a reason.

CHIRP Comment: The use of headsets for the purpose of e�ective reception of
RTF/intercom messages between 
ight crew members is not mandated. The certi�-
cation requirement for an intercom system is to provide communication between all crew
members in an emergency. The partial/full use of a headset in normal operations should
be dependent on the ambient noise level on the 
ight deck. For this reason, some op-
erators specify the headset policy by aircraft type and phase of 
ight, as the reporter
suggests. [175]"

The US ASRS article, cited above, argues that only one headset should be used during landing in
order to help the crew hear cockpit warnings. In contrast, the CHIRP report condemns this practice
as a threat to 
ight safety. This apparent contradiction is resolved by the second report, which
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argues that the partial or full use of headsets should be determined by the level of ambient noise.
However, this distinction is not made explicit in the �rst report. Such di�erences illustrate the
inconsistencies that can arise between national incident reporting systems. They are also indicative
of a need to improve communication between these systems if we are to achieve the bene�ts that
are claimed for the exchange of incident data. The ASRS and CHIRP systems are run by `not for
pro�t' organisations. The problems of data exchange are many times worse when companies may
yield competitive advantage through the disclosure of incident information.

Incident reporting systems can provide important reminders about potential hazards. However,
in extreme cases these reminders can seem more like glib repetitions of training procedures rather
than pro-active safety recommendations. This problem is compounded by the tendency to simply
remind sta� of their failures rather than to address the root causes, such as poor design or `error
inducing environments' [362]. Over time the continued repetition of these reminder statements
from incident reporting systems is symptomatic of deeper problems in the systems that users must
operate:

\On pre-
ight check I loaded the Flight Management Computer (FMC), with longi-
tude WEST instead of EAST. Somehow the FMC accepted it (it should have refused it
three times). During taxi I noticed that something was wrong, as I could not see the
initial route and runway on the navigation map display, but I got distracted by ATC.
After we were airborne, the senior cabin attendant came to the 
ight deck to tell us
the cabin monitor (which shows the route on a screen to passengers) showed us in the
Canaries instead of the Western Mediterranean! We continued the 
ight on raw data
only to �nd out that the Heading was wrong by about 30-40 degrees. With a ceiling of
1,000 ft at our destination I could not wait to be on `terra �rma'. Now I always check
the Latitude/Longitude three times on initialisation!"

(Editorial note) A simple but e�ective safeguard against `�nger trouble' of the type
described is for the pilot who does not enter the data to con�rm that the information
that he/she sees displayed is that which he/she would expect. Then, and only then,
should the `Execute' function button be pressed." [176]

The CHIRP feedback is well intended. It also reiterates recommended practices that have formed
part of Crew/Cockpit Resource Management (CRM) training for almost twenty years [410]. UK
Aeronautical Information Circular (AIC) 143/1993 (Pink) states that all crew must have completed
an approved CRM course before January 1995. Joint Airworthiness Requirement Operational Re-
quirements (JAR OPS) sub-part N, 1.945(a)(10) and 1.955(b)(6) and 1.965(e) extended similar
requirements to all signatory states during 1998. There is a considerable body of human factors
research that points to the dangers of any reliance on such reminders [699]. E�ectiveness declines
with each repetition that is made. It is depressing, therefore, that such data-entry problems con-
tinue to be a frequent topic in aviation reporting systems. These incidents are seldom the result
of deliberate violations or aircrew negligence. They illustrate the usability problems that persist
within Commercial Aviation and which cannot simply be `�xed' by training in cockpit coordination
[410].

Incident reporting systems must go beyond repeated reminders to be `careful' if they are to
preserve the con�dence of those who contribute to them. The US ASRS recognise this by issuing
two di�erent forms of feedback in response to the reports that they receive. The Callback bulletin
describes short-term �xes to immediate problems. In contrast, the DirectLine journal addresses more
systemic causes of adverse events and `near miss' incidents even if it has a more limited audience
than its sister publication. For instance, the following excerpt is taken from a DirectLine analysis
of the causes of several mishaps involving Pre-Departure Clearances:

\The type of confusion experienced by this 
ight crew over their (Pre-Departure Clear-
ance) PDC routing is potentially hazardous, as noted by a controller reporter to ASRS:
`It has been my experience ... that several times per shift aircraft which have received
PDCs with amended routings, have not picked up the amendment ... I have myself on
numerous occasions had to have those aircraft make some very big turns to achieve sep-
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aration.' (ACN # 233622). The sources consulted by ASRS suggested several potential
solutions to this problem:

� Standardise PDC formats, so that pilots will know where to look for routing infor-
mation and revisions.

� Show only one clearance line in a PDC, and insert any revisions into the clear-
ance line. Make the revision section more visible by tagging it (`REVISION') or
highlighting with asterisks or other eye -catching notation (*****).

� Provide 
ight crews with training in how to recognise PDC revisions." [56]

There are limits to the safety improvements that can be triggered through initiatives in publica-
tions such as DirectLine. Some mishaps can only be addressed through industry cooperation and
regulatory intervention. Others require international agreements. For example, reporting systems
have had a limited impact on workload in aviation. Similarly, usability problems continue to a�ect
new generations of computer systems for airline operations. Data entry in 
ight management sys-
tems continues to be error prone many years after the problem was �rst identi�ed. These `wicked
problems' must be considered when ambitious proposals are made to extend aviation reporting into
healthcare and other transportation modes.

2.3 Di�erent Forms of Reporting Systems

There are several di�erent types of reporting system. This section explains why concerns over
retribution have led to anonymous and con�dential schemes. It also explains how both national
and local systems have been set up to ensure that recommendations do not simply degenerate into
reminders about known problems.

2.3.1 Open, Con�dential or Anonymous?

The FAA launched the Global Aviation Information Network (GAIN) initiative as an attempt to
encourage national and commercial organisations to exchange occurrence data. The OÆce of System
Safety that drove the GAIN proposal within the FAA identi�ed four main barriers to the success of
such a system. These can be summarised as follows:

\1. Punishment/Enforcement. First, potential information providers may be con-
cerned that company management and/or regulatory authorities might use the informa-
tion for punitive or enforcement purposes. In the US, signi�cant progress has been made
on this issue. Following the example of the UK, the FAA issued a policy statement in
1998 to the e�ect that information collected by airlines in their Flight Operations Qual-
ity Assurance (FOQA) programs, in which 
ight data recorder information is collected
routinely, will not ordinarily be used against the airlines or pilots for enforcement pur-
poses. In January 2000, the US President announced the creation of the Aviation Safety
Action Programme (ASAP), in which airlines will collect reports from pilots, mechanics,
dispatchers, and others about potential safety concerns, and made a commitment anal-
ogous to the FOQA commitment not to use the information for enforcement purposes.
In April 2000, Congress enacted legislation that requires the FAA to issue a rule to de-
velop procedures to protect air carriers and their employees from enforcement actions for
violations that are discovered from voluntary reporting programs, such as FOQA and
ASAP programs.

2. Public Access. Another problem in some countries is public access, including
media access, to information that is held by government agencies in certain countries.
This problem does not a�ect the ability of the aviation community to create GAIN, but it
could a�ect the ability of government agencies in some countries to receive information
from GAIN. Thus, in 1996 the FAA obtained legislation that requires the agency to
protect voluntarily supplied aviation safety information from public disclosure. This
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will not deprive the public of any information to which it would otherwise have access,
because the agency would not otherwise receive the information; but on the other hand,
there is a signi�cant public bene�t for the FAA to have the information because it helps
the FAA prevent accidents and incidents. The FAA is now developing regulations to
implement that legislation...

3. Criminal Sanctions. A problem in some countries is the fear of criminal prosecution
for regulatory infractions. Such a fear would be an obvious obstacle to the 
ow of aviation
safety information. This has not historically been a major problem in the U.S., but the
trend from some recent accidents is troubling.

4. Civil Litigation. Probably the most signi�cant problem, certainly in the U.S., is
the concern that the information will be used against the reporter in accident litigation.
Some have suggested that, as was done in relation to the public disclosure issue, the
FAA should seek legislation from Congress to protect aviation safety information from
disclosure in litigation. In comparison with the public disclosure issue, however, the
chances of obtaining such legislation are probably very remote; and a failed attempt to
obtain such legislation could exacerbate the situation further because these disclosure
issues are now determined in court, case by case, and a judge who is considering this
issue might conclude that a court should not give protection that Congress refused to
give." [308]

Incident reporting systems have addressed these concerns in a number of di�erent ways. For instance,
it is possible to identify three di�erent disclosure policies. Anonymous systems enable contributors
to entirely hide their identity. Con�dential systems allow the limited disclosure of identity but only
to trusted parties. Finally, open systems reveal the identity of all contributors. The impact of
the distinctions between open, con�dential and anonymous systems cannot be under-emphasised.
In anonymous systems, contributors may have greater con�dence in their submission; safe in the
knowledge that they can avoid potential `retribution'. However there is a danger that spurious
reports will be �led. This problem is exacerbated by the fact that it is diÆcult to substantiate
anonymous reports to determine whether they really did occur in the manner described. Investigators
cannot simply ask about an incident within a workgroup without the possibility of implicating the
contributor. This would remove the protection of con�dentiality and could destroy the trust that
is fundamental to the success of such systems. The distinctions between open, anonymous and
con�dential systems are also blurred in many existing applications. For example, the Swedish Air
TraÆc Control organisation (Luftfartsverket Flygtra�kj�ansten) encourages the open contribution of
incident reports. However, normal reporting procedures direct submissions through line supervisors.
There is a danger that this might dissuade contributions about the performance of these supervisors.
As a result, procedures exist for the con�dential submission of incident reports via more senior
personnel.

Trust and Technological Innovation

Distinctions between con�dential, anonymous and open systems are intended to sustain the con-
�dence and trust of potential participants. In a con�dential system, contributors trust that only
`responsible' parties will receive identi�cation information. The implications of this for the operation
of any reporting system are illustrated by the approach taken with the CIRAS system that covers
UK railways. This receives paper-based forms from train drivers, maintenance engineers and other
rail sta�. A limited number of investigators are responsible for processing these forms. They will
conduct follow-up interviews in-person or over the telephone. These calls are not made to the con-
tributor's workplace for obvious reasons. The original report form is then returned to the employee.
No copies are made. Investigators type up a record of the incident and conduct a preliminary analy-
sis. However, all identifying information is removed from the report before it is submitted for further
analysis. From this point it is impossible to link a particular report to a particular employee. The
records are held on a non-networked and `protected' data base. This data itself is not revealed to
industry management. However, anonymized reports are provided to managers every three months.
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Incident reporting systems increasingly rely on computer-based applications . The Swedish Air
TraÆc Control system, mentioned above, is an example of this. Controllers in air�elds in the more
remote areas of Northern Sweden can receive rapid feedback on a report using this technology.
However, electronic submission creates a number of novel and complex challenges for systems that
attempt to preserve anonymity. These concerns are illustrated by the assurances that are provided
to contributors on the Swiss Anaesthesia Critical Incident Reporting System. These include a
commitment that they `will NOT save any technical data on the individual reports: no E-mail address
and no IP-number (a number that accompanies each submitted document on the net)' [755]. The use
of computer-based technology not only raises security problems in the maintenance of trust during
the transmission and storage of electronic documents, it also o�ers new and more 
exible ways of
maintaining incident reporting systems. For example, the US Department of Energy's Computerised
Accident/Incident Reporting System (CAIRS) exploits an access control mechanism to tailor the
level of con�dentiality that is a�orded to particular readers of particular incident reports. The
CAIRS database is used to collect and analyse reports of injuries, illnesses, and other accidents that
are submitted to the Department of Energy by their sta� or contractors. The following paragraphs
provide a brief overview of the innovative way in which the con�dentiality of information is tied to
particular access rights.

\When you are granted access to CAIRS, you will be assigned an organisational juris-
diction. This jurisdiction may be for a speci�c organisation or for a complete contractor,
area oÆce, or �eld oÆce. This jurisdiction assignment will determine the records that
will be selected when the default organisation selection is utilised in many of the reports
and logs. The default can be over-ridden by entering the desired organisation codes in
the appropriate input boxes.

CAIRS reports contain personal identi�ers (names and social security numbers) and
information regarding personal injury or illness. In order to prevent an unwarranted
invasion of personal privacy, all personal identi�ers are masked from the view of general
users whenever any logs or reports are generated.

The default registration for CAIRS does not provide access to any privacy informa-
tion. If you require access to privacy information in order to perform your job function,
you may apply for access to that information." [655]

It can be diÆcult to communicate the implications of such computer-based security measures to
non-computer literate employees. There is a natural reluctance to believe in the integrity of such
safeguards given continuing press coverage about the vulnerability of `secure' systems [1]. The ability
to access this data over the web might compound such misgivings.

Workplace Retribution and Legal Sanction

At least two di�erent classes of problems exist in more open systems. Later paragraphs will address
the issues that arise when trying to integrate a pro-active safety culture into a punitive legal system.
There is a natural reluctance to implicate oneself or one's colleagues when subsequent investigations
might directly threaten their livelihood and wellbeing. The second set of problems arise from a
justi�ed fear of persecution from colleagues or employers. These fears are natural if, for example,
the subject of a report is a person in a position of authority or if the report re
ects badly upon
such a person. These individuals are likely to have a strong in
uence upon the career prospects and
promotion opportunities of their more junior colleagues. The long term consequences of any actual
or implied criticism can be extremely serious. Such concerns have long been apparent in the `cockpit
gradient'; co-pilots have extreme diÆculty in challenging even minor mistakes made by a Captain.
Co-Pilots have been known to remain silent even when their colleague's behaviour threatened the
lives of everyone on board [733].

There are other reasons why individuals can be reluctant to contribute to incident reporting
systems. There may be a fatalism that such an individual or group will suppress the report. If the
report focuses less on higher management and more on their colleagues then the contributor may
have concerns about appearing to be disloyal. In all of these cases, a natural reluctance can be
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compounded by a feeling of self-doubt. It may not be clear to the reporter that an adverse event has
occurred. Those involved in an incident may seek to excuse or cover up their behaviour. Junior sta�
can also be reluctant to appear `stupid' by raising concerns over unfamiliar equipment or procedures.
As a result, they can remain silent about important safety concerns.

Many of the issues described above are illustrated by the events leading to the UK Bristol Royal
In�rmary Inquiry. This focused on the procedures that were used to gain parental approval for
child organ retention after autopsy. Concerns about these procedures were �rst identi�ed following
complaints that several complex cardiac surgical procedures continued to be conducted in spite of
an unusually low recovery rate. The inquiry heard how Steve Bolsin, a member of sta� within the
unit, had attempted to draw attention to these problems by conducting a personal clinical audit.
The following quotation comes from the hearings of this inquiry. The questions, labelled Q, were
posed by the leagl team to the Chief Executive of the United Bristol Healthcare NHS Trust. His
answers are labelled with an A.

\Q. There was, was there, personal diÆculty for a number of people in his overall con-
clusions being accepted?

A. That certainly seems to be the case from all the records that I have seen, yes.

Q. To what extent was that a re
ection, would you say, of the absence of an institu-
tionalised system of audit the absence of an institutionalised system of audit properly
monitored, and to what extent did you consider that was part of a club culture where
someone who rocked the boat, in whatever capacity, might be, as it were, going against
the `club'?

A. They could both be contributory factors. Clearly, if there was no thorough-going
structure in place along the lines we have discussed, then that is not going to lead to
a climate whereby individuals doing audit and then presenting it is necessarily going to
be received positively. Also, of course, if data is produced that appears to be critical
of certain individuals and has not been collected with their knowledge and they do not
subscribe to the methodology, then it would be surprising if they did not feel a degree
of resentment and rejection of what was put in front of them. And it is possible that if
this was undertaken by someone relatively new to the organisation who was challenging
senior �gures in the organisation, that, yes, indeed, it may have cut across some of the
cultural boundaries within the Trust." [435]

In the subsequent investigations, Steve Bolsin's intervention was widely praised. However, things
become more complex if an individual's actions can be interpreted as either `whistler blowing' or
`trouble making' depending on ones' perspective. This dichotomy is illustrated by Mary Schiavo's
criticisms of the FAA. She held the post of Inspector General in the US Department of Transporta-
tion. Following the Valujet crash, she told an American House of Representatives panel that she had
made regular complaints to the FAA about what she felt were lax inspection practices in monitoring
rapidly expanding airlines. Her comments and criticisms were widely reported in the media. How-
ever, her `whistle blowing' was, in turn, heavily criticised by the US Congress. They attacked her
by asking why she had not �rst passed her concerns to the Congress before publicly airing her crit-
icisms. Under federal law, inspectors general are required to pass on to Congress within seven days
any problems requiring immediate attention. She chose to resign from her post and subsequently
published an account of her criticisms [729].

This dichotomy between constructive `whistle blowing' and destructive criticism of an employer
can also be seen in the Paul van Buitenen case. He voiced concerns about fraud and mismanage-
ment in the European Commission's $60 billion budget. When these criticisms were made public,
the veracity of his claims and his motivation for making them were, in turn, heavily criticised by
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individuals within the Commission. Although this incident did not have direct safety implications,
his statements in a BBC interview provide a powerful illustration of the psychological pressures that
a�ect such individuals:

\I did not realise the full consequences of what would happen. I did not even know
the word whistle-blower - I did not know this phenomenon existed... It was completely
strange for me to see the commission tackle me on my personality and my credibility and
not on the contents of what was disclosed. Sometimes I had diÆculty keeping the tears
inside when I discovered what machinery was brought against me... I am withdrawing
as of April 1st, I want to be an anonymous oÆcial again. I want to show I can still be
loyal, I want to do a normal standard budget management job. I want to have a quiet
family life and be a husband and a father to my children who still have to do three years
at secondary school, and I cannot carry on carrying this on my own." [103]

A UK National Audit OÆce enquiry headed by Sir John Bourn subsequently found errors totalling
about $3 billion in European pay-outs during 1998. van Buitenen concerns are occasionally echoed
in safety-related incident reporting systems: The provision of a reporting system is no guarantee of
an appropriate safety culture in the companies that operate within an industry:

\At the start of the Winter heavy maintenance programme, the company railroaded
into place a computerised maintenance and integrated engineering and stores, planning
and labour recording system. No training was given on the operational system only on a
unit under test. Consequently we do not look at planes any more just VDU screens, �lling
in fault report forms, trying to order parts the system does not recognise, as the stores
system was not programmed with (aircraft type) components (the company wanted to
build a data base as equipment was needed)... The record had numerous faults, parts
not recorded as being �tted, parts removed with no replacements, parts been �tted two
or three times, parts removed by non-engineering sta�, scheduled tasks not called-up
by planning, incorrect trades doing scheduled tasks and certifying, and worst of all the
record had been altered by none certifying sta� after the CRS signatories had closed the
work. Quality Airworthiness Department were advised of these de�ciencies and shown
actual examples. We were advised by the management that these problems are being
addressed but they are not, we still have exactly the same problems today. What am I to
do without losing my job and career. In a closed community like aviation, troublemakers
and stirrers do not keep jobs and the word is spread around...' [174].

The comments that aviation is a \closed community" and that \troublemakers and stirrers do not
keep jobs" provide an important `reality-check' against some assertions about the bene�ts of incident
reporting. These schemes have little impact on the underlying safety culture of many companies
and organisations. O'Leary and Chappell argue that con�dential incident reporting systems create a
`vital awareness of safety problems' [660]. The key point is not, perhaps, that O'Leary and Chappell
are wrong but that the bene�cial e�ects of these systems are constrained by the managerial culture
in which they operate.

Media Disclosure

Issues of con�dentiality and disclosure do not simply re
ect the need to protect an individual's
identity from their co-workers. They can also stem from concerns about media intrusion. For
example, recent amendments have been proposed for ICAO Annex 13 on Accident and Incident
Investigation and Prevention. The revisions would provide pilots with automatic con�dentiality in
accident and incident investigations. They would also limit the disclosure of information following
an incident or accident. These amendments are signi�cant in two ways. Firstly, they would ensure
that the media had no right to cockpit voice recordings. This is an important issue given public and
professional reactions to the broadcasting of such recordings after fatal accidents. Secondly, it would
increase the level of civil protection available to pilots. The intention is to encourage a `no-blame'
approach to incident reporting. The concept is currently being tested in New Zealand civil courts.
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If the ICAO adopts these amendments, it is likely that they will be rati�ed by all ICAO signatory
nations as international law.

Accident and incident investigators often have a complex relationship with the media [419].
Public disclosure of sensitive information can jeopardise an enquiry and can dissuade contributions
about potential hazards. Media interest can also play a powerful role in establishing reporting
systems and in encouraging investment in safety initiatives. Peter Majgrd N�rbjerg's account of the
new Danish Air TraÆcManagement reporting system reveals these two aspects of media involvement:

\Then, in 2000, in order to push for a change the Chairman of the Danish Air Traf-
�c Controllers Association decided to be entirely open about the then current obstacles
against reporting. During an interview on national television, she described frankly how
the then current system was discouraging controllers from reporting. The journalist in-
terviewing the ATCO chairman had picked up observations made by safety researchers
that, as described above, Denmark had a much smaller number of occurrence reports
than neighbouring Sweden. Responding to the interviewer's query why this was so, the
ATCO chairman proclaimed that separation losses between aircraft went unreported
simply due to the fact that controllers - for good reasons - feared for retribution and dis-
closure. Moreover, she pointed out, 
ight safety was su�ering as a consequence of this!
These statements, broadcasted on a prime time news program, had the immediate e�ect
that the Transportation Subcommittee of the Danish Parliament asked representatives
from the Danish Air TraÆc Controllers Association to explain their case to the Commit-
tee. Following this work, the Committee spent several of their 2000-01 sessions exploring
various pieces of international legislation on reporting and investigation of aviation inci-
dents and accidents. As a result of this, in 2001 the Danish government proposed a law
that would make non-punitive, strictly con�dential reporting possible." [676]

The irony in this account is obvious. The media played a key role in motivating political intervention
to establish the reporting system. One of the �rst acts in establishing the new scheme was to create
a legislative framework that e�ectively protected contributors from media exposure.

Proportionate Blame...

Potential contributors often have a justi�ed fear of retribution. They may be dissuaded from par-
ticipating in a reporting system if they feel that their colleagues and managers will perceive them to
be `whistle blowers'. Contributors can also be concerned about the legal consequences of submitting
an incident report [83]. Leape points out that this reluctance is exacerbated by apparent inequities
in the degree of blame that is associated with some adverse events. He also identi�es a spectrum of
blame that can lead from peer disapproval through to legal sanctions:

\...these punishments are usually calibrated to the gravity of the injury, not the gravity
of the error. The nurse who administers a tenfold overdose of morphine that is fatal will
be severely punished, but the same dosing error with a harmless drug may barely be
noted. For a severe injury, loss of the right to practise or a malpractice suit may result.
Moderate injuries may result in a reprimand or some restriction in practice. Punishment
for less serious infractions are more varied: retraining, reassignment, or sometimes just
shunning or other subtle forms of disapproval." [480]

This fear of retribution has been addressed by number of regulatory organisations who have sought to
ensure that any enforcement actions are guided by principles that are intended to protect individuals
and companies. For example, the UK Health and Safety Executive is responsible for initiating
prosecutions that relate to violations of health and safety law. These action are often taken in
response to the accidents and injuries that are reported under the RIDDOR scheme, introduced in
Chapter 1. The Health and Safety Commission requires that individual HSE inspectors inform their
actions by the principle of proportionality; the enforcement action must re
ect the degree of risk.
They must also endeavour for consistency in their enforcement actions; they must adopt a similar
approach in similar circumstances to achieve similar ends. A further HSE principle concerns the
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targeting of enforcement. Actions are focused on the people who are responsible for the risk and
who are best placed to control it. Finally, there is a requirement that any legal or other enforcement
actions should be transparent; the justi�cations and reasons for any decision to prosecute must be
open to inspection. These guiding principles clearly distinguish regulatory actions from the informal
retribution that often dissuades potential contributors from `whistle-blowing'. In order to achieve
these principles, Health and Safety inspectors will exploit a range of enforcement actions:

\Enforcing authorities must seek to secure compliance with the law. Most of their deal-
ings with those on whom the law places duties (employers, the self employed, employees
and others) are informal - inspectors o�er information, advice and support, both face to
face and in writing. They may also use formal enforcement mechanisms, as set out in
health and safety law, including improvement notices where a contravention needs to be
remedied; prohibition notices where there is a risk of serious personal injury; withdrawal
of approvals; variations of licences or conditions, or of exemptions; or ultimately pros-
ecution. This statement applies to all dealings, formal or informal, between inspectors
and duty holders - all contribute to securing compliance." [315]

The legal position of incident reporting systems is inevitably complicated by di�erences between
di�erent national systems. The e�ects of this can be seen from the di�ering reporting practices
in European air traÆc control. Some service provides are compelled to report all incidents to
the national police force or to state prosecutors who will launch an investigation if they believe
that an o�ence has been committed. However, there is a concern in the European coordinating
organisation, EUROCONTROL, that controllers and pilots will signi�cantly downgrade the severity
of the incidents that they report in such potentially punitive environments. Concerns over litigation
can also prevent reports from being �led. Other states have reached agreements between air traÆc
management organisations and state prosecutors to protect sta� who actively participate in the
investigation of an occurrence. The Swedish experience of operating an open reporting system
is that very few controllers have lost their licenses as a result of �ling an incident report within
the last decade. The Luftfartsverket Flygtra�kj�ansten personnel who operate the system stress
the need to protect the controller's trust in the non-punitive nature of the system. The overall
safety improvements from the information that is gathered by a non-punitive system are believed
to outweigh the disciplinary impact of punitive sanctions. These arguments have also motivated
the Danish system, mentioned earlier in this chapter [676]. It is interesting to note that the same
personnel who expect a non-punitive approach to protect their submissions often also expect more
punitive actions to be taken against others who are perceived to have made mistakes, especially
pilots.

Most companies and regulators operate `proportionate blame' systems. Annex 13 to the Interna-
tional Civil Aviation Organisation's International Standards and Recommended Practices provides
the framework for accident and incident reporting in world aviation. This advocates a non-punitive
approach to accident and incident reporting. It might, therefore, seem strange that some countries
continue to operate systems that directly inform the actions of state prosecutors. There is, however,
a tension between the desire to ensure the trust of potential contributors and the need to avoid a
system that is somehow `outside the law'. Ethical as well as judicial considerations clearly prevent
any reporting system from being entirely non-punitive. For instance, action must be taken when
reports describe drug or alcohol abuse. As a result most systems reserve the right to pass on infor-
mation about criminal acts to the relevant authorities. This is illustrated by the immunity caveats
that are published for NASA and the FAA's Aviation Safety Reporting System (ASRS). Section 5
covers the `prohibition against the use of reports for enforcement purposes':

� \a. Section 91.25 of the Federal Aviation Regulations (FAR) (14 CFR 91.25) pro-
hibits the use of any reports submitted to NASA under the ASRS (or information
derived therefrom) in any disciplinary action, except information concerning crimi-
nal o�ences or accidents which are covered under paragraphs 7a(l) and 7a(2).
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� b. When violation of the FAR comes to the attention of the FAA from a source
other than a report �led with NASA under the ASRS, appropriate action will be
taken. See paragraph 9.

� c. The NASA ASRS security system is designed and operated by NASA to ensure
con�dentiality and anonymity of the reporter and all other parties involved in a
reported occurrence or incident. The FAA will not seek, and NASA will not release
or make available to the FAA, any report �led with NASA under the ASRS or
any other information that might reveal the identity of any party involved in an
occurrence or incident reported under the ASRS. There has been no breach of
con�dentiality in more than 20 years of the ASRS under NASA management." [59]

Section 7 of the regulations governing the ASRS describes the procedure for processing incident
reports. Again, this process explicitly describes the way in which legal issues are considered before
reports are anonymized:

� a. \NASA procedures for processing Aviation Safety Reports ensure that the reports
are initially screened for:

1. Information concerning criminal o�ences, which will be referred promptly to
the Department of Justice and the FAA;

2. information concerning accidents, which will be referred promptly to the Na-
tional Transportation Safety Board (NTSB) and the FAA; and Note: Reports
discussing criminal activities or accidents are not de-identi�ed prior to their
referral to the agencies outlined above.

3. time-critical information which, after de-identi�cation, will be promptly re-
ferred to the FAA and other interested parties.

� b.Each Aviation Safety Report has a tear-o� portion which contains the informa-
tion that identi�es the person submitting the report. This tear-o� portion will be
removed by NASA, time-stamped, and returned to the reporter as a receipt. This
will provide the reporter with proof that he/she �led a report on a speci�c incident
or occurrence. The identi�cation strip section of the ASRS report form provides
NASA program personnel with the means by which the reporter can be contacted
in case additional information is sought in order to understand more completely
the report's content. Except in the case of reports describing accidents or criminal
activities, no copy of an ASRS form's identi�cation strip is created or retained for
ASRS �les. Prompt return of identi�cation strips is a primary element of the ASRS
program's report de-identi�cation process and ensures the reporter's anonymity."
[59]

These quotations show that incident reporting systems must de�ne their position with respect to
the surrounding legislative and regulatory environment. They also illustrate the care that many
organisations take to publish their position so that potential contributors understand the protection
they are a�orded. This does not necessarily imply that they respect the intention behind such
protection. For instance, ASRS reporting forms are often colloquially referred to as `get out of gaol
free cards' by some US pilots.

The protection o�ered by con�dential reporting systems has both positive and negative e�ects.
`No blame' reporting is intended to encourage participation in the system. Protection from prose-
cution can, however, introduce bias if it has greater value for particular contributors. This can be
illustrated by the Heinrich ratios for US Commercial and General Aviation. The bottom tier of the
Iceberg can be assessed through contributions to NASA's ASRS. Table 2.2 shows that General Avi-
ation and air traÆc management personnel submitted less voluntary incident reports than the crews
of commercial air carriers in 1997 and 2000. These years were chosen because the ASRS provide
complete month by month submission statistics. Administrative problems have led to submission
data being merged for some months in other years. Others, including cabin crew, mechanics and
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military personnel provide very few submissions. The relatively high level of commercial aircrew
contributions can be explained in terms of the protection o�ered by ASRS submissions. Submission
to the system turns an adverse event into a learning opportunity In contrast, General Aviation pilots
typically do not, typically, risk their livelihoods if their licences are revoked after an adverse event.
There may also be less concern that others will witness and report an adverse event in General
Aviation. They may, therefore, be less likely to submit information about adverse events they have
been involved in. There is always the possibility in Commercial Aviation that other members of the

ight crew or air traÆc managers will �le a report even if you do not.

Air Carrier General Aviation Air TraÆc Managers Others
1997 2000 1997 2000 1997 2000 1997 2000

January 1,888 2,451 612 597 59 76 42 162
February 1,681 2,217 677 608 55 52 29 188
March 1,884 2,503 779 582 69 85 42 191
April 1,894 2,677 776 727 82 72 31 194
May 1,798 2,112 701 718 69 54 38 192
June 1,952 2,232 718 729 88 81 66 193
July 2,051 2,536 762 829 113 72 64 168
August 1,944 2,663 650 774 105 95 56 188
September 1,974 1,719 759 619 84 37 63 139
October 1,988 1,897 724 857 119 46 50 102
November 1,837 1,721 589 850 68 30 68 103
December 2,017 1,895 637 611 54 28 69 80

Total 22,908 26,623 8,384 8,501 965 728 618 1,900

Table 2.2: ASRS Contribution Rates 1997 and 2001

Table 2.3 presents NTSB data for accidents involving Commercial and General Aviation. In
theory, this information can be used to calculate the Heinrich ratios that in turn illustrate the
e�ects of `no blame' reporting on participation rates. Unfortunately, the ASRS and NTSB use
di�erent classi�cation schemes. The NTSB classify Commercial operations using the 14 CFR 121
and 14 CFR 135 regulations. In broad terms, 14 CFR 135 refers to aviation operations conducted
by commuter airlines. 14 CFR 121 refers to larger air carriers and cargo handlers. The 14 CFR 135
statistics are further divided into scheduled and unscheduled services. Table 2.3, prsents the NTSB
accident data for scheduled services. The 14 CFR 135 �gures in parentheses also include accidents
involving on-demand unscheduled services, such as air taxis. In calculating the Heinrich ratios, we
have taken the �gures for both scheduled and unscheduled services.

14 CFR 135 14 CFR 121 General Aviation
All Fatal All Fatal All Fatal

1997 16 (98) 5 (20) 49 4 1,845 350
1998 8 (85) 0 (17) 50 1 1,904 364
1999 13 (86) 5 (17) 51 2 1,906 340
2000 12 (92) 1 (23) 56 3 1,837 344
2001 7 (79) 2 (20) 45 6 1,726 325
2002 8 (66) 0 (17) 41 0 1,714 343

Table 2.3: NTSB Fatal and Non-Fatal Accident Totals

Figure 2.2 illustrates the Heinrich ratios for US Commercial and General Aviation in 1997 and
2000. The ratios were based on the number of incident submissions from Table 2.2. Table 2.3
provided the total number of fatal accidents. The number of non-fatal accidents was derived by
subtracting the number of fatal incidents from the NTSB totals for all accidents. The General
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Aviation classi�cation is used in both the ASRS and NTSB statistical sources. The frequency of
fatal commercial accidents was derived from the sum of incidents associated with 14 CFR 121 and 135
operations in the NTSB datasets. The �gures in parentheses represent the total incident frequencies
used in calculating the ratios.

Figure 2.2: Heinrich Ratios for US Aviation (NTSB and ASRS Data)

The proportion of injuries to deaths in Figure 2.2 is lower for both General and Commercial
Aviation than would be expected from Heinrich's ratio of one death to thirty injuries. In the case
of General Aviation there is one fatal accident for every four non-fatal accidents. In Commercial
Aviation, the ratio is one to �ve. This is deceptive. The ratios in Figure 2.2 cannot be directly
compared to Heinrich's results. The NTSB and ASRS data refers to accidents rather than the
number of injuries. The di�erence between Heinrich's ratio and our data arises because a single
accident in the NTSB data can yield multiple fatalities or injuries. The NTSB do, however, present
fatality and injury numbers for 14 CFR 121 operations. From this we can derive ratios of 1(2) : 10(21)
: 13,311(26,623) in 1997 and 1(83) : 0.1(9) : 276(22,908) in 2000. The numbers in parentheses are the
total frequencies for fatalities, minor injuries and incident reports. Further caveats can also be raised
about these revised 14 CFR 121 ratios because the ASRS submission statistics combine 14 CFR 121
and 135 operations. These anomalies illustrate the practical diÆculties that are often ignored by
proponents of the Heinrich ratio as a tool for Safety Management. They also illustrate a recurrent
observation in this book; incident and accident statistics are often presented in incompatible formats.
This makes it diÆcult to trace the relative frequency of adverse events and their outcomes over time.
It is apparent, however, that the revised 14 CFR 121 ratios are very di�erent from Heinrich's �gures.
In particular the ratio of 1 death to 0.1 injuries seems at odds with the one to thirty ratio cited
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above. Fatal accidents are relatively rare in Commercial Aviation. Those that do occur often result
in signi�cant loss of life. Relatively few passengers and crew survive with minor injuries. These
particular characteristics help to explain the apparent anomaly in the 1:0.1:276 ratio in 2000 for 14
CFR 121.

Heinrich's original work mixed outcome frequencies in terms of fatalities and injuries with event
frequencies, based on observations of near misses. He did not attempt to estimate likely outcomes for
near miss incidents. It can, therefore, be argued that the ratios in Figure 2.2 are more informative
because they are based entirely on event frequencies. They do not include outcome information.
Figure 2.2 can be used to identify patterns in ASRS submission data. In General Aviation, there
was 1 fatal incident for every 24 submissions in 1997 and one fatal accidet for every 25 submissions
in 2000. In Commercial Aviation, there were 954 ASRS submissions in 1997 and 1,024 in 2000 for
each fatal incident. There are a number of possible explanations for these ratios. We can argue that
there is a higher proportion of fatal accidents in General Aviation than in Commercial Aviation.
This hypothesis is supported by the lower standards of training and equipment in General Aviation
[82].

The higher rate of incident reports from Commercial Aviation in Figure 2.2 might be explained
if these pilots had a greater incident exposure than in General Aviation. This is contradicted by the
observation that General Aviation pilots accumulate signi�cantly more 
ying hours than 14 CRF
121 and 14 CFR 135 operations combined. Table 2.4 presents NTSB statistics for 
ying hours and
also accident rates per 100,000 hours in both Commercial and General Aviation [201]. To simplify
the calculation of these rates we have excluded non-scheduled on-demand air taxis under 14 CFR
135. This is justi�ed by the relatively low number of 
ying hours and incidents in this category.

14 CFR 135 14 CFR 121 General Aviation
Accident
Rate

Flying Hours Accident
Rate

Flying Hours Accident
Rate

Flying Hours

1997 1.628 982,764 0.309 15,838,109 7.19 25,591,000
1998 2.262 353,670 0.297 16,816,555 7.44 25,518,000
1999 3.793 342,731 0.291 17,555,208 6.4 29,713,000
2000 3.247 369,535 0.306 18,299,257 6.3 29,057,000
2001 2.330 300,432 0.231 17,752,447 6.28 27,451,000
2002 2.595 308,300 0.228 18,011,700 6.56 26,078,000

Table 2.4: NTSB Fatal and Non-Fatal Accident Rate Per 100,000 Flight Hours

The ratios in Figure 2.2 can also be explained in terms of a lower proportion of ASRS submissions
from General Aviation than Commercial Aviation. Commercial pilots have more to lose from adverse
events. The additional protection provided by the `no blame' environment of the ASRS approach
encourages them to submit a report. This attitude partly arises from the professional and personal
consequences of losing a license that is essential to that person's job. Interviews with pilots have
revealed that they are more likely to submit an ASRS report if they believed that someone else
had also witnessed the incident. Given the NASA/FAA statement protection, cited above, there
is perhaps a tendency to use the ASRS as a form of confessional in which contribution implies
repentance. Arguably this has reached the point where many ASRS incidents are of a relatively
trivial nature and provide few safety-related insights. With less to lose, General Aviation pilots may
be less inclined to contribute to the system.

The diÆculty in interpreting Heinrich ratios for US Commercial and General Aviation illustrates
the confounding factors that must be considered when analysing reporting patterns. It seems likely
that immunity policies a�ect contribution rates but little work has been conducted to determine how
they interact with risk exposure, with individual attitudes to risk etc. The lack of such information
is a primary motivation in writing this book. Major policy decisions have been made and continue
to be made on the basis of data supplied by national and international reporting systems. There are,
however, many open questions about the reliability, or biases, that a�ect these information sources.
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2.3.2 Scope and Level

There are many di�erent types of reporting system. Local schemes may record incident information
supplied by a few sta� in a particular department. International systems have been developed by
groups such as the International Maritime Organisation to support the exchange of information be-
tween many di�erent multinational companies [387]. These di�erences in the coverage of a reporting
system can be explained in terms of their scope and level. The level of a reporting system is used to
distinguish between local, national and international initiatives. The scope of a system de�nes the
groups who are expected to participate in the scheme. The concept of coverage is a complex one. It
is possible to distinguish between the theoretical and actual scope of a system. Although a system
is intended to cover several di�erent groups, such as medical and nursing sta�, it may in practice
only receive contributions from some subset of those groups. Similarly, a national system may be
biased towards contributions from a particular geographical area.

There are important di�erences between national and regional reporting systems. For example,
it can be easier to guarantee anonymity in national systems. Reports that are submitted to local
systems often contain suÆcient details for others to infer the identity of individuals who are in-
volved in an adverse event. National systems are more likely to be protected by legal guarantees
of con�dentiality. They are also more likely to have the resources to �nance technology protection
for contributors, such as that o�ered by the Department of Energy's CAIRS system [655]. They
can also �nance dedicate personnel to process reports. Key individuals, such as the `Gatekeepers' in
the Swedish Air TraÆc Control system, can be given the task of anonymizing information so that
identities are hidden during any subsequent analysis. Steps may even be taken, as in the case of
CIRAS, to ensure that these individuals are also prevented from retrieving identity information after
the analysis is completed. All of these protection mechanisms are easier to sustain at a national level
where resources of time, money and personnel can be deployed to address the logistical problems
that often threaten locally-based systems.

A host of problems threaten anonymity in local reporting systems. For instance, the individuals
who are responsible for setting up and running such a system can have some diÆculty in convincing
sta� that they will not divulge con�dential information to management or to other members of sta�.
One common means of avoiding this problem is to operate completely anonymous systems in which
no identi�cation information is requested. This creates the opportunity for malicious reporting in
which one person implicates another. It also creates diÆculties in both analysing and interpreting
the causes and e�ects of particular incidents.

One of the longest running medical incident reporting systems was established in the Intensive
Care Unit of an Edinburgh hospital. This scheme can be used to illustrate the diÆculty of preserving
anonymity and con�dentiality in local reporting systems. The unit has eight beds [121]. There are
approximately three medical sta�, one consultant, and up to eight nurses per shift on the ward.
Given the relatively close-knit working environment of an intensive care unit, it is possible for other
members of sta� to narrow down those individuals who might have submitted a report about a
particular procedure or task that they were involved in. A key issue here is the trust that is placed in
the person who is responsible for operating the system. The Edinburgh system was set up by David
Wright, a consultant anaesthetist, who was heavily in
uenced by the earlier Australian Incident
Monitoring Study (AIMS) [866]. This local system is heavily dependent upon his reputation and
enthusiasm. He receives the reports and analyses them with the help of a senior nurse. The extent
of his role is indicated by the fact that very few reports are submitted when he is not personally
running the scheme.

The Paradox of Anonymity

There is a paradox in the a�ect that anonymity has on the value of a report at the local, national
or international level. As part of the initiative to establish common guidelines for incident reporting
in Air TraÆc Control, interviews were conducted with controllers and other personnel in several
European countries [423]. During these sessions, several contributors stressed the importance of
anonymity. However, they also stressed the importance of knowing the context in which an incident
occurred. This included both the location, which airport and which runway, as well as the time of
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day, the operator's shift pattern etc. Without this information, they argued that the report would
have little or no value to other operators. With that information, however, it would be relatively
easy to narrow the potential contributor down to a few individuals. The paradox here is that
anonymity is often essential to encourage the continued submission of incident reports. However,
anonymity jeopardises the usefulness of a report for those who may bene�t most from the lessons
that it contains.

In international schemes this paradox raises a number of deeper questions. A large number of
local factors will in
uence the way in which an occurrence is dealt with. These include di�erences in
national operating practices, in equipment, in workload. However, if a report were to be anonymized
then much of this information would have to be omitted. It is not clear how much information about
all of these issues ought to be provided and how much can be assumed about the readers knowledge
of regional and national di�erences. In aviation, this has been addressed by ICAO Annex 13,
mentioned above. This speci�es the minimum content for accident and incident reports. However,
these guidelines are not always adhered to. Similar provisions do not currently exist to support the
sharing of data in the medical domain or in, for instance, rail transportation.

In local schemes, the context is already well established. The sta� in the Edinburgh ICU system
know that all reports refer to occurrences within that unit. As a result, much of the identifying
information about that ICU can be reatined in the reports. Much of this detail would have to be
removed in a con�dential national systems in order to protect the individual hospital department.
At the same time, however, there is an increased likelihood that those running local systems may be
able to infer who contributed an anonymous report from their knowledge of the unit. The managers
of the reporting system must ensure that similar inferences cannot easily be made by the co-workers
who receive the recommendations that are generated from each contribution. This again leads to
the danger that necessary information will be omitted.

`Targeting the Doable"

Local incident reporting systems must typically select their recommendations from a more limited
set of remedial actions than national or international systems. For example, the FAA/NASA's
ASRS is widely recognised to have a profound in
uence not just on US but also on global aviation
policy. The same cannot be said for more local systems where it may only be possible to in
uence
the unit in which it is being run. This is re
ected in the more limited de�nition of an incident in
some of these schemes. For example, the sta� of the Yorkhill Hospital for Sick Children recently
established an incident reporting system for incidents in a Neonatal Intensive Care Unit. This local
system borrowed heavily from the existing schemes in Edinburgh and at various places in Australia
[122, 121]. The agreed de�nition of an incident that fell within the scope of the system was printed
on each of the forms:

\A critical incident is an occurrence that might have led (or did lead) if not discovered
in time - to an undesirable outcome. Certain requirements need to be ful�lled:

1. It was caused by an error made by a member of sta�, or by a failure of equipment;

2. It can be described in detail by a person who was involved in or who observed the
incident;

3. It occurred while the patient was under our care;

4. It was clearly preventable.

Complications that occur despite normal management are not critical incidents. But if
in doubt, �ll in a form." [122]

The penultimate sentence illustrates a key point about local systems. Local schemes depend upon
the good will, or at worst the passive acceptance, of higher levels of management. Such support can
be jeopardised if the system is seen to move beyond constructive criticism.

Many of the incidents reported to local schemes can only be avoided or mitigated through coop-
eration with other, external organisations. For example, van Vuuren's study of incident reporting in
a UK Accident and Emergency unit found that forty-�ve per cent of the causes (42 out of a total of
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93) of the 19 incidents that were studies had organisational causes. Of these, thirteen causes were
external to the Department itself. This is due to the way in which an Accident and Emergency de-
partment depends on the specialist services of other departments, including radiology, biochemistry
etc:

\Because the external factors are beyond the control of the investigated department,
it is diÆcult to assess their real causes. It is of little use to hypothesise in detail about
their origins and accompanying corrective actions of root causes in other departments...
However, the majority of the external factors relate to the priorities of hospital man-
agement. The consequences of these priorities in
uence day to day practice in the A&E
department, revolving mainly around staÆng problems (not enough senior sta�) and bed
problems (lack of beds for A&E patients due to the continuous closing of beds on the
wards), Although these external factors are beyond the control of the investigated depart-
ment, their reporting is important to enable informal discussion between departments
and to stimulate other departments to assess their own performance and its impact."
[844]

There are clear di�erences between van Vuuren's emphasis on collecting data, even if it cannot
immediately be used to a�ect other departments, and the previous de�nition of an incident which
`targets the doable'. The previous de�nition of a critical incident, arguably, illustrates the pragmatic
approach that must be adopted during the establishment of an incident reporting system. Before
the value of such a scheme has been widely accepted, it can provide diÆcult to get other groups
to accept that their actions may lead to failures in the unit operating the system. Van Vuuren's
argument that incident data can be used to enable informal discussions about common concerns will
only be e�ective if other groups are willing to participate.

National and international systems can often make recommendations that have a much wider im-
pact than local systems. For instance, the recommendations that are obtained from the UK's Royal
College of Anaesthetists systems can be passed directly to other college's for further consideration[715].
Similarly, the GAIN system is intended to support the dissemination of `best practice' across the
World's airline operators and manufacturers [308]. It is also intended to support the dissemination
of recommendations to air traÆc service providers, airport managers etc. A number of limitations
a�ect these large scale systems. It can be diÆcult to encourage the active participation of all regions
within a system. These systems can also become victims of their own success if it becomes diÆcult
to identify common patterns of failure amongst a large number of submissions.

Local, national and international systems provide di�erent insights. For example, Section 2.1
described the potential bene�ts of incident reporting. These included the fact the they provide a
reminder of hazards and that lessons can be shared. In a local system, these reminders may have
greater local relevance than in a national scheme. In a national system, feedback often retains local
features that were observed in the initial incident report. These features may not be appropriate for
all participants. Alternatively, the incident must be abstracted to derive a generic account of the
failure. In this case, the recipients must interpret the implications of the generic lesson in the context
of their department or organisation. This can lead to a strongly negative reaction to the system if
the lessons seem to be inappropriate [408]. There is also a danger of ambiguity; the implications of
a generic lesson can be misinterpreted. The following list reviews a number of further di�erences:

� local systems can react relatively quickly to any report of an incident. As mentioned, the
overheads of analysing and investigating a mishap can be substantially reduced because the
individuals who run the system will have a good understanding of the context in which any
failure occurred. These systems may only have a limited scope within a particular level of
an organisation. Partly as a consequence of this, they often exploit ad hoc solutions to more
serious problems. For instance, many hospital systems train their sta� how to `make do and
mend' with poorly designed equipment [418]. National and international systems typically
have the greater in
uence necessary to change procedures and prohibit the use of particular
devices.
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� national systems have correspondingly greater coverage. As a result, more reports may be
received and better statistical data can be derived from them. This enables a closer relationship
to be created between incident reporting and the subsequent risk assessments that drive future
development and operational decision making. The ability to collate national data makes it
more likely that such systems will be able to identify trends of common failures across many
di�erent sites. This is important because they can recognise the signi�cance of what would
otherwise appear as isolated failures. For instance, the lack of any e�ective central monitoring
system has been identi�ed as a reason why repeated problems with radiotherapy systems
were not corrected sooner [487]. However, these systems introduce new problems of scale.
There are considerable information processing challenges in identifying common trends in the
500,000 reports currently held by the ASRS . It can also be diÆcult to respond promptly when
analysts must communicate with regional centres to establish the detailed causes of an adverse
occurrence. Finally, it can be hard to ensure that local and regional agencies exploit consistent
reporting procedures. This implies that similar incidents must be reported in a similar manner
and that local or regional biases must be identi�ed.

� international systems enable states to share information about relatively rare mishaps. They
can also be used to exchange insights into the success or failure of recommendations for common
problems. For example, Germany Air TraÆc Control (Deutschen Flugsicherung GmbH ) cur-
rently operates several parallel approach runways. The increasing use of these con�gurations
has encouraged them to share data with other organisations which operate similar approaches,
such as the UK's National Air TraÆc Services operation at Heathrow. International reporting
systems enable states to identify potential problems before they introduce systems that are
currently operated in other countries. It can, however, be diÆcult to ensure the active par-
ticipation of several di�erent countries. Individual states must trust other countries both to
investigate and report on their incidents. Cultural and organisational problems also a�ect the
successful operation of international systems. For example, there is often a reluctance to adopt
forms and procedures that were not developed within a national system. Occasionally, there
is a belief that some of the incidents which are covered by national systems simply `could not
happen here' [423].

Large scale systems often attract political criticism if they are perceived to threaten other national
and international organisations. It is for this reason that recent attempts to develop medical incident
reporting systems in the United States are at pains to consider the relationship between federal and
state bodies:

\Congress should:

� designate the Forum for Health Care Quality Measurement and Reporting as the en-
tity responsible for promulgating and maintaining a core set of reporting standards
to be used by states, including a nomenclature and taxonomy for reporting;

� require all health care organisations to report standardised information on a de�ned
list of adverse events;

� provide funds and technical expertise for state governments to establish or adapt
their current error reporting systems to collect the standardised information, analyse
it and conduct follow-up action as needed with health care organisations.

Should a state choose not to implement the mandatory reporting system, the Depart-
ment of Health and Human Services should be designated as the responsible entity; and
designate the Center for Patient Safety to:

1. convene states to share information and expertise, and to evaluate alternative ap-
proaches taken for implementing reporting programs, identify best practices for
implementation and assess the impact of state programs; and

2. receive and analyse aggregate reports from States to identify persistent safety issues
that require more intensive analysis and/or a broader-based response (e.g., designing
prototype systems or requesting a response by agencies, manufacturers or others)."
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[453]

The distinctions between local, national and international schemes often become blurred under
systems such as that proposed by the US Institute of Medicine. Local initiatives report to State
organisations that may then contribute to a Federal database. Such an integration will, however,
change the nature of local systems. For instance, the need to ensure consistency in the information
that is gathered nationally will force changes on the forms and procedures that are used locally.
Recommendations that are issued from a national level may not easily be implemented under local
conditions. For instance, recommendations relating to the use of more advanced equipment that has
not yet been installed in all regions can serve to remind teams of what they are missing rather than
forewarn them about the potential problems of equipment that they might receive in the future
[409]. Similar comments can be made about initiatives to integrate national and international
reporting systems [423]. The need to convert between national reporting formats and consistent
international standards can lead to considerable tension. For instance, some European Air TraÆc
reporting systems operate a national system of severity assessment that must then be translated
into categories proposed by EUROCONTROL's ESARR 2 document [717]. This translation process
must be transparent if all of the member states are to trust the reliability of the statistics produced
from international initiatives.

2.4 Summary

This chapter has summarised the reasons why a range of government and commercial organisations
have established these systems in the military, in transportation, in healthcare, in power generation
etc. These initiatives have been justi�ed in terms of the learning opportunities that can be derived
from incident data ideally before an accident takes place.

This chapter has also looked at some of the problems associated with incident reporting. These
include the diÆcult of encouraging participation from a broad spectrum of contributors. For instance,
we have calculated Heinrich ratios for fatal and minor accidents a�ecting US personnel. This reveals
that contract sta� may report fewer minor injuries than directly employed sta�. The FRA have,
therefore, encouraged greater monitoring of incidents involving contract workers.

`No blame' reporting systems encourage greater participation. However, the Heinrich ratios for
General and Commercial Aviation suggest that the protection o�ered to contributors can introduce
biases. In particular, pilots are more likely to report an adverse event if their livelihood is at risk or
if they are concerned that their actions may be reported by colleagues and co-workers.

This book addresses the problems identi�ed in this chapter. The aim is to present techniques
that will help to realise the bene�ts that are claimed for incident reporting systems. Issues of
anonymity, of legal disclosure, of retribution and blame, of scope and context must all be considered
when developing an e�ective reporting scheme. It is also important to consider the sources of human
error, system failure and managerial weakness that contribute to the incidents that are reported.
This is the topic of the next chapter.
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Chapter 3

Sources of Failure

Failures are typically triggered by catalytic events, such as operator error or hardware failure. These
triggers exacerbate or stem from more latent problems, which are often the result of managerial and
regulatory failure. In the most general sense, incident reporting systems provide a way of ensuring

Figure 3.1: Levels of Reporting and Monitoring in Safety Critical Applications

that such routine failures do not escalate in this manner. As a result, they must operate at several
di�erent levels in order to reduce the likelihood of latent failures and reduce the consequences
of catalytic failures. Figure 3.1 provides an idealised view of this process. This diagram is a
simpli�cation. Political and economic necessity often break this chain of monitoring behaviour.
Simple terms, such as \regulator" and \management" hide a multitude of roles and responsibilities
that often con
ict with a duty to report [773]. However, the following paragraphs use the elements
of Figure 3.1 both to introduce the sources of failure and to explain why incident reporting systems
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have been introduced to identify and combat these sources once they have been identi�ed.

3.1 Regulatory Failures

Regulation is centred around control of the market place. Regulators intervene to ensure that certain
social objectives are not sacri�ced in the pursuit of pro�t. These objectives include improvements in
safety but they also include the protection of the environment, the preservation of consumer rights,
the protection of competition in the face of monopolistic practices etc. For example, the Federal
Railroad Administration's mission statement contains environmental and economic objectives as
well as a concern for safety:

\The Federal Railroad Administration promotes safe, environmentally sound, successful
railroad transportation to meet current and future needs of all customers. We encourage
policies and investment in infrastructure and technology to enable rail to realise its full
potential." [239]

A similar spectrum of objectives is revealed in the Federal Aviation Administration's strategic plan
for 2000-2001 [201]. The �rst of their three objectives relates to safety; they will `by 2007, reduce
U.S. aviation fatal accident rates by 80 percent from 1996 levels'. The second relates to security;
to `prevent security incidents in the aviation system'. The �nal aim is to improve system eÆciency;
to `provide an aerospace transportation system that meets the needs of users and is eÆcient in the
application of FAA and aerospace resources'.

3.1.1 Incident Reporting to Inform Regulatory Intervention

Regulatory authorities must satisfy a number of competing objectives. For example, it can be diÆcult
to both promote business eÆciency and ensure that an industry meets particular safety criteria. In
such circumstances, regulatory duties are often distributed amongst a number of agencies. For
example, the US National Transportation Safety Board (NTSB) has a duty to investigate accidents
and incidents in road, rail and maritime transportation. All other regulatory activities in the �eld
of aviation have been retained by the Federal Aviation Administration:

\Congress (in enacting the Civil Aeronautics Act of 1938] is to provide for a Safety Board
charged with the duty of investigating accidents... The Board is not permitted to exercise
... (other) regulatory or promotional functions. It will stand apart, to examine coldly
and dispassionately, without embarrassment, fear, or favour, the results of the work of
other people." (Edgar S. Gorrell, President, Air Transport Association, 1938 [482]).

The NTSB investigates the causes of incidents and accidents whilst the FAA is responsible for
enforcing the recommendations that stem from these investigations. This separation of roles is
repeated in other industries. For example, the US Chemical Safety and Hazard Investigation Board
operates under the Clean Air Act. Section 112 (r) (6) (G) prohibits the use of the Board's conclusions,
�ndings, or recommendations from being used in any lawsuit arising from an investigation. In
contrast, the US Occupational Safety and Health Act of 1970 established the Occupational Safety
and Health Administration (OSHA) to `assure so far as possible every working man and woman in
the Nation safe and healthful working conditions' through standards development, enforcement and
compliance assistance.

Although the distinction between investigatory and enforcement functions is apparent in many
di�erent industries, the precise allocation of responsibilities di�ers greatly from country to country.
For instance, the UK Rail Regulator is charged with safeguarding the passengers' interests within a
`deregulated and competitive' transportation system. However, the monitoring and enforcement of
safety regulations remains the responsibility of the Railway Inspectorate. This di�ers from the US
system in which the Federal Rail Administration takes a more pro-active role in launching safety
initiatives. In the UK system, this role seems to rest more narrowly with the railways inspectorate
that is directly comparable with the US NTSB.
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We are interested in regulators for two reasons. Firstly, they are often responsible for setting
up and maintaining the incident reporting systems that guide regulatory intervention. Secondly,
regulators are ultimately responsible for many of the incidents that are reported by these systems.
Similar failures that recur over time are not simply the responsibility of system operators or line
managers, they also re
ect a failure in the regulatory environment. Many regulators speci�cally have
the task of ensuring that accidents and incidents do not recur. For instance, the US Chemical Safety
and Hazard Investigation Board was deliberately created to respond to common incidents that were
being addressed by 14 other Federal agencies, including the U.S. Environmental Protection Agency
(EPA) and the U.S. Department of Labor's OSHA.

3.1.2 The Impact of Incidents on Regulatory Organisations

Regulators are increasingly being implicated in the causes of accidents and incidents [701]. In
consequence, investigations often recommend changes in regulatory structure. The Cullen report
into the Piper Alpha �re led to responsibility being moved from the Department of Energy's Safety
Directorate to the Health and Safety Executive's O�shore Safety Division. Similarly, the Fennell
report into the Kings Cross �re was critical of the close relationship that had grown up between
the Railways Inspectorate and the London Underground management. Prior to Kings Cross, there
had only been two Judicial Inquiries into UK railway accidents, the Tay Bridge disaster [357] and
the Hixon Level Crossing Accident [549]. These criticisms reveal some of the problems that face
regulators who must monitor and intervene in complex production processes. These problems can
be summarised as a lack of information; a lack of trained personnel and a concern not to impose
onerous constraints on trade.

Many industries increasingly depend upon complex, heterogeneous application processes. Most
regulatory agencies cannot assess the safety of such systems without considerable help from external
designers and operators. It is no longer possible for many inspectors to simply demand relevant
safety information. They, typically, rely on the company and its sub-contractors to indicate which
information is considered to be relevant to safety-critical processes. Rapid technical development,
deliberate obfuscation, the use of (often proprietary) technical terms can all make it diÆcult for
inspectors to gain a coherent view of the processes that they help to regulate. The activities of
many regulatory agencies are further constrained by personnel limitations. These constraints partly
stem from �nancial and budgetary requirements. It can be diÆcult to train and retain sta� who are
trained not only in the details of complex application processes but also in systems safety concepts.
Even if it is possible to preserve a skilled core of regulators, it can be diÆcult to ensure that they
continue to receive the `up to date' training that is necessary in many industries.

Regulators must balance demands to improve the safety of complex application processes against
the costs of implementing necessary changes within an industry. In 1999 Railtrack estimated that the
cost of installing an Advanced Train Protection system over the UK rail network was in the region
of $2 billion [690]. This system uses trackside transmitters to continuously monitor the activity of
trains; including its speed, number of carriages, braking capacity etc. The ATP system will sense if
the driver fails to react to any line-side instructions, including signals passed at danger, and will start
to reduce the speed of the train. The costs of installing the more limited Train Protection Warning
System was estimated by Railtrack to be in the order of $310 million. This system monitors the
train before the key signals that protect junctions, single lines and `unusual' train movements. A
sensor is attached to the train and this detects emissions from two radio loops that are laid before
these key signals. TPWS uses information about the current speed and the radio information that is
transmitted when a signal is at red to detect whether the train is liable to stop in front of that signal.
The information available to the system and the possible interventions are, therefore, more limited
than ATP. The economic implications of regulatory intervention in favour of either ATP or TPWS
are obvious. The Railway Safety Regulations (1999) require that ATP is �tted when `reasonably
practicable'. The wording of this regulation re
ects the sensitivity that many regulators must feel
towards the balance between safety and the promotion of commercial and consumer interests. If
regulators were to recommend ATP rather than TPWS, rail operators would have been faced with
signi�cant overheads that many felt could not be justi�ed by safety improvements. If they had
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recommended TPWS rather than ATP, passenger groups such as Railwatch would have criticised
regulatory failure to introduce additional safeguards.

The Rand report was commission by the NTSB as part of an investigation into future policy
for accident and incident investigation. This document questioned the nature of regulation in many
safety-critical industries:

\The NTSB relies on teamwork to resolve accidents, naming parties to participate in the
investigation that include manufacturers; operators; and, by law, the Federal Aviation
Administration (FAA). This collaborative arrangement works well under most circum-
stances, leveraging NTSB resources and providing critical information relevant to the
safety-related purpose of the NTSB investigation. However, the reliability of the party
process has always had the potential to be compromised by the fact that the parties most
likely to be named to assist in the investigation are also likely to be named defendants in
related civil litigation. This inherent con
ict of interest may jeopardise, or be perceived
to jeopardise, the integrity of the NTSB investigation. Concern about the party process
has grown as the potential losses resulting from a major crash, in terms of both liability
and corporate reputation, have escalated, along with the importance of NTSB �ndings to
the litigation of air crash cases. While parties will continue to play an important role in
any major accident investigation, the NTSB must augment the party process by tapping
additional sources of outside expertise needed to resolve the complex circumstances of a
major airplane crash. The NTSB own resources and facilities must also be enhanced if
the agencys independence is to be assured." (Page xiv, [482])

A number of alternate models have been proposed. For instance, international panels can provide
investgatory agencies with a source of independent advice. This approach is likely to be costly;
such groups could only be convened in the aftermath of major accidents. In many industries, the
dominance of large multi-national companies can make it diÆcult identify members who are suitably
quali�ed and totally independent. Alternatively, investigatory agencies can develop specialist in-
house investigation teams. The additional expense associated with this approach can make it diÆcult
to also provide adequate coverage of the broad range of technical areas that must be considered in
many incidents and accidents.

3.2 Managerial Failures

By failing to adequately address previous mishaps, regulators are often implicated in the causes of
subsequent incidents. In consequence, they often help to establish reporting schemes as means of
informing their intervention in particular markets. There are some similarities between regulatory
intervention and the role of management in the operation of incident reporting systems. On the one
hand, many organisations have set up incident reporting systems to identify potential weaknesses in
production processes. On the other hand, many of the incidents that are reported by these schemes
stem from managerial issues.

Social and managerial barriers can prevent corrective actions from being taken even if a reporting
system identi�es a potential hazard. These barriers stem from the culture within an organisation.
For example, Westrum identi�es a pathological culture that `doesn't want to know' about safety
related issues [862]. In such an environment, management will shirk any responsibility for safety
issues. The contributors to a reporting system can be regarded as whistle blowers. Any failure to
attain safety objectives is punished or concealed. In contrast, the bureaucratic culture listens to
messengers but responsibility is compartmentalised so that any failures lead to local repairs. Safety
improvements are not e�ectively communicated between groups within the same organisation. New
ideas can be seen as problems. They may even be viewed as a threat by some people within the
organisation. Finally, the generative culture actively looks for safety improvements. Messengers
are trained and rewarded and responsibility for failure is shared at many di�erent levels within the
organisation. Any failures also lead to far-reaching reforms and new ideas are welcomed.

Westrum's categories of organisational culture mask the more complex reality of most commer-
cial organisations. Accident and incident reports commonly reveal that elements of each of these
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stereotypes operate side by side within the same organisation. This is illustrated by the Australian
Transport Safety Bureau's (ATSB) report into a �re on the Aurora Australis [48]. The immediate
cause of the incident was a split fuel line to the main engine. Diesel came into contact with turbo-
chargers that were hotter than the auto-ignition temperature of the fuel. It can be argued that the
ship's operators resembled Westrum's bureaucratic organisation. Information about the modi�ca-
tions was not passed to the surveyors and other regulatory authorities. It can also be argued that
this incident illustrates a pathological culture; ad hoc consultations perhaps typify organisations
that are reluctant to take responsibility for safety concerns:

\Consultations between the company and Lloyds Register and W�artsil�a, on the use of

exible hoses were ad hoc and no record of consultation or approval concerning their
�tting was made by any party. No approval was sought from the Australian Maritime
Safety Authority for the �tting of 
exible hoses. Knowledge that the 
exible hoses had
been �tted under the 
oor plates was lost with the turn-over of engineers. The fact that
other 
exible hoses were �tted to the engines was well evident, but this did not alert
either class or AMSA surveyors to the fact that the modi�cations were not approved."
(Summary Conclusions, [48])

This same organisation also reveals generative behaviour. Persistent safety problems were recognised
and addressed even if ultimately those innovations were unsuccessful. For instance, the operators
of the Aurora Australis made numerous attempts to balance safety concerns about the fuel pipes
against the operational requirements of the research vessel:

\At an early stage of the ships life W�artsil�a Australia provided omega4 pipes to connect to
the engines in an attempt to overcome the failures in the fuel oil pipework. This however
did not solve the problem... When scienti�c research is being undertaken and dynamic
positioning is in use, the isolation of noise and vibration from the hull is of importance.
During these periods the main engines would not be in use. However the main generator
sets are required and, to reduce vibration, the generator sets are 
exibly mounted. For
this reason, the generator sets were connected to the fuel system pipework with 
exible
hoses supplied by W�artsil�a. The subsequent approach in solving the problem on the
main engines involved the �tting of sections of medium pressure hydraulic/pneumatic
hose." (Page 33 - Engine Fuel Systems, [48])

Many investigators apply a form of hindsight bias when they criticise the organisational culture of
those companies that su�er severe accidents. They have experienced a major failure and, therefore,
these organisations must have a `pathological' attitude to safety. This is over-simplistic. The previous
incident has illustrated the complex way in which many organisations respond to safety concerns.
It is possible to identify several di�erent `cultures' as individuals and groups address a range of
problems that change over time.

3.2.1 The Role of Management in Latent and Catalytic Failures

MAnagement play an important role in the latent causes of incidents and accidents. The distinction
between latent and catalytic factors forms part of a more general classi�cation introduced by Holl-
nagel [362]. He identi�es e�ects, or phenotypes, as the starting point for any incident investigation.
They are what can be observed in a system and include human actions as well as system failures. In
contrast, causes or genotypes represent the categories that have brought about these e�ects. Causes
are harder to observe than e�ects. Their identi�cation typically involves a process of interpretation
and reasoning.

It is also useful to distinguish between proximal and distal causes [115]. In Hollnagel's terms,
most incident reports focus on the proximal genotypes of failure. These the include `person' and
`technology' related genotypes that are addressed later in this chapter. However, they also include
`organisation related genotypes' that address the role of line management in the conditions leading
to an adverse event: \This classi�cation group relates to the antecedents that have to do with the
organisation in a large sense, such as safety climate, social climate, reporting procedures, lines of
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command and responsibility, quality control policy, etc." (Page 163, [362]). Hollnagel's classi�cation
of organisation genotypes re
ects the increasing public and government interest in the distal causes of
failure. He explicitly considers safety climate, social climate, reporting procedures, lines of command
and responsibility and quality control policy as contributory factors in the events leading to failure.
Table 3.2.1 illustrates how this high level categorisation can be re�ned into a check-list that might
guide both the investigation of particular incidents and the development of future systems.

3.2.2 Safety Management Systems

Management can recruit a number of techniques to help them combat the latent causes of incidents
and accidents. For example, Safety management systems help organisations to focus on \those
elements, processes and interactions that facilitate risk control through the management process"
[189]. The perceived success of this approach has led a number of regulators to support legislation
that requires their use within certain industries, for example through the UK O�shore Installations
(Safety Case) Regulations of 1992 . The UK Health and Safety Executive publish guidance material
on the development of Safety Management Systems [319]. They emphasise a number of phases [189]:

� developing policy, which sets out the organisations general approach, goals and objectives
towards safety issues;

� organising, which is the process of establishing the structures, responsibilities and relationships
that shape the total working environment;

� planning, the organisational process which is used to determine the methods by which speci�c
objectives should be set out and how resources are allocated;

� implementation which focuses on the practical management actions and the necessary employee
behaviours that are required to achieve success;

� measuring performance, which incorporates the process of gathering the necessary information
to assess progress towards safety goals; and

� auditing and reviewing performance, which is the review of all relevant information.

Incident reporting schemes o�er a number of potential bene�ts within a safety management system.
In particular, they can help to guide the allocation of �nite resources to those areas of an application
process that have proven to be most problematic in the past. In other words, incident reporting
systems can focus risk assessment techniques using `real world' reliability data that can be radically
di�erent from the results of manufacturer's bench tests. Incident reporting systems can also be
used to assess the performance of safety management activities. They can provide quantative data
that avoids subjective measures for nebulous concepts such as `safety culture'. Managerial perfor-
mance can be assessed not simply in terms of reduced frequency for particular incidents but also in
terms of the reduced severity of incidents that are reported. Chapter 15 will, however, discuss the
methodological problems that arise when deriving quantitative data from incident reporting systems.

3.3 Hardware Failures

Public attention is increasingly being focussed on the role of regulatory authorities in the aftermath
of accidents and incidents. This has increased interest in incident reporting techniques as a means
of informing regulatory intervention. Managerial failures also play an important role in creating the
conditions that lead to many of the failures that are described in occurrence submissions. In conse-
quence, a number of regulatory authorities have advocated the use of incident reporting techniques
to help identify potential managerial problems within a wider safety management system. The fol-
lowing section builds on this analysis and begins to look at phenotypes and genotypes that relate
to hardware failures. It can be argued that many of these failures stem from the distal causes of
managerial failure. Stochastic failures can be predicted using probabilistic risk assessment. Design
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General
consequent

Speci�c
consequent

De�nition

Maintenance
failure

Equipment not
operational

Equipment (controls, resources)
does not function or is not avail-
able due to missing or inappropri-
ate management

Indicators not
working

Indications (lights, signals) do not
work properly due to missing main-
tenance

Inadequate
quality control

Inadequate
procedures

Equipment/function is not avail-
able due to inadequate quality con-
trol

Inadequate
reserves

Lack of resources or supplies (e.g.,
inventory, back-up equipment etc.)

Management
problem

Unclear Roles People in the organisation are not
clear about their roles and their du-
ties

Dilution of
responsibility

There is not a clear distribution of
responsibility; this is particularly
important in abnormal situations.

Unclear line of
command

The line of command is not well de-
�ned and the control of the situa-
tion may be lost.

Design failure Anthropometric
mismatch

The working environment is inade-
quate and the cause is clearly a de-
sign failure.

Inadequate
Human-Machine
Interface

The interface is inadequate and the
cause is clearly a design failure.

Inadequate task
allocation

Inadequate
managerial rule

The organisation of work is de�-
cient due to the lack of clear rules
or principles

Inadequate task
planning

Task planning or scheduling is de�-
cient

Inadequate work
procedure

Procedures for how work should be
carried out are inadequate

Social pressure Group think The individual's situation under-
standing is guided or controlled by
the group.

Table 3.1: Hollnagel's Categories for Organisational Genotypes
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and requirements failures may be detected using appropriate validation techniques. However, many
incidents defy this simplistic analysis of managerial genotypes as the root of all mishaps. Individual
managers are subject to a range of economic, political and regulatory constraints that limit their
opportunities to address potential hardware failures in many industries.

3.3.1 Acquisition and Maintenance E�ects on Incident Reporting

Several factors a�ect the successful acquisition of hardware devices. Managers must have access
to accurate reliability data. They must also be able to assess whether devices will be compatible
with other process components. Compatibility can be assessed both in terms of device operating
characteristics but also in terms of maintenance patterns. This is important if managers are to
optimise inspection and replacement policies. A number of further characteristics must also be con-
sidered. The operating temperatures, humidity performance, vibration tolerances etc should exceed
those of the chosen environment. components must meet electromagnetic interference requirements.
They should also satisfy frequency, waveform and signal requirements as well as maximum applied
electrical stresses. The tolerance drift over the intended life of the device should not jeopardise the
required accuracy of the component. Finally, the component must fall within the allocated cost
budget and must usually be available during the service life of an application process.

Many components fail to meet these requirements. Hardware failures have many di�erent causes.
The distal genotypes include design failures; the device may not perform the function that was
intended by the designer. Hardware may also fail because of problems in requirements elicitation;
the device may perform as intended but the designers' intentions were wrong. It can also fail because
of implementation faults; the system design and requirements were correct but a component failed
through manufacturing problems. A fault typically refers to lower-level component malfunction
whilst failures, typically, a�ect more complex hardware devices. There are also more proximal
genotypes of hardware failures. In particular, a device may be operated beyond its tolerances.
Similarly, inadequate maintenance can lead to hardware failures. A number of military requirements
documents and civilian standards have been devised to address these forms of failure, such as US
MIL-HDBK-470A (Designing and developing maintainable products and systems) or the FAA's
Code of Federal Regulations (CFR) Chapter I Part 43 on Maintenance, Preventive Maintenance,
Rebuilding and Alteration. These standards advocate a number of activities that are intended to
reduce the likelihood of hardware problems occurring or, if they do occur, to reduce the consequences
of those failures. An important aspect of these activities is that they must continue to support
the product throughout its operational life. Two key components of hardware acquisition and
maintenance schemes are a preferred parts list and a Failure Reporting, Analysis and Corrective
Action system (FRACAs). Preferred parts lists are intended to ensure that all components come
from known or approved suppliers. These preferred parts lists also avoid the need for development
and preparation of engineering justi�cation for new parts and materials. They reduce the need
for monitoring suppliers and inspecting/screening parts and materials. They can also avoid the
acquisition of obsolete or sole-sourced parts. Failure Reporting, Analysis and Corrective Action
systems provide individual organisations with a means of monitoring whether or not the components
on a preferred parts list actually perform as expected when embedded within production processes
in the eventual operating environment.

A continuing theme in this book will be that the use of safety-critical design and maintenance
techniques, such as a preferred parts list, can have a profound impact on the practical issues involved
in incident reporting. If a structured approach to hardware acquisition is not followed then it can
be extremely diÆcult for engineers to e�ectively exploit the information that is submitted through a
FRACA system. Engineers must assume that all components share similar failure modes even though
they are manufactured by di�erent suppliers. This can have considerable economic consequences if
similar devices have di�erent failure pro�les, for example from di�erent manufacturing conditions.
Adequate devices may be continually replaced because of historic failure data that is based on
similar but less reliable components. Conversely, it can be dangerous for engineers to assume that
a failure stems from a particular supplier rather than from a wider class of similar devices. In order
to support this inference, operators must analyse the di�erent engineering justi�cation for each of
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the di�erent supplier's components to ensure that faults are not shared between similar devices from
di�erent manufacturers. The practical consequences of miscalculating such maintenance intervals is
illustrated by work from the European insurance company Det Norske Veritas [458]. They assume
that:

� that failure rate increases with increasing maintenance interval;

� that maintenance cost is inversely proportional to the maintenance interval

� that expected total cost is the sum of the maintenance cost and the expected failure cost.

It is possible to challenge these simplifying assumptions, however, they are based on considerable
practical experience. Figure 3.2, therefore, illustrates the way in which the costs of maintenance are
reduced as maintenance intervals are increased. It also shows the expectation that the costs of any
failure will rise with increased maintenance intervals. The importance of this diagram for incident

Figure 3.2: Costs Versus Maintenance Interval

reporting is that each of these curves is based on the maintenance intervals and costs for particular
devices. If a less reliable device were used with the same maintenance intervals then cost curves
may be signi�cantly higher, that is to say they will be translated along the Y-axis. Conversely,
the cost curves for more reliable devices will be signi�cantly lower even though the maintenance
intervals will be based on less reliable devices. In either case, the e�ective use of reliability data for
preventive maintenance depends upon the monitoring of devices from di�erent suppliers within the
actual operating environment of particular production processes [27].

3.3.2 Source, Duration and Extent

It is possible to identify a number of di�erent types of hardware failure. In particular, they can be
distinguished by their source, duration and extent [762]. Each of these failure types poses di�erent
challenges for the successful operation of incident reporting systems. The source of a failure refers
to whether it is random or systematic. Component faults provide the primary cause of random
hardware failures. All components have a �nite chance of failing over a particular period of time. It
is possible to build up statistical models that predict failure probabilities over the lifetime of similar
devices. These probability distributions are usually depicted by the `bath tub' curve shown in
Figure 3.3. Initially there is an installation or `burn-in' period when the component has a relatively
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Figure 3.3: Failure Probability Distribution for Hardware Devices

high chance of failure. Over time, this declines for the useful life of the product until it begins to
wear out. At this point, the likelihood of failure begins to increase. As can be seen from Figure 3.3
it is possible to abstract away from these lifecycle di�erences by suing a mean failure rate. However,
this has profound practical consequences for the operation of an incident reporting system. When a
class of components are �rst deployed, FRACAs submissions will indicate a higher than anticipated
failure rate. This need not imply that the mean is incorrect, simply that the components must still
go through the `burning-in' period indicated in Figure 3.3.

The second source of hardware problems relates to systematic failures. These stem from errors
in the speci�cation of the system and from errors in the hardware design. Systematic failures are
more diÆcult to combat using incident reporting techniques. The causes of particular mishaps may
lie months or even years before a problem is reported by a supplier or end-user. It is for this reason
that initiatives such as US MIL-STD-882D: Standard Practice for System Safety focus on the quality
control and inspection procedures that are used throughout the design and implementation lifecycle.
If systematic faults are found in hardware, or in any other aspect of a safety critical system, then
this raises questions not just about the particular product that failed but also about every other
product that was produced by that development process.

The duration of a failure can be classi�ed as either permanent, transient or intermittent. Inter-
mittent problems occur and then recur over time. For instance, a faulty connection between two
circuits may lead to an intermittent failure. Occasionally the connection may operate as anticipated.
At other times it will fail to deliver the correct signal. Conversely, transient failures occur once but
may not recur. For instance, a car's starter motor may generate electromagnetic interference that
will not recur until another car starts in the same location. Finally, permanent failures persist over
time. Physical damage to a hardware unit, typically, results in a permanent failure. Each of these
failure types poses di�erent challenges for reporting systems. Transient failure can be particularly
diÆcult to diagnose. They are, typically, reported as one-o� incidents. This makes it very hard to
reconstruct the operational and environmental factors that contributed to the failure. There is also
a strong element of uncertainty in any response to a transient failure; it can often be very diÆcult
for engineers to distinguish this class of failures from intermittent problems. The passage of time
may convince engineers that a failure will not recur. This can be dangerous if the failure returns
and proves to be intermittent rather than transient.

Permanent failures can seem simple to identify, diagnose and rectify. However, `fail silent' compo-
nents may leave few detectable traces of their failure until they are called upon to perform speci�c
functions. Conversely, `fail noisy' components may generate so many confounding signals that it
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can be diÆcult for engineers to determine which device has failed. It is important to stress that
in practice there will seldom be a one-to-one mapping between each possible failure mode for any
particular device and the reports that are submitted about those failures. For example, if two dif-
ferent members of sta� identify the same failure then managers will be faced with the diÆcult task
of working out whether or not those two reports actually do refer to the same problem or to two
di�erent instances of a similar failure. In such circumstances, it can take considerable time and
resources for sta� to accurately diagnose the underlying causes.

Intermittent failures are diÆcult to detect and resolve. Low frequency, intermittent failures may
only be identi�ed by comparing incident reporting systems from many di�erent end-user organi-
sations. The reports that document these failures may be distributed not only in time but also
in geographical location. Many safety-critical products operate in similar environments in many
di�erent parts of the globe. Chapter 15 will argue that recent advances in probabilistic information
retrieval and case based reasoning techniques for the �rst time provide e�ective tools for detecting
and responding to this diÆcult class of failures. For now it is suÆcient to observe that the iden-
ti�cation of intermittent failures and trend information from incident reporting remains one of the
biggest practical challenges to the e�ective use of these systems.

The �nal classi�cation of failure types relates to the extent of its consequences. A localised fault
may only e�ect a small sub-system. The consequences of a global fault can permeate throughout
an entire system. Between these two extremes lie the majority of faults that may have e�ects
that are initially localised but which, over time, will slowly spread throughout an application. In
many instances it is possible to use incident reporting systems to chart the propagation of a failure
over time. This provides valuable information not only about the failure itself but also about the
reporting behaviour of the systems, teams and individuals who must monitor application processes.

The following incident report from the FDA's US Food and Drug Administration's Manufac-
turer and User Facility Device Experience Database (MAUDE) provides a glimpse of the complex
relationships between device suppliers and the technical support sta� who must operate them. In
this case, end users made repeated attempts to �x problems that were created by the inadequate
cooling of a patient monitor. The account of the problem clearly illustrates the end-user's sense of
frustration both with the unreliability of the device and with the manufacturers' response:

Monitors lose functions due to internal heat Note: several of the units returned for
repair have had "fan upgrades to alleviate the temp problems". However, they have
failed while in use again and been returned for repair, again salesman has stated it is not
a thermal problem it is a problem with X's circuit board. Spoke with X engineer, she
stated that device has always been hot inside, running about 68C and the X product has
been rated at only 70C. Third device transponder started to burn sent for repair. Shortly
after the monitor began resetting itself for no reason, fourth device monitor, SPO2 failed
and factory repaired 10/01, 3/02. Also repaired broken wire inside unit 12/01. Tech
3/02 said the symptoms required factory repair... ([272], MDR TEXT KEY: 1370547)

This incident resulted in a series of follow-up reports. However, the manufacturers felt that the events
described by the user could not be classi�ed as safety-related; `None of the complaints reported by the
user were described as incidents or even near incidents. The recent report sent to the FDA appears
to be related to frustration by the end user regarding the product reliability'. The manufacturer
further responded by describing the evaluation and test procedures that had been used for each of
the faulty units. The �rst had involved the customer replacing a circuit board. This did not �x
the problem and the unit was sent back to the factory. The power supply was replaced but no
temperature related failure was reproduced under testing by the manufacturers. A second device
was also examined after a nurse had complained that the monitor had `spontaneously' been reset.
The hospital biomedical technicians and manufacturers representatives were unable to reproduce
the transient failure and all functions were tested to conform to the manufacturers' speci�cations.

Manufacturers and suppliers are also often unable to determine the particular causes of reported
mishaps. In the previous incident, the integrator/manufacturer believed that some of the problems
might have stemmed from a printed circuit board made by another company. Tests determined
that a board malfunction resulted in a failure to display patient pulse oxymetry waveforms on
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the monitoring system. The problems did not end when the integrator replaced the faulty board.
The customer again returned the unit with further complaints that the device would not change
monitoring modes. The integrator determined that the connectors to the printed circuit board were
not properly seated. However, the board must have been properly placed prior to dispatch in order
for the unit to pass its quality acceptance test. It is possible that the connector was not seated
completely during the initial repair and gradually became loose over time. This incident illustrates
the confusion that can arise when hardware devices are developed by groups of suppliers. The
marketing of the device may be done by an equipment integrator who out-sources components to
sub-contractors. For example, one company might provide the patient monitoring systems while
another supplies network technology. This market structure o�ers considerable 
exibility and cost
savings during development and manufacture. However, problems arise when incidents stem from
subcomponents that are not directly manufactured by the companies that integrate the product.
Complaints and incident reports must be propagated back along the supply chain to the organisations
that are responsible for particular sub-systems.

3.4 Software Failures

Software is now a key component in most safety critical systems. It is used to con�gure the displays
that inform critical operating decisions, it can detect and intervene to mitigate the consequences of
potential failures. Even if it is not used directly within the control loops of an application, it typically
plays a key role in the design and development practices that help to produce the underlying systems.
The Rand report into the investigatory practices of the NTSB emphasised the new challenges that
these developments are creating:

\As complexity grows, hidden design or equipment defects are problems of increasing
concern. More and more, aircraft functions rely on software, and electronic systems are
replacing many mechanical components. Accidents involving complex events multiply the
number of potential failure scenarios and present investigators with new failure modes.
The NTSB must be prepared to meet the challenges that the rapid growth in systems
complexity posed by developing new investigative practices." [482]

The consequences of software-related incidents should not be underestimated. The failure of the
London Ambulance Computer Aided Dispatch system is estimated to have cost between $1.1 and
$1.5 million. Problems with the UK Taurus stock exchange program cost $75 to $300 million.
The US CONFIRM system incurred losses in the region of $125 million [79] Few of these mishaps
were entirely due to software failure. They were the result of \interactions of technical and cogni-
tive/organizational factors than by technical factors alone" [533].

There are important di�erences between hardware and software failures. As we have seen, hard-
ware failures can be represented as probability distributions that represent the likelihood of failure
over the lifetime of a device. The practical diÆculties of fabrication and installation prevent designers
from introducing completely reliable hardware. If hardware related incidents exceed the frequency
anticipated by the predicted failure probabilities then additional safeguards can be deployed to re-
duce the failure frequency or to mitigate the consequences of these failures. In contrast, software is
deterministic. The same set of instructions should produce the same set of results each time they
are executed. In consequence, if a software `bug' is eliminated then it should never recur. There
are some important caveats, however. In the real world, software operates on stochastic devices.
In other words, subtle changes in the underlying hardware, including electromagentic interference,
can cause the same set of instructions to have di�erent results. In other applications, concurrent
processors can appear to behave in a non-deterministic fashion as a result of subtle di�erences in
the communications infrastructure [420]. Small di�erences in the mass of input provided by these
systems may lead to radically di�erent software behaviours. The problem is not that the code itself
is non-deterministic. However, it can be almost impossible for operators and maintenance engineers
to detect and diagnose the particular set of input conditions that caused the software to react in
the manner that is described within an incident report. The consequences of this cannot easily be
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underestimated. In particular, it makes it diÆcult for engineers to distinguish between transient or
intermittent hardware failures and software bugs arising from rare combinations of input conditions.

It can also be diÆculty to ensure that bug �xes reach all end-users once a safety-critical product
has been distributed. These practical diÆculties are again illustrated by an incident report from the
FDA's MAUDE system:

\For approximately three weeks user hasn't been able to archive patient treatments
due to software error. (The) facility has attempted to have company �x system in person
but has only been successful at having company try by modem but to no avail." ([272],
Report Number 269987)

The introduction of bug �xes can also introduce new faults that must, in turn, be recti�ed by further
modi�cation.

3.4.1 Failure Throughout the Lifecycle

Je�cott and Johnson [396] argue that many software failures stem from decisions that are taken by
high-level management. They illustrate this argument as part of a study into the organisational
roots of software failures in the UK National Health Service. For example, the inquiry into the
failure of the London Ambulance Computer Aided Dispatch System criticised the initial tendering
process that was used:

\Amongst the papers relating to the selection process there is no evidence of key questions
being asked about why the Apricot bid, particularly the software cost, was substantially
lower than other bidders. Neither is there evidence of serious investigation, other than
the usual references, of Systems Options or any other of the potential suppliers' software
development experience and abilities. ([772], page 18)

Such problems are typical of industries that are struggling to adapt management and procurement
policies to the particular demands of software acquisition and development. They also illustrate the
ways in which the various genotypes , such as managerial failure, help to create the conditions in
which other forms of failure are more likely to manifest themselves.

The causes of software bugs can be traced back to the development stages where they were �rst
introduced. For instance, the IEC 61508 development standard distinguishes between eleven lifecycle
phases: initial conceptual design; the identi�cation of the project scope; hazard & risk assessment;
identi�cation of overall safety requirements; resource allocation to meet safety requirements; planning
of implementation and validation; system realization; installation and commissioning; validation;
operation and maintenance; modi�cation[420]. Software failures, typically, have their roots early in
this development cycle. Many incidents stem from inadequate risk assessment. This is important
in standards such as IEC 61508 that guide the allocation of software design resources in proportion
to the predicted likelihood of a failure and its anticipated consequences. Errors during this risk
assessment phase may result in unjusti�ed attention being played to minor aspects of software
functionality whilst too little care may be taken with other more critical aspects of a design. Any
code that is then developed will fail to insure the overall safety of an application even though
it runs in the manner anticipated by the programmer. Such problems are often caught during
subsequent validation and veri�cation. Those failures that do occur are, therefore, not only the
result of an initial mistake or genotype. They also stem from failures in the multiple barriers
that are intended to prevent faults from propagating into a �nal implementation. The IEC 61508
standard requires that the sta� employed on each development task must be competent; they must
understand the importance of their task within the overall development lifecycle; their work must
be open to veri�cation; it must be monitored by a safety management system; their ork must be
well documented; it must be integrated within a functional safety assessment. These requirements
apply across all of the lifecycle phases and are intended to ensure that failures do not propagate into
a �nal implementation.

Managerial failures are an important precursor to other problems during software development,
such as inadequate requirements capture [415]. This is signi�cant because it has often been argued
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that the costs of �xing software bugs rise rapidly as development progresses. For example, Kotonya
and Sommerville estimate that the costs of �xing a requirements error may be up to one hundred
times the costs of �xing a simple programming error [459]. Such estimates have important implica-
tions for incident reporting. There can be insuÆcient resources to �x those software failures that are
reported once a system is in operation. Many development organisations have introduced reporting
schemes, such as NASA's Incidents, Surprises and Anomalies application, to elicit safety concerns
well before software is deployed.

Requirements analysis helps to identify the functions that software should perform. It also helps
to capture additional non-functional constraints; including usability and safety criteria. There are
many reasons for the failure of requirements elicitation techniques. The following list provides a
partial summary:

� lack of stakeholder involvement. The end-users who arguably knowmost about day to day oper-
ation may not be suÆciently consulted. In consequence, software engineers can get a distorted
view of an application process. Similarly, some sectors of plant management and operation
may not be adequately consulted. This may bias software engineers towards considering the
requirements of one group of users' needs.

� incorrect environmental assumptions. A very common source of requirements problems stem
from incorrect assumptions about the environment in which a software system will operate.
Neumann's collection of computer related risks contains numerous examples of variables that
have fallen above or below their anticipated ranges during `normal' operation [627].

� communications failures within development teams. Incorrect assumptions about operating
environments often occur because software engineers must often rely upon information pro-
vided by domain experts. Problems arise when these specialists must communicate technical
expertise to people from other disciplines.

� inadequate con
ict management. It is easy to underestimate the impact that social dynamics
can have upon requirements engineering. Di�erent stakeholders can hold radically di�erent
views about the purpose and priorities of application software. Requirements capture will fail
if it does not address and resolve the tensions that are created by these con
icts. In particular,
they can result in inconsistencies requirements, for example between speed and cost, that
cannot be met by any potential design.

� lack of `ecological' validity. It has increasingly been argued that requirements cannot simply
be gathered by asking people about the intended role of software components [459]. in order
to gain a deeper understanding of the way in which software must contribute to the overall
operation of a system, it is important to carefully observe the day to day operation of that
system.

As software engineering projects move from requirements elicitation towards installation and oper-
ation, they typically pass through a speci�cation stage. This process identi�es what a system must
do in order to satisfy any requirements. It does not, however, consider the precise implementation
details of how those requirements will be met. A similar array of problems a�ect this stage of
software development:

� inadequate resolution of ambiguity. There is no general agreement about the best means of
expressing requirements for large-scale software engineering projects. Formal and semi-formal
notations provide means of reducing the ambiguity that can arise when natural language
terms are used in a requirements document. However, these mathematical and diagrammatic
techniques su�er from other limitations.

� inadequate peer review. Formal and semi-formal notations can be used to avoid the ambiguity
and inconsistency of natural language. However, they may only be accessible to some of the
people who are involved in the development process. In particular, they typically cannot be
review by the domain experts and stakeholders who must inform requirements elicitation.
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� lack of change management. Requirements will change over time as analysts consult more and
more of the stakeholders involved in a system. These changes can result in `feature accretion';
the core application functionality may become obscured by a lengthening wish-list of less
critical features.

� lack of requirements maintenance. The constraints that software must satisfy will change
during the lifetime of a system. Unless these changes trigger maintenance updates then software
will continue to satisfy obsolete functional and non-functional requirements [434].

Errors in requirements elicitation and speci�cation are more diÆcult to rectify than simple pro-
gramming errors. There is, however, a bewildering array of potential pitfalls for the programmers
of safety-critical systems. These include logical errors in calculations, such as attempting to divide
a number by zero. They also include errors that relate to the handling of information within a pro-
gram. For example, a variable may be used before it has been initialised with its intended value. The
types of data that are represented within the program may not accurately match the full range of
values that are provided as input to the program. The representations of these types may also di�er
between components of a program that are written by di�erent teams or companies. The defences
of strong typing that prevent such problems may be subverted or ignored. Valuable data may be
over-written and then later accessed as though it still existed. A further class of problems relates
to what is known as the 
ow of control. Instead of executing an intended sequence of instructions
or of inspecting a particular memory location an arbitrary jump may be introduced through an
incorrect reference or instruction. Other problems relate to the way in which a particular piece of
code eventually executes at run-time. For example, there are di�erences between the precision with
which data is represented on di�erent target processors.

It is important not to underestimate the consequences of such coding errors. For example, the
report into the London Ambulance Dispatch System failure records how such a bug caused the entire
system to fail:

\The Inquiry Team has concluded that the system crash was caused by a minor pro-
gramming error. In carrying out some work on the system some three weeks previously
the Systems Options programmer had inadvertently left in the system a piece of program
code that caused a small amount of memory within the �le server to be used up and not
released every time a vehicle mobilisation was generated by the system. Over a three
week period these activities had gradually used up all available memory thus causing the
system to crash. This programming error should not have occurred and was caused by
carelessness and lack of quality assurance of program code changes." ([772], page 45).

This quotation again illustrates the genotypes that lead to software failures. Errors can result
from time and cost pressures; programmers may lack the necessary resources that are necessary to
ensure type consistency and other necessary properties across module interfaces. If programmers
receive inadequate training then they may fail to recognise that they have made an error. These
problems can, in turn, be compounded by the lack of adequate tool support during various stages
of implementation and testing.

Designers cannot be certain of eliminating all bugs from complex software systems. As a result,
development resources must be allocated in proportion to the criticality of the code. If less resources
are allocated to a module then there is, in theory, a higher likelihood that bugs will remain in that
section of a program. Further problems stem from the diÆculty of performing static and dynamic
tests on complex and embedded systems. Dynamic testing involves the execution of code. This is
intuitively appealing and can provide relatively direct results. It is also fraught with problems. It
can be diÆcult to accurately simulate the environment that software will execute in. For instance,
the Lyons report spends several pages considering the reasons why the inertial reference system
(SRI) was not fully tested before Ariane 
ight 501:

\When the project test philosophy was de�ned, the importance of having the SRI's in
the loop was recognised and a decision was made (to incorporate them in the test). At a
later stage of the programme (in 1992), this decision was changed. It was decided not to
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have the actual SRI's in the loop for the following reasons: the SRIs should be considered
to be fully quali�ed at equipment level; the precision of the navigation software in the
on-board computer depends critically on the precision of the SRI measurements. In the
Functional Simulation Facility (ISF), this precision could not be achieved by electronics
creating test signals; the simulation of failure modes is not possible with real equipment,
but only with a model; the base period of the SRI is 1 millisecond whilst that of the
simulation at the ISF is 6 milliseconds. This adds to the complexity of the interfacing
electronics and may further reduce the precision of the simulation" (page 9, [505]).

Even in simple cases there are so many di�erent execution paths and possible inputs that they
cannot all be tested through dynamic analysis. As a result, many organisations have turned to
combinations of both dynamic and static forms of testing. Static analysis evaluates the software
without executing it. This relies upon reasoning about an abstraction of the speci�c machine that
is eventually constructed by running code on a particular processor. For instance, walkthroughs can
be performed by analysing the changing values of di�erent variables as each line of code is executed
by hand. Of course, this becomes increasingly problematic if the code is distributed. Formal,
mathematical techniques can be used to reason about the behaviour of such software. However, all
of these approaches rely upon reasoning about abstractions of the eventual system. There continue
to be both theoretical and practical diÆculties in re�ning proofs about models of a system into
assertions about the potential behaviour of software operating on particular processors. The key
point in all of this is that both static and dynamic testing provide means of increasing our assurance
about the quality of a particular piece of code. Neither provide absolute guarantees. As a result, it
seems likely that incident reporting systems will continue to provide valuable information about the
symptoms of software failure for some time to come.

Redundancy can be used to reduce the likelihood of software failures. Several di�erent routines
can be used to perform the same function. The results from these computations can be compared
and a vote taken to establish agreement before execution proceeds. If one section of code calculates
an erroneous value then their result can be overruled by comparison with the other results. Lack
of redundancy can, therefore, be seen to be a source of software failure. However, redundancy
introduces complexity and can itself yield further implementation problems. It can also be diÆcult to
ensure true diversity. For instance, programmers often resort to the same widely published solutions
to common problems. If those solutions result in common problems then these may be propagated
into several versions of the redundant code. Even if redundancy is successfully deployed, it can raise
a number of further technical problems for the successful detection and resolution of incidents. For
instance, redundancy is compromised if a routine continually computes an erroneous result but is
successfully over-ruled by other implementations. The system will be vulnerable to failures in any
of the alternative implementations of that function. It is, therefore, critical to monitor and respond
to recurrent failures in redundant code.

Poor documentation can prevent technical sta� from installing and con�guring safety-critical ap-
plications. It can prevent end-users from responding appropriately to system prompts and directives.
These problems can, in turn, compound the results of previous software failures if users cannot in-
tervene in a timely fashion. Inadequate documentation can also be a cause of implementation errors
in safety-critical programs. It is hard for programmers to correctly use their colleagues' work if they
cannot understand the interfaces between modules. This problem also a�ects engineers who must
maintain legacy systems. In particular, programmers often have to understand not simply what a
piece of code does but also WHY it does it in a particular manner. This is critical if maintenance
engineers are to justify their response to the problems identi�ed by incident reporting systems. It is
also important if engineers are to determine whether or not code can be deactivated or reused when
it is ported between applications. There are close connections between these speci�c documentation
issues, the problems of dynamic testing and the managerial causes of software failure:

\Strong project management might also have minimised another diÆculty experi-
enced by the development. The developers, in their eagerness to please users, often put
through software changes `on the 
y' thus circumventing the oÆcial Project Issue Re-
port (PIR) procedures whereby all such changes should be controlled. These `on the
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y' changes also reduced the e�ectiveness of the testing procedures as previously tested
software would be amended without the knowledge of the project group. Such changes
could, and did, introduce further bugs." [772]

As mentioned, changes in the operating environment can invalidate the assumptions that were doc-
umented during any initial requirements engineering. Modi�cations that are introduced in response
to those changes can, in turn, introduce further faults. Any one of these genotypes can lead to the
incidents of software failure that are increasingly being documented by reporting systems[420].

3.4.2 Problems in Forensic Software Engineering

Many well-established techniques support the design and implementation of safety-critical systems.
Unfortunately, very few support the investigation and analysis of software failure. These problems
often manifest themselves in the recommendations that are made following such failures. In par-
ticular, many current standards advocate the importance of process measures as an indication of
quality during safety-critical systems development. This means that regulators and quality assur-
ance oÆces focus on whether appropriate practices have been followed during the various stages of
the development process. They do not attempt to directly assess the quality of the �nal product
itself. This avoids the many problems that arise when attempting to de�ne appropriate measures
of software quality [486]. However, this approach creates tremendous problems for the maintenance
of incident reporting systems. The identi�cation of a software fault throws doubt not only on the
code that led to the failure but also on the entire development process that produced that code. At
worst, all of the other code cut by that team or by any other teams practicing the same development
techniques may be under suspicion. Readers can obtain a 
avour of this in the closing pages of the
Lyons report into the Ariane 5 failure. The developers must:

\Review all 
ight software (including embedded software), and in particular: Identify all
implicit assumptions made by the code and its justi�cation documents on the values of
quantities provided by the equipment. Check these assumptions against the restrictions
on use of the equipment." [505]

Unfortunately, this citation does not identify any tools or techniques that might be used to `identify
all implicit assumptions' in thousands of lines of code. Such comments perhaps reveal some confusion
about the practical problems involved in software development. This is illustrated by a citation from
the report into the London Ambulance Computer Aided Dispatch system. Previous sections have
identi�ed a number of reasons why software cannot be totally reliable:

\A critical system such as this, as pointed out earlier, amongst other prerequisites must
have totally reliable software. This implies that quality assurance procedures must be for-
malised and extensive. Although Systems Options Ltd (SO) had a part-time QA resource
it was clearly not fully e�ective and, more importantly, not independent. (Paragraph
3083, [772]).

Software-related incidents typically stem from more systemic problems. Bugs are often the result of
inadequate funding or skill shortages. These failures are rooted in project management, including
the risk assessment techniques that help to identify the criticality of particular sections of code.
Many complex software failures also involve interactions between faulty and correct subsystems.
They can stem from detailed interaction between hardware and software components. The nature
of such incidents is illustrated by the following report from the FAA's Aviation Safety Reporting
System. The erroneous TCAS II advisory interacted with the Ground Proximity Warning System:

\Climbing through 1,200 feet [on departure] we had a TCAS II Resolution Advisory
(RA) and a command to descend at maximum rate (1,500 to 2,000 feet per minute).
[The 
ight crew followed the RA and began a descent.] At 500 feet AGL we leveled o�,
the TCAS II still saying to descend at maximum rate. With high terrain approaching,
we started a maximum rate climb. TCAS II showed a TraÆc Advisory (TA) without
an altitude ahead of us, and an RA [at] plus 200 feet behind us... Had we followed the
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TCAS directions we would de�nitely have crashed. If the weather had been low IFR,
I feel we would have crashed following the TCAS II directions. At one point we had
TCAS II saying `Descend Maximum Rate,' and the GPWS (Ground Proximity Warning
System) saying `Pull Up, Pull Up.' [The] ATC [Controller] said he showed no traÆc
con
ict at any time." [546]

There are a number of reasons why traditional software engineering techniques cannot easily be ap-
plied to analyse the causes and consequences of software related failures. Most existing techniques
address the problems of complexity by functional decomposition [486]. This assumes that by improv-
ing the reliability of individual components it is possible to improve the safety of an entire system.
Such a decomposition often fails to account for interactions between subsystems. For example, the
previous incident was caused by a software failure but resolved by operator intervention. Any re-
design of the TCAS system must, therefore, ensure the reliability of the software and preserve the
crews' ability to identify potential TCAS failures. A number of further problems complicate the use
of traditional software engineering techniques to analyse incidents involving programmable systems.
At one level, a failure can be caused because error-handling routines failed to deal with a particular
condition. At another level, however, analysts might argue that the fault lay with the code that
initially generated the exception. Both of these problems might, in turn, be associated with poor
testing or 
awed requirements capture. Questions can also be asked about the quality of training
that programmers and designers receive. These di�erent levels of causal analysis stretch back to op-
erational management and to the contractors who develop and maintain application software. This
multi-level analysis of the causes of software failure has important consequences. Existing software
engineering techniques are heavily biased towards the requirements engineering, implementation and
testing of safety-critical systems. There has been relatively little work into how di�erent manage-
ment practices contribute to, or compound, failures at more than one of these levels [396]. Leveson
argues that:

\...in general, it is a mistake to patch just one causal factor (such as the software) and
assume that future accidents will be eliminated. Accidents are unlikely to occur in exactly
the same way again. If we patch only the symptoms and ignore the deeper underlying
cause of one accident, we are unlikely to have much e�ect on future accidents. The series
of accidents involving the Therac-25 is a good example of exactly this problem: Fixing
each individual software 
aw as it was found did not solve the safety problems of the
device" (page 551, [486]).

An alternative approach is to build on the way that standards, such as IEC61508, advocate the use
of di�erent techniques to address di�erent development issues [879]. A range of di�erent experts can
be brought in to look at each di�erent aspect of an incident. Management experts mght focus on
the organisational causes of failure. Human factors specialists would use human factors techniques
to investigate the role that operator behaviour played in an incident and so on. There are several
objections to this approach. The cost of multidisciplinary investigations restrict them to high-risk
mishaps. It can also be diÆcult to reconcile the views of individual team members from a range
of di�erent disciplines. Lekberg's has shown that the previous background of investigators will bias
their interpretation of an incident [484]. Analysts are also most likely to �nding the causal factors
that are best identi�ed using the tools and techniques that they are familiar with. In the case
of software engineering, this might result in analysts identifying those causal factors that relate
most strongly to requirements capture, to implementation or to testing rather than to the overall
management of a software project. There is also a danger that such a multidisciplinary approach will
su�er from problems that are similar to traditional techniques based on functional decomposition. If
each expert focusses on their particular aspect of an incident then they may neglect the interactions
between system components.

Further problems complicate the analysis of software failures. For example, simulation plays an
important tool in many incident investigations. Several hypotheses about the sinking of the MV
Estonia were dismissed through testing models in a specially adapted tank [227]. Unfortunately,
incident investigators must often account for software behaviours in circumstances that cannot easily
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be recreated. The same physical laws that convinced the sub-contractors not to test the Ariane 5's
inertial reference systems in the Functional Simulation Facility also frustrate attempts to simulate
the incident [505]. Similarly, it can be diÆcult to recreate the exact circumstances which help
to shape operator intervention. This is a general problem for the simulation of complex systems.
However, it is particular severe for software systems that support synchronous interaction between
teams of users and their highly distributed systems [415]. These issues form the focus of the next
section.

3.5 Human Failures

Human failure plays a signi�cant role in incidents and accidents. For instance, Van Cott cites
studies which �nd that 85% of all incidents involving automobiles are caused by human error, 70%
of all incidents in U.S. nuclear power plants, 65% in world wide jet cargo transport and 31% in
petrochemical plants [185]. Similarly, Nagel argues that humans are implicated as `causal factors'
in more than half of all aircraft accidents. Within this �gure, he argues they are involved in nine
out of ten incidents involving general aviation [557]. These estimates can be misleading. Even those
incidents that involve periodic hardware failures can be ascribed to human failure in the maintenance
cycle. Failures that involve adverse meteorological conditions are caused by poor judgement in
exposing the system to the risks associated with poor weather. It can be argued that all accidents
and incidents are ultimately the responsibility of the regulatory authorities who must monitor and
intervene to guarantee the safety of an industry. It is, therefore, perhaps better to distinguish
between the proximal and distal impact of human error in the causation of adverse events. For
instance, Heinrich claimed that up to 88% of all accidents stem from dangerous acts by individual
workers [340].

3.5.1 Individual Characteristics and Performance Shaping Factors

Reason [699] and Wickens [863] provide sustained introductions to diverse forms of human error. In
contrast, this section provides an introductory overview. <any reporting systems explicitly prompt
investigators and respondents to identify what can be termed \performance shaping factors" [766]
or the antecedents for error modes [362]. These factors can impair operator performance:

� fatigue. Incident reporting forms often ask speci�c questions about the shift patterns that
operators and their colleagues worked immediate before the incident. Such information can
be used to determine whether circadian rhythms, the natural variations in performance levels
during the day, had any impact upon operator performance. For instance, Klein et al have
shown that slight rhythmic variations can be seen in overall 
ying skills in each of the 
ight
parameters over the time of day [447]. Worst performance was observed during the early
morning. Hastings provides a review of more recent clinical work into the biological mechanisms
that produce circadian rhythms [312]. He also provides a brief summary of the consequences
that these mechanisms have for operator performance.

� alcohol and drugs. Tests for substance abuse are increasingly being conducted in the aftermath
of incidents as well as accidents. Incident reports can also trigger increased workplace monitor-
ing for drugs and alchol. This raises important ethical considerations for con�dential systems.
An increase in monitoring may compromise the identity of the individual or team who �rst
raised concern about the issue. There are wider health and performance related issues. For
example, it has been shown that short-haul aircrews signi�cantly increase their alcohol con-
sumption during periods away from home. This can increase heart rates during sleep which,
in turn, has been shown to disturb the REM sleep that helps to determine sleep quality [293].
Ca�eine and other stimulants are commonly used to compensate for the resultant fatigue.

� stress. Workplace stress stems from distractions, such as noise, but also to other environmental
in
uences including heat, lighting levels as well as social pressures from colleagues. Sources
of domestic stress include social pressures as well as �nancial and personal sources of anxiety.
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Many studies have shown complex interactions between stress and performance. For instance,
parachute jumpers have been shown to �rst improve their performance and then become worse
at visual detection tasks as the time for their �rst jump approaches. It has also been shown
that an individual's ability to detect changes in their environment becomes more focussed and
that our ability to remember new information is impaired by increasing levels of stress [863].

� workload. Many reporting forms ask respondents to provide information about the number
of tasks that operators had to perform immediately prior to an incident. They also often
ask about di�erences in work patterns prior to an adverse event and about the division of
responsibilities between members of a workgoup. All of these questions focus on the general
mechanisms by which workload contributes to human error. Workload is, however, a nebulous
concept. There are many di�erent forms of measurement. Physical workload is relatively
simple. It can be measured in terms of the oxygen consumption that operators require in
order to convert the energy that is necessary to complete a given task [760]. Mental workload
is more problematic. Wickens identi�es a number of key questions about workload that can be
adapted to guide incident investigation [863]. How busy was the operator? How complex were
their individual or combined tasks? Is it reasonable to expect that additional tasks might have
been handled above and beyond those already being performed? Did the operator respond to
uncertain stimuli? How did the operator feel about the tasks being performed? Unfortunately,
it can be hard to apply standard workload measures, such as NASA's Task-Load Index scale,
in the aftermath of an incident [309]. Any subjective assessment of workload is likely to be
in
uenced by the knowledge that a mishap has occurred.

� individual di�erences. Human resource managers have developed techniques to determine
whether an individual is more or less likely to contribute to an accident. These tests examine
character traits, including tendencies towards anxiety, fatigue, depression and boredom. They
also consider age, gender, experience, personality traits and time sharing ability. One class of
metrics considers what are termed `learning styles'; these are important because there is no
simple correlation between academic intelligence and ability in many diagnostic and control
tasks [770]. Questionnaires have been developed to determine whether individuals are well
suited to the acquisition and application of problem solving techniques. Such instruments can
be applied post hoc, after an incident, to provide assurance that they are valid predictors of
individual behaviour. However, this is arguably the most controversial form of measurement
for any performance shaping factor or error inducing feature. The ethical implications are
profound and problems of bias arise in the aftermath of an incident. In particular, it is diÆcult
to separate individual di�erences as a cause of an incident from a myriad of other performance
shaping factors. Incident information is not only used to validate personality questionnaires.
It can also be used to drive simulations during training and selection exercises. For example,
the FAA's Situation Assessment Through the Recreation of Incidents (SATORI) system is one
of several that allows for the recreation of pre-recorded air traÆc data through a controllers'
plan view display and continuous readout update display for any sector [712]. This application
was originally developed to recreate operational errors for review during quality assessment
procedures but it has also been used to assess individual performance during the recreation of
\error-inducing" situations.

� attitudes towards risk. We have de�ned risk to be the product of the probability of an
incident and the seriousness of its consequences. The concept of risk is further complicated
by uncertainty about the realisation of losses [506]. If an incident does occur then the actual
consequences may depend upon a wide range of factors, including any mitigating actions taken
by system operators. It is also possible to identify di�erent individual attitudes towards risk
taking that illustrate the underlying complexity of likelihood and consequence. For example,
some individuals are risk averse whilst others actively seek exposure to certain hazards. Risk
taking is the voluntary and conscious exposure to risk. Individual risk taking behaviour has
often been cited as a factor behind the human contribution to incidents and accidents [722].
Higher speeds have been observed for drivers who have a previous record of accidents [856].
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Rockwell's pioneering study showed that electrical workers who take higher risks in their daily
lives are also involved in more accidents at work [711]. There are, however, dissenting voices.
Landeweerd et al have shown that the risk-taking tendency of construction workers was not
related to a history of involvement in incident and accidents [474].

Hollnagel identi�es many more of these performance shaping factors [362]. Their signi�cance is that
each factor can impair an individual's ability to call upon their perceptual, cognitive and physio-
logical resources during the course of an adverse event. Physiology refers to the operator's physical
attributes and includes their height, weight, reach etc. During an incident, operators can be tem-
porarily incapacitated through injury or more permanently `disabled' from performing their planned
actions. Physiological failures can arise from barriers in the working environment; operators may
not physically be able to reach a control. There are also more complex ways in which the body state
of an operator can in
uence their performance. Teasdale and Barnard describe how physical condi-
tions, such as heat or noise, can e�ect the mood of an operator. They go on to describe how such
mood changes will also a�ect an individual's judgement [771]. Their work provides an analytical
and theoretical explanation for the mass of empirical results that point to the increased likelihood
of human error during operation in hot, noisy and cramped working environments [863]. Physio-
logical problems directly lead to incidents if operators cannot complete planned actions. They may
also indirectly lead to poor judgements and erroneous decisions through the cognitive mechanisms
described by Teasdale and Barnard.

The majority of workplace accidents relate to collisions with moving and stationary objects. In
2000, the United Kingdom's Reporting of Injuries, Diseases and Dangerous Occurrences Regulations
(RIDDOR) statistics record approximately 218 fatal injuried to workers [332]. Of these, falls from a
height (29%), being struck by a moving vehicle (17%) or falling object (16%) are the most common
form of injury. The non-fatal major injury rate for employees was approximately 120.1 per 100,000.
Slips, trips or falls on the same level are expected to be the most common kind of non-fatal major
injury to employees. The rate of injuried that resulted in an employee absence of 3 days or more was
21.4 per 100,000. Injuries sustained while handling, lifting or carrying are the most common kind
of over-3-day injury to employees. There is a danger, however, that too much attention is paid to
the immediate physiological impact of major incidents. Other long term physiological e�ects include
functional aging. This is the deterioration of physical capacity beyond that which might be expected
for the general population, that is to say beyond what might be expected from chronological aging.
In particular, there is an increasing awareness that employers should also be concerned about the
longer-term health and safety implications of particular tasks [863]. Many regulatory organisations
are encouraging more active reporting of repetitive stress injuries, including carpal tunnel syndrome
and work speci�c upper limb disorders. For instance, the US OSHA has proposed an ergonomic
standard that is intended to prevent three million work-related musculoskeletal disorders over the
next 10 years [651]. They estimate that such injuries currently cost $15 to $20 billion in workers'
compensation costs with total costs as high as $45 to $60 billion each year. One of the key proposals
in the OSHA standard is that companies should \set up a system for employees to report signs and
symptoms of musculoskeletal disorders and respond promptly to reports".

Many physiological problems are caused by poor design [295, 157]. For example, Galer and Yap
describe how existing input devices make data entry errors more likely in patient monitoring systems
within an intensive care unit [282]. Junge and Giacomi describe how some of these problems have
been addressed during the development of the general purpose workstation on the space shuttle [433].
Many physiological problems stem from operator behaviour. Workers in many industries, including
car production, marine engineering and electricity generation, neglect risk reducing measures [311].
They ignore many of the dangers associated with incorrect postures or with unbalanced positions.
Risk-taking is viewed as a controllable part of their everyday life at work [368]. There are other
sources of physiological injury within the workforce. Studies of incidents involving postal workers
have also shown that supervisors may expose their colleague to situations, such as adverse weather
conditions, that signi�cantly increase the risks of an injury[77]. Incident reporting systems, such
as that proposed by the OSHA standard, have been advocated as a means of addressing these
problems. Newsletters can disseminate information about previous mishaps that involve the violation
of guidelines on appropriate posture . Direct information about real incidents often proves to be
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more e�ective than abstract classroom-based training sessions [425].
Perceptual failures occur when operators fail to correctly detect important cues and signals from

the environment. For instance, the crews' apparent inability to sample critical information from an
engine vibration montor was identi�ed as a causal factor in the Kegworth crash [8]. Many authors
have commented on the clutter that characterises the cockpits of modern commercial aircraft [863].
Billings notes, however, that there is a tension between �ltering information to reduce the perceptual
loading on operators and actively hiding information that may be essential for fault diagnosis [82].
The speci�c problems of cockpit design are also re
ected in other industries. Sheridan describes
a loss of coolant incident in a nuclear reactor that caused more than �ve hundred annunciators to
change status in the �rst minute and more than eight hundred within the �rst two minutes [738]. In
contrast, some safety-critical systems provide operators with too little information about the state
of an application. Cook and Wood cite a medical incident report to illustrate this potential cause
of human `failure':

\During a coronary bypass graft procedure, an infusion controller device delivered a
large volume of a potent drug to the patient at a time when no drug should have been

owing. Five of these microprocessor-based devices were set up in the usual fashion at
the beginning of the day, prior to the beginning of the case. The initial sequence of
events associated with the case was unremarkable. Elevated systolic blood pressure (>
160 torr) at the time of the sternotomy prompted the practitioner to begin an infusion of
sodium nitroprusside via one of the devices. After this device was started at a drop rate
of 10/min, the device began to sound an alarm. The tube connecting the device to the
patient was checked and a stopcock (valve) was found to be closed. The operator opened
the stopcock and restarted the device. Shortly after the restart, the device alarmed
again. The blood pressure was falling by this time, and the operator turned the device
o�. Over a short period of time, hypertension gave way to hypotension (systolic pressure
<60 torr). The hypotension was unresponsive to 
uid change but did respond to repeated
boluses of neosynephrine and epinephrine. The patient was placed on bypass rapidly.
Later the container of nitroprusside was found to be empty; a full bag of 50mg in 250ml
was set up before the case". [182]

An experienced physicians had set up this device so that it allowed a free 
ow of the drug into the
patient once the physical barrier of the stopcock was removed. A visual and an auditory alarm were
presented when the device was started because there was no 
ow with the stopcock closed. When
the stopcock was opened, the same alarms were again presented. This time, however, the device
could not detect drops being administered because the drug was passing freely into the patient.
Their blood pressure dropped and so the physician shut-down the device. However, this did not
prevent the continued 
ow of the drug. Such incidents emphasise that we cannot isolate our ability to
perceive an alarm from our ability to detect the additional information that is necessary to diagnose
the causes of the alarm. In the reactor's loss of coolant incident the operator was overwhelmed by
the sheer number of information sources, in the medical mis-administration incident they failed to
detect any information that might have helped form a more correct diagnosis of the problem.

State of the World
Signal Noise

Response Yes Hit False Alarm
No Miss Correct Rejection

Table 3.2: Outcomes from Signal Detection

Environmental factors a�ect our ability to perceive information. High ambient noise levels can
prevent operator from hearing particular warnings. On the other hand, attempts to overcome
ambient noise levels have led some developers to produce warnings that reach up to 100 decibels at
the pilot's ear. Such sound levels are likely to have a profound impact upon an individual's ability
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to attend to, or process, other information [668]. Some sources of environmental interference are
less easy to predict than high ambient noise levels:

\[On takeo�], at approximately 500 feet AGL, a laser beam of green light struck through
the right side window of my cockpit striking my First OÆcer in the right eye and blinding
both he and I for approximately 510 seconds due to the intensity of the light beam. I
immediately noti�ed the Tower Controller [who stated] that this had become a recurring
problem with the laser show coming from the top of the [hotel] in Las Vegas. We were
very fortunate, because this could have been a much more serious situation had the laser
struck myself as well as [my First OÆcer] at a more direct angle, severely blinding both
of us and endangering the lives of my passengers and crew." [667]

Many mishaps stem from problems of signal detection. Table 3.2 explains some of the issues involved
in this aspect of perception. If a signal is present then either the operator may detect it, in which
case they have achieved a `hit', or they may fail to detect the signal, this results in a `miss' in
Table 3.2. If the signal is absent and the user detects it then this results in a false alarm. There
are also situations, especially in the medical domain, where it may be better for the patient to act
as though a signal were present even though there may be some uncertainty about the observation
[281]. The �nal alternative is that the operator correctly observes an absent signal.

Other forms of perceptual failure arise from the diÆculty of correctly sampling many di�erent
items of information. This is not simply a problem in using foveal and peripheral vision to scan
a large number of displays, it also relates to the rate at which information changes over time. De
Keyser has studied the impact of these temporal issues in domains ranging from steel production
to healthcare [437, 438]. Operators are liable to miss critical information if it is rapidly replaced
by other signals. Conversely, they are unlikely to detect trends that emerging over hours, days or
weeks, especially if their attention is diverted by other tasks. This is typi�ed by incidents of involving
navigational failures. An initially small degree of error gradually grows with potentially disastrous
consequences, as in this grounding reported by the Australian Maritime Incident Investigation Unit.
The Pilot's likelihood of detecting the error was decreased by the fact that he was presumed to be
asleep during part of the passage:

\The ship continued on a gyro heading of 354 degrees to make good a course of 350
degrees at a speed of about 13.8 knots. The state of tide was about two hours before low
water and what tidal stream there was tended to set the ship to the east. The 2nd mate
�xed the ships position at 02:49 and again at 03:07, when about 3 nm from Heath Reef.
Both positions put the ship to the east of the intended course line. The weather was �ne
with some cloud, the wind was from the south-east at 18 - 20 knots. There was only
one vessel, a �shing vessel, in the vicinity of Heath Reef, which was showing a broad red
side light. At about 0311, the 2nd mate touched the pilot on the shoulder to remind him
to make the scheduled mandatory report to Reef Centre. The pilot got down from the
chair and picked up the VHF radio and duly reported the ships position and speed. As
he looked forward at Heath Reef, he realised that New Reach was in the wrong relative
position. He ordered an alteration of course to 350 degrees. The pilot could also see the
�shing vessel, but it was well clear of New Reach. However, the skipper of the �shing
vessel used channel 16 VHF to contact New Reach and inquired whether the pilot wanted
him to pass New Reach to starboard (green to green). The pilot replied that it was not
necessary and that he was just dodging around Heath Reef..." [521]

An operator's ability to sample information can depend upon the mode of presentation. There are
some obvious di�erences. For example, auditory displays typically have a shorter temporal duration
than visual displays. Conversely, it can be easier to �lter individual sounds from a large number of
simultaneous auditory signals than it is to detect individual changes in a bank of visual displays.
There are also a number of less obvious properties. For instance, Posner, Nissen and Klein point
to the dominance of auditor warnings over visual alarms [685]. Both audio and proprioceptive, or
tactile, alarms provoke faster responses than visual warnings. However, operators more reliably
provide the response associated with the visual alarm if they are faced with both an auditory and
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a visual warning. If an auditory task is being performed concurrently with a visual one then the
auditory task tends to su�er most from this division of attention.

Wickens provides an excellent overview of the ways in which the human perceptual system con-
tributes to, and helps to avoid, major incidents [863]. Perception cannot, however, be isolated from
other attributes of human behaviour. The way in which an individual will attend to di�erent infor-
mation sources is heavily determined by cognitive or mental models of the processes being observed.
If operators think that a process is about to enter a hazardous state then they will, typically, devote
additional perceptual resources to monitor Norman [636] argues that the development of appropriate
models can be supported by the provision of appropriate feedback about system behaviour. that
process. Unfortunately, these mental models are not always accurate. Operators often fail to pre-
dict critical changes in an application process. There is a lag between any increase or decrease in
process error rates and any appreciable change in human sampling. Sheridan builds on this analysis
[737]. He argues that the time between two observations of an instrument should be determined by
a cost-bene�t trade-o� between growing uncertainty about the state of an unsampled channel and
the costs of sampling that channel. The main practical problem with this analysis is that both of
these estimates are likely to be highly subjective. For example, an expert may be able to predict
the state of a process variable with far greater certainty than a novice. A risk adverse individual
may also associate greater costs with NOT sampling a channel than a risk preferring individual.

Cognition refers to the ways in which we process the information that we perceive in our envi-
ronment. An operator's perception of a signal or warning is in
uenced by their mental model of an
application. Cognition and perception are, therefore, closely inter-twined. This is illustrated by the
following NTSB incident report in which an AMTRAK express collided with a Maryland commuter
train. The engineers believed that a the signal 1124-2 was on CLEAR when it was actually set to
APPROACH. This persuaded him not to pay special attention to the subsequent signal at George-
town junction. His mental model of the state of the track made him anticipate a clear line and this
directed his perception of critical indications to the contrary:

\The APPROACH indication of signal 1124-2 required the MARC train 286 engineer to
slow his train to not more than 30 mph after passing the signal and to be prepared to
stop at the Georgetown Junction signal. The collision occurred because the engineer did
not operate MARC train 286 in conformity with the signal indication when he stopped
at Kensington station and then proceeded towards Georgetown Junction, attaining a
speed of about 66 mph. The engineers actions after departing the Kensington station
were appropriate had signal 1124-2 been CLEAR, but his actions were inappropriate for
an APPROACH aspect...

If the engineer thought that his last signal (1124-2) was CLEAR, none of the signals
he could have normally expected at Georgetown Junction would have been so restrictive
as to demand his immediate action. Hence, he had no reason to try to see the signal as
soon as possible. In addition, there was no radio conversation between train engineers
and the dispatcher that could have provided the MARC train 286 engineer with a clue
on the other trains operating in the area. Disbelief was likely once he or the other
crewmembers or both observed the STOP signal at Georgetown Junction. The crew
would have then consumed some time trying to reconcile the restrictive STOP indication
with an expected CLEAR indication, which had been the norm for them at Georgetown
Junction. One of the passengers stated, I could see the look, like bend over and check
to see if somethings coming, then they jump back like in shock, then they went forward
again just to double check, which would attest to disbelief on the part of the traincrew."
[596]

This incident clearly indicates the strong connections between cognition, in terms of memory and use
of mental models to inform expectation, and perception, in terms of sampling critical information.
Teasdale and Barnard extend this analysis to show further interaction between physiology and both
cognition and perception [771]. The physical `well being' of an operator not only a�ects their ability
to perceive critical information, it can also prevent them from acting e�ectively on that information,
for example in situatiuons of extreme cold or noise. Figure 3.4 provides a high level overview of the
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way in which cognition can a�ect these diverse aspects of human behaviour. As mentioned before,

Figure 3.4: Cognitive In
uences in Decision Making and Control

the perception of information about the current state of the system can be biased by our prior beliefs
about what are, and what are not, salient sources of information that must be sampled. Our analysis
of the information that we perceive can also be biased. For example, there is a strong tendeny to
recognise information that con�rms previous expectations and to ignore contradictory indications.
Kletz describes an example of this form of bias:

\The operator correctly diagnosed that the rise in pressure in the reactor was due to a
failure of the ethylene oxide to react. he decided that the temperature indicator might
be reading high and that the temperature was, therefore, too low for reaction to start or
that the reaction for some reason was sluggish to start and required a little more heat.
he, therefore, raised the setting on the temperature trip and allowed the temperature to
rise. (Two people were injured by the resulting explosion). His diagnosis, though wrong,
was not absurd. However, having made a diagnosis he developed a mind-set. That is, he
stuck to it even though further evidence did not support it. The temperature rose but
the pressure did not fall (the reaction was exothermic). Instead of lloking for another
explanation or stopping the addition of ethylene oxide, he raised the temperature further
and continued to do so until it reached 200 degrees C instead of the usual 120 degrees
C." [449].

There are several di�erent forms of con�rmation bias. For example, many people seem to exploit
a representativeness heuristic. This favours familliar hyptheses that match the set of symptoms
which we observe in our environment. Problems arise when the symptoms are similar to, but not
an exact match, for those typically associated with a hypothesis. Under such circumstances, there
is a tendency to select the familliar hypotheses rather than considering the probability of competing
diagnoses [863]. Similarly, the availability heuristic describes how some hypotheses are more easily
brought to mind than others. For instance, Javaux's work on pilot interactions with 
ight manage-
ment systems has identi�ed both recency and frequency e�ects that biasindexbias!frequency bias
their expectations about the modes that are exhibited by these applications [394]. Fontenelle argues
that incidents which are described in greater detail to the workers in safety-critical applications will
also be perceived as having a greater prior probability [251].

Figure 3.4 also shows how an operator's analysis of the current situation is a�ected by their
anticipation of future states. Such predictions are based on mental models that re
ect our under-
standing of application processes. Such an understanding will always be simplistic and incomplete
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for all but the most rudimentary of systems. The following case from the Swiss Critical Incidents in
Anaesthesiology system illustrates how correct mental models not only depend on an understanding
of the basic functionality of a system, but also on the particular characteristics of system design.
An incomplete understanding of the oxygen 
ush on an inhalator led to incorrect predictions about
the induction of an anaesthesia:

\During induction of inhalational anaesthesia (50% N2O/50% O2/sevo
urane up to 8
Vol%) the patient did not reach a suÆcient level of anaesthesia (there was only a su-
per�cial anaesthetic level with profound agitation which could be achieved although a
sevo
urane oncentration up to 8 Vol% was used). The anaesthetic machine (Carba) was
tested in the morning by the nurse and was found to be working correctly. During the
event, the oximeter showed a FiO2 of near 75%, although a fresh gas mixture of 2 l
N2O/min and 2 lO2/min. was choosen and could be seeen on the rotameters. Surpris-
ingly, the ventilation bag of the circle-circuit didn't collapse during inspiration and the
boy didn't pass the excitation phase of the induction. A anaesthetic gas analyzer was
not used. Because there must have been a surplus of fresh gas, the machine was checked
again and the problem was found: this type of old anaesthetic machine has a oxygen 
ush
button, which MUST TURNED ON AND MUST BE TURNED OFF AFTER USE. So,
during checking the machine in the morning, the O2-
ush button was tested, but not
completely turned o� again, so that the bypassed oxygen diluted the sevo
urane and the
fresh gas mixture. Correcting this problem, the anaesthetic was completed successfully
and with no further problem. The saturation of the patient was never below 97%." [755]

Figure 3.4 illustrates how decision making is linked to the operator's perception of the current situa-
tion, to their analysis of that situation and to predictions about the potential future situation. Such
decision making is determined by implicit assumptions both about the bene�ts of particular actions
and the likelihood of obtaining those bene�ts. The resulting decisions cannot simply be characterised
in terms of numerical comparisons between the products of these two terms. Individual attitudes to
risk and the perception of potential bene�ts can lead to a number of well known paradoxes that are
con�rmed by incident reports:

\Suppose a physician sees 48 breast cancer patients per year. Two treatments are
possible, with the following outcomes predicted: if treatment A is prescribed, 12 patients
will survive. If treatment B is prescribed, there is a 0.25 probability that 48 patients will
survive and a 0.75 probability that no patients will be saved. Which treatment would
you prescribe if you were a physician? although, the estimated outcome is identical most
people given such a choice choose treatment A, the sure thing, over B the calculated risk.
" [446]

Figure 3.4 is intended to show that an operator will iterate between the stages involved in perceiving
the current situation, analysing that situation, predicting future situations and eventually making
a decision. It also illustrates how the operator's mental and physical resources can have a profound
impact upon their ability to perform each of the phases described in previous paragraphs. For
example, fatigue might impair an operator's ability to accurately perceive necessary signals in their
environment. Similarly, high demands on working memory might lead them to form an incorrect
assessment of their current situation even though they may have identi�ed necessary information.
These cognitive, perceptual and physiological resources are, in turn, a�ected by the operator's
environment. Noise, heat, vibration can have physiological impacts upon a worker. The ineÆcient
allocation of tasks, poor interface design or interruptions from colleagues can stretch cognitive and
perceptual resources. Some of these factors act directly on the feedback loop between the operator's
actions and their perception of the environment in Figure 3.4. Other factors such as managerial or
domestic pressures may act to in
uence operator behaviour in a less direct manner. This is denoted
by the dotted line from environmental in
ueces to the elipse representing operator's resources in the
diagram.
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3.5.2 Slips, Lapses and Mistakes

Errors can be seen as the unwitting deviation of actions from intentions. Operators may forget to
perform a necessary command or they may repeat unnecessary steps. Errors can also be seen as the
unwitting deviation of planned actions from a goal. Operators may mistakenly believe that certain
actions will lead to a desired outcome. This de�nition of error ignores the important question of goal
formation. It does not describe the many complex ways in which training, the presentation of display
information, intervention from colleagues or other factors in the working environment help to shape
the strategies and objectives that determine our more immediate objectives. For instance, Gaba has
outlined a number of ways in which anticipation helps to shape strategy formation and goal setting
[281]. He then uses this analysis to describe the knock-on e�ects that can emerge when inappropriate
strategies help to `provoke' the more detailed forms of error referred to in the previous de�nitions.
Hollnagel also describes how human reliability will decline as operators move from strategic and
tactical modes of control to opportunistic and scrambled interventions [362]. These di�erent control
modes have a strong impact upon intentions and actions that lead to errors.

Errors do not occur in a social or regulatory vacuum. They occur against a background of rules,
regulations and procedures. Violations, therefore, are the deliberate contravention of those practices
that are necessary to preserve the safety of a system. From this it follows that an error need not be
a violation and that a violation need not involve an error. The violation of an inappropriate rule
may be necessary to preserve the safety of an application process. Duncan describes an incident in
the North Anna reactor that illustrates such a necessary violation [219]. Changes in the generation
process led to dangerous temperature pro�les following a scram. This process involves the insertion
of neutron absorbing control rods to reduce reactivity. The operators were faced with a diÆcult
choice. Following the Three Mile Island accident, Nuclear Regulatory Commission (NRC) regulations
required that operators delay any intervention in order to allow a more detailed situation assessment
during any potential emergency. However, plant management believed that if they obeyed this
regulations then the safety of the plant would be threatened. They would no longer be able to
predict its behaviour. If they disobeyed the regulations then the plant could be saved but they
would beak the NRC conditions of operation. The plant management chose to violate the regulation;
a pump was taken o� the coolant circuit and the emergency was resolved. Duncan observes that
this incident underlines the dangers of trying \to prescribe regulations, procedures or algorithms,
especially when these prescriptions are backed by legal sanctions" [219].

If an individual does not know that they are violating a rule or procedure then this can be
interpreted as an error. Unfortunately, incident investigators cannot always discern the intentions
of an operator. If intention can be demonstrated then it is possible to identify three di�erent types
of deliberate violation. The North Anna example, cited above, illustrates the more general class of
necessary violations [701]. Such incidents illustrate situations in which rules and regulations place
sta� in danger. In contrast, a routine or normal violation is one which involves some element of
`corner cutting'. This is typical of situations in which a group of skilled worked accept dangerous
working practices as the norm. A good example, would be the removal of necessary protection
devices. Finally, an optimising deviation involves some form of personal grati�cation or thrill seeking.
An individual may deliberately choose to ignore accepted operating practices in order to `optimise
the joy of speed or indulge in aggressive instincts' [701].

Many incidents stem from complex combinations of optimising, necessary and routine violations.
This is illustrated by a US Chemical Safety and Hazard Identi�cation Board investigation of an
incident at an explosive company:

\The investigation team found that operators regularly used metal tools to unplug mixing
pot draw-o� lines in Booster Room 1. Several explosives manufacturing incidents during
melt/pour operations at other companies have been caused by using metal tools to chip
or forcefully break apart clogs in draw-o� valves... The plant manager found (one of
these tools) in Booster Room 1 on more than one occasion. When the manager found
the rod in the booster room, he stated that he told operators not to use the tool, and
the rod was taken to the tool room. Operators reported, however, that this tool was
routinely kept in Booster Room 1 and was also used to push unmelted TNT on the
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surface down into the lique�ed TNT in the melting pots. Operators indicated that it
was sometimes very diÆcult to clear valves, so they had to use more force. The metal
rod would be jammed into the valve repeatedly until the mass of material was broken
free. The tool would have to be extracted quickly when the clog was freed because the
hot, melted explosive mixture would 
ow from the open valve stem and would burn the
worker clearing the valve if the worker was not fast enough. Being burned by the molten
liquid was considered to be the primary hazard associated with this activity." [160]

From the perspective of the manager, the use of the tool was a routine or normal violation. In
contrast, the workers may have viewed the same violation as a necessary means of completing their
tasks on schedule and without exposing themselves to what they perceived to be the primary hazard.
The workers' justi�cation for violating the managers instructions was based upon a mistaken judge-
ment about the primary hazard. The consequences of an explosion were greater than being burned
by the molten liquid. This example also illustrates the problems of investigating the violations that
contribute to incidents and accidents. Violations are strongly connected to ideas about operating
norms. The use of the metal tools was `normal' practice within the work group. It was an abnormal
violation for the management and regulators. From this it follows that any member of the work
group who reports on this `normal' violation will be seen as a whistle-blower or someone who violates
the norms of their working group. Chapter 5 describes a number of techniques that can be used to
overcome the natural reticence of workers to report on the potentially dangerous working practices
of their colleagues. Some managers collude in optimising violations. In such circumstances, the
reporter or whistle blower must not only be assured of their anonymity but also of the independence
of any subsequent investigation.

In the same way that we can distinguish between necessary, optimising and routine violations, it
is also possible to identify di�erent types of errors. The most general classi�cations separate slips and
lapses from mistakes. Slips involve failures in the execution of a plan. They often have observable
consequences, such as a slip of the tongue. Lapses involves failures in a well understood sequence
of actions regardless of whether that plan was appropriate. They describe more covert forms of
error, including failures of memory such as forgetting someones name. They may only be apparent
to the person experiencing them. Slips and lapses can be distinguished from mistakes. Mistakes are
failures of intention rather than execution. They stem from a failure to select appropriate objectives
irrespective of whether the actions taken to achieve those objectives were successful.

Reason's Generic Error Modelling (GEMS)[699] brings together the slip, lapse and mistake tax-
onomy with Rasmussen's Skill, Knowledge and Rules approach to cognition [694]. Skill-based per-
formance takes place after the statement of an intention or objective and is characterised by a lack
of conscious control. It is typical of expert interaction, is smooth and appears to be automated.
Knowledge and rule based performance only occur after an operator is made aware of a potential
problem. Rule based performance occurs when individuals meet familiar problems that can be re-
solved through the recall and application of rules and procedures. Knowledge based performance
typi�es interaction in unfamiliar situations where operators must consciously rely upon inference
and stored knowledge to identify a solution. Slips and lapses mainly occur during skill based per-
formance. Inadvertent errors of omission or commission are likely during the unconscious pursuit
of a recognised objective [363]. In contrast, errors of rule based performance are liable to result in
mistakes. For instance, an operator may not identify the problem at hand and, therefore, select
rules and procedures that are more appropriate to other problems. Alternatively, if a user correctly
identi�es the state of the system then they may apply the wrong rules and procedures. Users either
apply bad rules or misapply good rules. Errors at the knowledge based level are also likely to result
in mistakes. For example, operators may pursue inappropriate objectives if they possess incomplete,
inconsistent or incorrect knowledge about their system. This can be caused by thematic vagabond-
ing in which operators 
it from one aspect of a problem to another without pausing to conduct a
sustained analysis of their current situation. Errors at the knowledge based level can also be caused
by encysting; operators continue to focus on minute details of a much wider problem.

Reason extends Rasmussen's Skill, Knowledge, Rule distinctions in several ways. In particular,
he focuses on the ways in which failures a�ect all three levels of performance. A distinction is drawn
between the error mechanisms that operate before and after the detection of an error. The former
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include the skill based slips and lapses while rule and knowledge based mistakes, typically, occur
after a problem has been identi�ed. Reason also focuses on monitoring failures that prevent an
operator from applying e�ective problem solving techniques at both the knowledge and skill based
levels of performance. He argues that skill based behaviour consists of a `preprogrammed' sequence
of operations together with attentional checks that monitor progress towards an objective. The
failure of these attentional checks can result in a slip or a lapse. This observation provides GEMS
with much of its design power; it may not be possible to eliminate human error but it is possible
to improve self-monitoring during task performance. It is also possible to help the detection of
potential errors through `environmental cueing' and the development of appropriate feedback.

The distinctions between these di�erent error mechanisms have helped to guide the investigation
of safety-critical incidents. For instance, slips, lapses and mistakes are all included within EU-
ROCONTROL's harmonisation of European Incident De�nitions Initiative (HEIDI) for Air TraÆc
Managment [717]. This project has developed a common vocabulary that can be used to describe
the causes of incidents, including human error, across the many di�erent air traÆc service providers
in European air space. The concepts introduced in the preceding paragraphs are also being widely
used in the oÆcial reports that are produced in response to accidents and incidents. Without an
understanding of the key concepts behind human error, the following excerpt from a recent ATSB
investigation would make little sense:

\The event which precipitated this accident was the unauthorised action of the Train
Examiner in moving the points to set the main line for the yard at Ararat. Unsafe
acts can take a variety of forms, including absent-minded slips, memory lapses, mistaken
intentions and rule violations. Industrial safety studies have indicated that rule violations
are frequent contributors to workplace accidents. In most cases, rule violations take the
form of well-intended shortcuts which are motivated by a desire to get the job done in a
manner that is perceived to be more eÆcient than that laid down in the rulebook. The
action of the Train Examiner in moving the points appears to have been a rule violation,
that is, a conscious act which was contrary to procedures. The investigation team was
unable to interview the Train Examiner. Nevertheless, the available information suggests
that his action was not motivated by any malicious intention. Rather his action appears
to have arisen from a desire to assist, combined with a lack of knowledge and experience."
([47], page 36)

People continually make mistakes, commit slips or su�er from lapses of attention. Very few errors
and violations will ever result in an incident or accident. This apparent paradox is explained by the
monitoring activities that were mentioned in previous paragraphs. We regulate our behaviour to
reduce the likelihood of an adverse outcome. Occasionally, however, the internal checks and balances
will fail. Inattention and fatigue may prevent us from intervening to mitigate the consequences of
previous actions. Under such circumstances, we must rely upon the support of automated systems
and of other co-workers.

3.6 Team Factors

Previous paragraphs have focussed on individual human error. Little attention has been paid to the
problems of coordinating interaction with other members of a working group or team. In contast,
Viller [847] provides a summary of social and group performance failures:

� failures due to distraction. These occur when an individual interrupts one of their colleague's
tasks. This may be done intentionally where an operator deliberately wants to attract a co-
worker's attention. Distractions can also be an unintentional side-e�ect of one worker's actions
on their colleagues.

� failures due to performance e�ects. Individuals may consistently perform below expectations
if they are worried about their actions being monitored or observed by their colleagues. The
performance of operators can also be a�ected if they wish to impress or `show o�' to their
colleagues.
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� failures that are due to inappropriate human resources in the group. This can occur if there
is group members are not competent to perform necessary tasks. It can also occur if there
are too many group members who are competent in a small subset of all tasks. In such cases,
there can be competition to focus on a few objectives at the cost of other necessary activities.

� socio-motivational failures. There may be `free-riders' who hide their poor performance by
relying on their colleagues in the group. Some operators will carry their colleagues even
though they are reducing the e�ectiveness of the team as a whole. Individuals often feel that
it would be disloyal to report the under-performance of their co-workers.

� group coordination failures. The overheads of coordinating group actions can impair the
e�ectiveness of the group as a whole. The division of labour can create bottlenecks where some
individuals are forced to wait for considerable periods until their colleagues have completed
related activities. In other situation, necessary tasks may be duplicated or omitted because
group members failed to understand what the rest of the group expects of them.

� status related failures. Problems can arise if low status group members are discounted or
ignored. Conversely, a group may grant undue attention to high ranking individuals. This can
be a particular problem where leaders make judgements based on inadequate information or
expertise. Incorrect judgements from a high status member can command in
uence because
others respect status rather than the value of the judgement itself.

� group planning and management failures. Groups may create unnecessary sub-tasks. They can
also allocate necessary tasks to inappropriate individuals. In either case, the underperformance
of key individuals can place additional strain on the group as a whole.

� failures due to inappropriate leadership style. There are two di�erent leadership styles. One
focusses on the socio-motivational aspects of leadership while the other focusses more narrowly
on `getting the job done'. An inappropriate balance of either of these styles may jeopardise
group success.

� failures due to inappropriate leadership skills. The appointed leader may not have the necessary
skills that contribute to both of the roles mentioned above. A lack of appropriate experience
or training can leave leader unprepared for the demands that are placed upon them. They are
then likely to make decisions that, in turn, make other failures more likely. For instance, they
may assign necessary tasks to individuals who are unsuited to those activities. Converely, they
may fail to assign key tasks within the necessary timescale.

� failures due to excessive in
uence of the leader. A high status leader may sti
e contrary
opinions in situations where they are, themselves, in the wrong. There can be a temporal
dimension to this problem if they persist to advocate a policy in the face of adverse evidence.
Alternatively, leaders may fail to revise a decision that was initially correct but that was
undermined by subsequent changes in their system or the environment.

� failures due to conformity arising from inappropriate informational in
uence. This occurs
when the judgement of one member is based on false evidence or is misunderstood by another
member of the group. Some adverse events occur when other failures exacerbate this type of
event. For example, an initial failure to understand process data might be compounded by
an inappropriate leadership style if others are discouraged from questioning the preliminary
interpretation.

� failures due to group polarisation and groupthink. A group may be persuaded by dillusions of
its own invulnerability. It may mutually rationalise actions or observations that support the
current concensus, it may ignore or discount inconsistent evidence and arguments.

The following incident illustration some of the problems that complicate group work in safety-critical
systems. Heathrow air traÆc control were using Runway 27 Right (27R) for take o� and Runway 27
Left (27L) for landing. There was one Departures oÆcer coordinating traÆc leaving from 27R and
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another Arrivals oÆcer working with aircraft arriving on 27L. The Departures oÆcer was undergoing
training with a Mentor. When one aircraft (SAB603) initiated a missed approach. The Departures
oÆcer informed the Arrivals oÆcer of a potential con
ict with AFR813. , Departures did not inform
the Arrivals oÆcer of another aircraft BAW818 that was also taking o� at that time:

\The incident occurred when the weather at LHR (London Heathrow) deteriorated to
conditions below that required by SAB (Sabena) 603 on approach. In consequence, the
commander initiated a standard missed approach. Air Arrivals saw the aircraft climb-
ing, acknowledged the missed approach to the crew and activated the missed approach
alarm. He also informed his colleague, Air Departures, of the manoeuvre and received
the information that AFR (Air France) 813 was airborne on a `Midhurst' SID (Stan-
dard Instrument Departure) and that AFR813 would be turned onto a westerly heading.
However, he neither saw nor was informed that another aircraft, BAW (British Airways)
818, was also just taking o� on a `Brookmans Park' SID. Based on the information that
he had received, Air Arrivals turned SAB603 to the right to achieve maximum separa-
tion with AFR813 and also to minimise any disruption to the latter aircraft's 
ightpath.
This resulted in SAB603 and BAW818 coming into close proximity to each other. Air
Departures failed to inform Air Arrivals of all the aircraft on departure at the time of the
missed approach ecause she did not consider BAW818 as a con
iction. This omission was
apparently endorsed by the Mentor since he failed to amplify the information passed.
Although Air Departures was sitting in the controller's position, the Mentor retained
overall responsibility for the duty." [15]

This incident illustrates the dual nature of group interaction in many incidents. On the one hand, the
Arrivals and Departures oÆcers created the conditions that led to the incident by failing to ensure
that they were both aware of the potential con
icts. On the other hand, e�ective intervention by the
Mentor helped to ensure that an incident did not develop into an accident. The number of failures
that are detected and resolved through e�ective teamwork will far out-strip the number of reported
incidents of team-based failure.

It can be diÆcult for investigators to identify the causes of team-based failures [728]. Many
individuals are reluctant to discuss the details actions of their colleagues in the aftermath of an
adverse event. Even if it is possible to reconstruct the events leading to a mishap, it can be diÆcult
to understand the reasons why a team acts in a particular way. It is often necessary to understand
the complex relationships that exist between the di�erent members of the group in order to explain
their interactions. It is possible to ignore some of these problems by viewing team-based incidents
as a straightforward extension of single-person failures. For example, Figure 3.5 extends Figure 3.4
to capture the ways in which an individual's cognitive, perceptual and physiological processes might
interact with those of their colleagues. The state of the environment is a�ected by the actions of
several operators. These actions can potentially occur at any time during their colleague's activites.
Such interventions can hinder, and also support, an individual's situation assessment, planning and
action execution. This diagram also illustrates the way in which operators perceive projections of
the total state of the system. User 1's view is unlikely to be the same as User 2's and so on. It also
reinforces the idea that any group or team `situation awareness' is likely to be highly distributed. It
is not simply based on what each user can observe of their colleague's interventions through their
view on some shared state, it is also based on their anticipations and predictions of what their
colleagues plan to do. Figure 3.5 is, however, a gross simpli�cation. Group behaviour cannot simply
be viewed as the `sum of its parts'. For example, Kogan and Wallach [452] showed that groups may
be more tolerant of risks than the individuals who contribute to a decision. This `risky shift' has
since been question by investigations into teams that seem to be more cautious than their individual
members. Myers resolves this apparent paradox by arguing that initial dispositions help to determine
subsequent behaviour [556]. If individuals initially favour a low risk solution then the group is liable
to urge even more cautious approaches. If individuals initially accept higher risk positions then the
group is liable to adopt even higher risk decisions.

Figure 3.5 cannot easily be used to characterise incidents in which teams make ineÆcient use of
the personnel that are available to them. The Transportation Safety Board of Canada provide two
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Figure 3.5: Cognitive In
uences on Group Decision Making and Control

examples involving communication failure between Pilots, Captains and OÆcers of the Watch:

\On 08 May 1991, while downbound in the St. Lawrence River with a cargo of oil, the
Canadian tanker `IRVING NORDIC' struck bottom to the north of the ship channel,
downstream of the Grondines wharf. The Transportation Safety Board determined that
the `IRVING NORDIC' struck bottom because the vessel left the navigation channel as
a result of a premature alteration of course. The alteration of course was ordered by the
pilot who believed that the `IRVING NORDIC' was farther downstream than the vessel
really was. The helmsman did not advise the pilot that he was experiencing diÆculty in
holding the vessel on course. The pilot did not question the helmsman about the position
of the wheel relative to the rudder angle indicator. The OÆcer of the Watch's method
of monitoring the vessel's progress was not suÆciently precise to prevent the occurrence.
The Board stated that a general lack of interaction and coordination between bridge
personnel and the pilot contributed to the accident. (M91L3012)

On 01 July 1991, the loaded Great Lakes bulk carrier `HALIFAX' grounded in the
same area, also due to a premature alteration of course. The Board found that the vessel's
position was not double-checked with all available landmarks and navigation aids. The
OÆcer of the Watch was not monitoring the pilot's actions and did not recognize that the
change of course was premature. The OÆcer of the Watch appeared to have placed total
con�dence in the pilot's navigation ability. When the pilot passed his position report,
the OÆcer of the Watch logged the time, but he did not plot the position on the chart.
Had the OÆcer of the Watch been using a recognized, precise method of monitoring the
vessel's progress, he might have been able to recognize the pilot's error and question the
change-of-course order before it resulted in the grounding. The Board stated that there
was no e�ective exchange of navigational and operational information (including passage
planning) between the oÆcers of the ship and the pilot. (M91L3015)" [619]

Helmreich and Scha�er avoid many of the criticisms that can be made when individual models of
cognition, perception and physiology are used to explain the dynamics of group interaction [344].
They provide an alternative view of group interaction in their model of operating room performance.
Figure 3.6 is based on this approach. This model has the bene�t that is captures many of the
sources of failure in the Viller taxonomy [847]. Individual and organisational outcomes are clearly
distinguished from those of the team as a whole. The organisational `culture' and `norms' are
explicitly denoted as contributory factors to group performance. However, it does su�er from some
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Figure 3.6: In
uences on Group Performance

important limitations as a tool for understanding team-based failures. Neither Figure 3.5 nor 3.6
consider the more detailed problems of group-based communication that contribute to most incidents
and accidents [64]. This is important because communication failures not only contribute to the
causes of an incident but also impair an organisation's ability to respond to the aftermath of an
incident. .

3.6.1 Common Ground and Group Communication

Grice [296] has developed a number of guidelines to support communication with groups of co-
workers: be as informative as is required but not more so; say what is true, not that for which
you lack suÆcient evidence; be relevant; be easy to understand, not obscure, ambiguous, verbose,
disconnected. A number of authors have identi�ed practical problems in achieving these maxims
within many application domains [525]. In particular, it can be diÆcult to satisfy Grice's maxims
when teams must operate under time pressures or under real uncertainty about an individual's
understanding of their co-workers' beliefs [168]. In order to understand why it can be diÆcult
to satisfy Grice's guidelines, it is important to undertsand the concept of common ground within
group-based communication. A transcript from a cockpit voice recorder can be used to illustrate
this point. The account begins imediately before the crew shut-down their one healthy engine:

\From the Cockpit Voice Recorder it was apparent that the �rst indication of any
problem with the aircraft was as it approached its cleared 
ight level when, for a brief
period, sounds of `vibration' or `rattling' could be heard on the 
ight deck. There was
an exclamation and the �rst oÆcer commented that they had `GOT A FIRE'. The
autopilot disconnect audio warning was then heard, and the �rst oÆcer stated `ITS A
FIRE COMING THROUGH'. The commander then asked `WHICH ONE IS IT?', to
which the �rst oÆcer replied, `ITS THE LE..ITS THE RIGHT ONE'. The commander
then said `OKAY, THROTTLE IT BACK.'

London Air TraÆc Control was then called by the �rst oÆcer, advising them of an
emergency, after which the commander asked for the engine to be shut down. The �rst
oÆcer began to read the checklist for `Engine Failure and Shutdown' but was interrupted
by Air TraÆc Control calls and the commander's own calls to the operating company
during which the decision was made to divert to East Midlands. Approximately 2 minutes
after the initial `vibration' the �nal command was given to shut down the engine. The
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�rst oÆcer then recommenced the checklist and 2 minutes 7 seconds after the initial
engine problem he moved the start lever of the No 2 engine to `OFF'. He then started
the APU (Auxilliary Power Unit). Throughout this period no �re audio warning was
heard." [8]

There are several hypotheses about the causes of this error. The events between the crew's initial
conversation and the First OÆcer's action might have interfered with the First OÆcer's recollection of
what had been decided. Alternatively, the First OÆcer's comments show some indecision between the
Left (No 1) engine and the Right (No 2) engine. This indecision was not re
ected in the Commander's
instruction to simply `Shut it down'. Clark and Brennan [167] provide means of interpreting such
failures. They argue that people are continually trying to ground their conversations. Grounding
is the process of seeking and providing evidence of understanding in conversation. This grounding
process did not occur in the previous transcript because the Commander believed that the First
oÆcer was clear about the source of the problem. The First OÆcer's decision to shut down the No.
2 Right engine (and the investigator's subsequent criticism of the crew's lack of review prior to this
decision) also re
ects the way in which the First OÆcer also assumed that the Captain was sure
that the problem lay in the No. 2 engine, in spite of their initial hesitation.

It is important to understand why team members fail to perform the cross-checking that is
necessary to ensure they accurately understand the meanings of their colleagues' utterances. One
explanation for this is that establishing common ground will carry a number of potential costs.
Table 3.3 lists some of overheads involved in re�ning our understanding of a converstion. This

Cost Description
Formulation formulate and reformulate utterances
Production producing the utterance
Reception receiving a message
Understanding understanding a message
Start-up starting a new discourse
Delay planning and revising before execution
Asynchrony timing of discourse exchanges
Speaker change changing speakers
Display presenting an object of the discourse
Fault producing a mistake
Repair repairing a mistake

Table 3.3: The Costs of Establishing Common Ground

helps to exlpain why the costs of repairing a potential mistake can be perceived to be more costly
than executing an action based on partial knowledge [863]. In other situations, very similar events
can lead to entirely di�erent team behaviours. For example, individuals may initiate ask further
questions to clarify their understanding of their colleagues' beliefs and intentions if that indidividual
has received appropriate training or if circumstances allow more time for review. In such a situation,
the costs of repair may be perceived to be less than the costs of delayed intervention.

The likelihood of a fault occuring in the common understanding between operators is heavily
in
uenced by their medium of communication [167]. For example, the time take to repair a mistake
will be far greater if the operators are not physically copresent. this may be even greater if temporal
distance is also introduced. For example, a common problem in maintenance procedures is to
understand the information left about the progress made by previous engineers on previous shifts
who may now not be on site:

\Conscious of the total amount of work which Line Maintenance had to do that night
the Line Engineer readily accepted the o�er and in the absence of any stage paperwork
only gave a verbal handover to the Base Maintenance Controller. Thus he could dispose
of the Borescope Inspections and get on with the other Line Engineering work he had
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with minimum delay. He felt that such a brief was adequate as the Base Maintenance
Controller was a senior and well respected member of the sta�, with the reputation of
being highly competent, conscientious and possessing a considerable depth of knowledge
of the aircraft types operated by the Company. It was clear from their statements that
both the Line Engineer and the Base Maintenance Controller were satis�ed, after their
verbal exchange, that the existing state of the aircraft and the total requirement of the
task were well understood by both.

It is clear, however, from a number of facts revealed during the investigation that
the Controller did not fully appreciate what had been, or remained to be, done. He was
unaware of the loosened plug, he did not renew the HP rotor drive cover O-rings and he
did not complete idle power engine ground runs. " [12]

We have argued that the establishment of common ground is a key objective for team based inter-
action. We have also argued that many incidents occur because operators fail to ensure that their
understanding of their colleagues' beliefs and intentions does re
ect those beliefs and intentions.
However, it is important to recognise that this only provides a partial accout of team-based failures
in incidents and accidents. The previous theoretical work in this area has ignored the ways in which
the imperatives of communication change under \adverse" circumstances. For instance, an initial
failure to establish common ground may then lead to a situation in which direct orders must be
issued and followed without question (or understanding). This is illustrated by the following Air
TraÆc Control incident involving a Terminal Radar Approach Control (TRACON) team:

TRACON Supervisor: \Get 487 outta here, send him around"
Trainee: \I cant - he's changed [his radio] over to the tower"
[Supervisor reaches between his radar and 
ight data systems and presses a button that
connects him directly with the Local Controller in the tower]
Local Controller: \Pull United 487 outta here, immediate go around, maintain altitude"
Local Tower Controller: \United 487 immediate go-around; maintain altitude; maintain
runway heading: stay with me".[91]

In the supervisor's view, action was needed immediately without any opportunity to establish the
necessary context for the Tower controller to understand the reasons for the order. The Tower
controller was prepared to act without stopping to ask about the reason for the message that he
had received [91]. On the one hand, such incidents illustrate how key personnel may be trained to
act without hesitation if circumstances demand. However, the dangers associated with such actions
also illustrate the importance of avoiding these circumstances in the �rst place.

3.6.2 Situation Awareness and Crew Resource Management

The previous incident shows how communication failures can force individuals to issue `high-risk'
instructions. The trainee failed to directly inform the 487 or the Local Controller of the potential
threat before the supervisor intervened. The TRACON supervisor was then forced to issue a `high-
risk' command because they relied upon the Local controller to act without question. However,
the key point to understanding this incident is to question why the trainee failed to communicate
the potential threat to his colleagues. Many analysis and investigators would asign this to a loss of
situation awareness. There are numerous de�nitions of this term [726, 661, 871]. This research work
mirrors the numerous phrases that are used to describe the problem in incident report systems:
`falling behind the plane'; `losing the big picture'; `spotting the wood for the trees'; `losing the
bubble'. Endsley and Smolensky argue that \situation awareness is the perception of elements in
the environment within a volume of time and space, the comprehension of their meaning and the
projection of their status in the near future" [225]. They go on to de�ne three levels that contribute
to good situation awareness. Level 1 situation awareness consists of the perception of elements in the
environment. Level 2 situation awareness focusses on the comprehension of the current situation.
Level 3 situation awareness consists of the projection of future states. These distinctions have a
great deal in common with the perceptual and cognitive processes illustrated in Figures 3.4 and 3.5.
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In contrast, Endsley and Smolensky's distinctions have been used to identify possible causal factors
behind incidents reported to the FAA/NASA's Aviation Safety Reporting System [432].

This study focussed on 33 incidents of poor situation awareness in Air TraÆc Control. 69%
involved failures at level one, 19% involved failures at level two, 12% involved failures at level three.
Such ratios should not be surprising given that a failure at level one is hardly likely to support
adequate performance at level two or three. Of the level one failures, the loss of situation awareness
was most often due to a failure to monitor or observe data (51.5%). Most of these incidents were
caused by distractions (53%), high workload (17.6%) and poor vigilance (11.8%). Later sections
of this book will describe the problems in replicating these subjective classi�cations. For now,
however, it is suÆcient to observe the paradox that often arises in detailed studies of situation
awareness. Problems in our perception of our environment, typically, stem from unnecessary signals
or interruptions from that environment. In other words, incidents are often caused by disruptions
that are created when information is presented to us that might, in other circumstances, have been
essential to our control tasks.

At the heart of situation awareness problems is the diÆculty of monitoring mutiple, simultaneous
processes. This problem has particular relevance for team based interaction because, as noted in
the previous paragraph, ineÆcient group communications jeopardise successful anticipation of future
states. This is illustrated in the following report:

\The CVR transcript reveals that the 
ight engineer was overloaded and distracted
from his attempts to accomplish the Fire & Smoke and Cabin Cargo Smoke Light Il-
luminated emergency checklists (in addition to his normal descent and before-landing
checklist duties) by his repeatedly asking for the three-letter identi�er for Stewart so
that he could obtain runway data for that airport.

The captain did not call for any checklists to address the smoke emergency, which
was contrary to FedEx procedures. Nor did he explicitly assign speci�c duties to each
of the crewmembers. The captain also did not recognize the 
ight engineers failure to
accomplish required checklist items, provide the 
ight engineer with e�ective assistance,
or intervene to adjust or prioritize his workload. In fact, the captain repeatedly inter-
rupted the 
ight engineer during his attempts to complete the Fire & Smoke checklist,
thereby distracting him further from those duties.

The Safety Board concludes that the captain did not adequately manage his crew
resources when he failed to call for checklists or to monitor and facilitate the accom-
plishment of required checklist items. Therefore, the Safety Board believes that the FAA
should require the principal operations inspector for FedEx to review the crews actions
on the accident 
ight and evaluate those actions in the context of FedEx emergency pro-
cedures and training (including procedures and training in crew resource management) to
determine whether any changes are required in FedEx procedures and training." [591]."

The previous report is interesting for a number of reasons. Firstly, it shows how team based in-
teraction is often critical in the aftermath of an incident. The crew were one of the key defence
mechanisms for the system once the initial �re had taken hold. Secondly, as noted above, it illus-
trates how ineÆcient leadership and task allocation can jeopardise the coordination that is necessary
in extreme circumstances. Finally, the Safety Board illustrate how \procedures and training in crew
resource management" are perceived to support crew coordination during adverse circumstances.

Crew Resource Management (CRM) techniques have been developed to improve group coordina-
tion during incidents and accidents [733]. A number of recommended practices have been introduced
into the aviation and maritime industries to encourage mutual situation awareness, team-based de-
cision making and workload management. Initially, these practices focussed on an individual's
interaction with their colleagues [343]. Training materials focussed on the use of protocols and
procedures that reduced ambiguity in crew communications. They, therefore, owed more to the
Gricean maxims than Clark's emphasis on an iterative search for common ground. More recently,
CRM training has focussed on team building and the e�ective sharing of tasks during high-workload
situations [91]. This was re
ected by a change in the use of terms such as \cockpit resource manage-
ment" to the more general \crew resource management". This has reached the point were current



3.6. TEAM FACTORS 81

CRM techniqus also consider the role of ground sta� and of cabin crew during incidents and ac-
cidents. CRM training is now a pre-requisite for public transport operators to be granted their
UK Aircraft Operators Certi�cate. UK Aeronautical Information Circular 143/1993 states that all
crew must have been trained in the importance of Standard Operating Procedures, the Flight Deck
Social Structure and a detailed examination of the manner in which CRM can be employed in order
to make a positive contribution to 
ight deck operations. Joint Airworthiness Requirements (JAR
OPS) sub-part N, 1.945(a)(10) and 1.955(b)(6) and 1.965(e) extended similar requirements to all
signatory states during 1998. Similar initiatives have been proposed for maritime regulations:

\On June 25, 1993, as a result of its investigation of the grounding of the United
Kingdom passenger vessel RMS Queen Elizabeth 2 (near Cuttyhunk Island, Vineyard
Sound, Massachusetts, on August 7, 1992, the Safety Board issued Safety Recommenda-
tions M-93-18 and -19 to the Coast Guard. The Safety Board requested that the Coast
Guard: Propose to the International Maritime Organisation (IMO) that standards and
curricula be developed for bridge resource management training for the masters, deck
oÆcers, and pilots of ocean-going ships. (M-93-18) Propose to the IMO that the masters,
deck oÆcers, and pilots of ocean-going ships be required to successfully complete initial
and recurrent training in bridge resource management. (M-93-19)

As a result of its investigation of this accident (grounding of Panamanian Passenger
Ship, the Royal Majesty), the NTSB reiterates the following recommendations:

To the U.S. Coast Guard: Propose to the IMO that standards and curricula be
developed for bridge resource management training for the masters, deck oÆcers, and
pilots of ocean-going ships. (M-93-18) Propose to the IMO that the masters, deck oÆcers,
and pilots of ocean-going ships be required to successfully complete initial and recurrent
training in bridge resource management. (M-93-19)" [594]

The IMO's Sub-Committee on Flag State Implementation and its working group on casualty statis-
tics and investigation continue to show an active interest in following the legislative and regulatory
lead established by the JAR OPS provisions, mentioned above.

It is possible to identify two di�erent approaches to the use of modern CRM training. Firstly,
CRM training is used to support crew coordination under those rare emergency situations that
impose the greatest workload [91]. High-�delity simulators are used to help crews test team-
performance in a direct manner. This approach is widely associated with Foushee and Helmreich
[279]. In contrast, the second approach rejects this focus on the simulation of extreme situations.
Seamster and others [733] have argued that crew coordination practices are ingrained more deeply if
they are treated as a key component of many routine tasks [734]. It is important to note that these
two approaches need not be contradictory. Simulator training may also be used to back-up more
routine applications of CRM training. The di�erence lies in the emphasis that Seamster and others
have placed upon the use of CRM techniques in nominal operating conditions. However, incident
reporting schemes introduce a �lter or bias. Submissions are more likely to report extreme forms of
good CRM than more everyday instances of appropriate behaviour. For instance, the following ex-
cerpt shows how extreme circumstances force a crew to simultaneuosly address a number of failures
that could not easily have been predicted or anticipated before the incident itself.

\The Captain's autopilot dropped o� with several warning 
ags on his 
ight instru-
ments. He transferred control of the aircraft to me. During descent, various warning
lights illuminated, which were reset several times. We ended up with one pitch trim
working. The Captain was surrounded by inop 
ags on his instrument panel, so was un-
sure of which instruments were still operating. Random electrical warnings erroneously
indicated that the aircraft was simultaneously on the ground and in the air. The Cap-
tain and I had donned oxygen masks as soon as we detected smoke. The Captain had
a partial com. failure with his oxygen mask, then with his headset/boom mike. Cabin
pressurization was climbing.

Cabin pressurization control was switched to standby mode. The Second OÆcer
found a second �re extinguisher and discharged it into the continuing red glow in the
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circuit breaker panel. During the approach, we encountered... failure of both direct lift
control auto spoilers. At touchdown, spoilers were manually extended. I selected reverse
thrust, but no thrust reversers worked. On taxi in, all three engines were in 
ight idle.
At the gate... the aircraft was still pressurized. Flight Attendants could not open the
door.

The Second OÆcer tried to shut down all packs and engine bleeds, but could not.
The Captain attempted to shut down the engines with fuel and ignition switches, but
engines kept running. Engine �re [fuel shuto�] handles were pulled, and engines shut
down. The door was opened from the outside, and the passengers exited.

[Comment from ASRS editors] The �nal diagnosis from maintenance personnel: an
improperly installed wiring clamp had worn through the insulation and shorted out.
Kudos to the 
ight crew for great crew coordination and superb handling of this aircraft
emergency." [57]

The previous example is clearly an unusual incident. The nature and extent of the systems failure
forced the crew to take relatively extreme measures, such as discharging a �re extinguisher into
a circuit breaker panel. This incident is also atypical in that it focusses quite narrowly on the
coordination between members of the 
ight crew. It ignores wider forms of cooperation that typify
many safety critical systems. The working group of a pilot and co-pilot clearly extend well beyond
the 
ight deck to include cabin crew, air traÆc control etc. The following report from the Aviation
Safety Reporting System illustrates this more general aspect of appropriate CRM behaviour:

\Some reporters continued with an operation even when something didn't look right,
or was blatantly wrong. Flight crews also admitted to failing to request a tug to get into,
or out of, a tight parking place. The latter two problems may have been responses to
schedule pressure or to demand for on-time performance, also mentioned by many 
ight
crew members as an underlying cause of incidents. These and other sources of distraction
also caused a marked reduction of cockpit coordination and CRM skills. A plane's rear
airstairs received damage when the crew became distracted by multiple demands, and
failed to act as a team:

\[This incident was caused by] distractions in the cockpit, plus a desire to operate on
schedule. There were several conversations going on from inside and outside the aircraft.

Raising the airstairs is a checklist item... backup is another checklist item which
requires the Second OÆcer to check a warning light. No one noticed the light. The
pushback crew consisted of 2 wing observers plus the individual in the tug...all failed to
observe the rear stairs." [159]

Previous paragraphs have argued that CRM techniques can be used to address some of the team-
based failures that are identi�ed by incident reporting systems. Later sections will go on to show how
incident reporting systems can be used, arguably for the �rst time, to question the success of such
techniques. For now, however, it is suÆcient to observe that good CRM is no guarantee of good team
interaction. Training alone cannot easily counteract some of the social and leadership issues that were
identi�ed in Viller's list of the causes of team failure [847]. For example, a recent NASA Ames study
reinforced many informal observations from incident reports when it concluded that Captains tend
to be pro-active in high-risk situations; often preventing these situations from developing through
pre-emptive actions. First oÆcers were sensitive to the social dynamic of challenging the captain.
They were most likely to intervene in situations involving external errors when risk levels were high
[662].

3.7 Summary

This chapter has summarised the factors that contribute to incidents in safety-critical applications.
Many stem from regulatory failures. For example, regulators have ignored, postponed and only par-
tially implemented the recommendations from previous incidents only to �nd that they recurr a short
time after the initial occurence. With limited resources, it is diÆcult for such national and regional
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organisations to e�ectively monitor increasing complex, heterogenous production processes. This
has created a situation in which regulators are dependent upon information from line-management.
This information increasingly comes through participation in national and international incident
reporting schemes.

Incidents also occur because managers fail to recognise or satisfy their regulatory obligations.
They can occur if management fails to perform the usual leadership functions that are expected in
safety-critical industries. For instance, managers may fail to support an adequate safety-culture. It
is important not to underestimate the practical diÆculties of avoiding such failures. It is notoriously
diÆcult to identify quantitative measures for the success or failure of such management objectives.
The visible attributes that are associated with a good `safety culture', such as the maintenance of an
incident reporting scheme, often re
ect a desire to conform with regulatory requirements rather than
a pro-active attitude to the prevention and mitigation of accidents [673]. Even where safety-culture
is supported, it can be diÆcult for managers to ensure that best practice propagates throughout
large, complex and dynamic organisations.

Management failures helps to establish the latent conditions for future incidents. For example,
inadequate maintenance schedules contribute to more catalytic hardware failures. Decisions to
sacri�ce redundant protection devices leave systems vulnerable to transient faults. These examples
illustrate how concern is incresingly focussing on these more organisational aspects of hardware
failure: in acquistion; in testing and validation and in maintenance scheduling. Many of the more
technical aspects of hardware reliability are now well supported through the provision of appropriate
tools ranging from application speci�c CAD/CAM environments through reliability methods, such
as Failure Modes, E�ects and Critical Analysis, to more abstract mathematical techniques, such as
MarkovModelling andMonte Carlo simulation. It is, therefore, not surprising that incident reporting
systems have long been used to support the acquisition and validation of hardware reliability data,
for instance through the Failure Reporting, Analysis and Corrective Actions (FRACAS) schemes
advocated by the US Department of Defense.

Software failure pose an increasinly important challenge for the management of safety-critical
systems. The probabilistic techniques that can be used to assess and predict hardware failure rates
cannot easily be used to analyse the reliability of software systems. The lack of what we have
termed `forensic software engineering' techniques also leave us vulnerable to repeated failures. In
particular, recent investigations of accident and incident reports has revealed a number of technical
and pragmatic concerns that limit the recommendations of many investigations. The current focus
on process based standards for software development creates further challenges. Incidents of software
failure raise doubts not simply about the quality of certain modules and procedures or about the
ability of individual programmers. Such failures bring into question all of the code that has been
produced using that particular development process.

Human-computer interfaces represent one of the key areas in which software contributes to the
causes, or exacerbates the consequences, of safety-critical incidents. Such interaction problems stem
from a complex blend of design failures, of incompatabilities between the tool and its context of use
and of human `failure' [126, 125]. Several taxonomies have been developed to help analysts categorise
the di�erent forms of human error and violation that jeopardise system safety. These taxonomies
provide convenient labels for talking about the human contribution to incidents. Unfortunately,
many incident reporting schemes simply record frequency data for each of these categories. It is
important to go beyond terms, such as slips and lapse, to understand the perceptual, cognitive
and physiological per-cursors to errors and mistakes. It is also important to understand the ways
in which individual characteristics and social pressures contribute to the necessary conditions for
failure. Conversely, however, it is important to recognise that operators resolve many situations that
might otherwise have resulted in incident or accident reports. There is a danger that the analysis
of human error will mask instances in which human intervention preserves the safety of application
processes.

Many incidents are caused not simply by individual instances of human failure but by the prob-
lems of group decision making. Some of these problems stem from organisational problems. It can
be diÆcult to identify an eÆciently allocation of shared tasks to the members of a team. It can be
diÆcult to identofy individuals with the necessary leadership skills and so on. Other problems relate
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more narrowly to issues of group communication. Under stressful situiations it can be diÆcult to
ensure that the members of a group know about not just current actions of their colleagues but also
their future goals and intentions. Without some shared understanding of this information then the
situation awareness of each member of the group is liable to be compromised. As with the other
causes of safety-critical incidents, group failures also raise important problems for the establishment
and maintenance of incident reporting systems. It can be very diÆcult to reconstruct a coherent
account of many incidents given that the di�erent individuals in a group are liable to share di�erent
understandings of the events leading to failure.

The previous paragraphs have, to some extent, introduced false distinctions betweem regulatory
failure and managerial weakness, between hardware failure and software problems, beween individ-
ual human failures and team-based failures. This has been a considerable weakness both of existing
incident reporting schemes and of academic research in this area. Too many models and techniques
focus on speci�c causal factors. For instance, human error models often concentrate on the pheno-
types of inidividual performance without providing any guidance or analytical power for team-based
failures. Conversely, techniques for requirements engineering that can be applied to represent and
reason about the causes of software bugs often cannot be applied to analyse regulatory failure. The
intention of this book is to break down some of these distinctions and and the same time to illus-
trate both the strengths and weaknesses of many of the techniques that have traditionally support
incident analysis. The primary means of achieving this is to continually refer to the complex, patho-
logical events that contribute to real incidents. The strengths of existing models are demonstrated
by the analytical insights that they yield into particular instances of failure. Their weaknesses are
demonstrated by the ways in which they can obscure or ignore other contributory causes. Before
we can extend this investigation of analytical techniques, it is important �rst to look at the ways in
which we can elicit information about safety-critical incidents.



Chapter 4

The Anatomy of Incident

Reporting

The following incident report was recently published by the Australian Transportation Safety Board
(ATSB). It describes an incident that was initially noti�ed by a member of the public and which
was subsequently investigated by ATSB sta�:

\A member of the public reported seeing a single engine aircraft manouevre suddenly
to avoid another aircraft, on an intersecting track, while the aircraft were over Brisbane.

An investigation reviewed radar data and air traÆc control automatic voice recordings
to establish the sequence of events. The investigation found that VH-OXF, a Beech 300,
was tracking for a left base to runway 01 at Brisbane Airport at 2,500 ft, while a Cessna
172, VH-IGA, was tracking north over the suburbs at 1,500 ft. The Brisbane departures
controller established that the pilot of the Beech could see and was able to avoid the
Cessna before reducing the vertical spacing between the aircraft to less than the vertical
separation standard of 1,000 ft. The Beech pilot reported seeing and passing over the
top of the Cessna and ready for further descent. The controller issued a clearance for
a visual approach. The recorded radar data indicated that the Beech began a steady
descent from about the intersection of the aircraft tracks.

The controller's options in relation to ensuring separation between the aircraft were
either to: maintain the Beech at 2,500 ft until there was more than 3 NM lateral sep-
aration with the Cessna; or use visual separation procedures by having a pilot report
seeing the other aircraft and then instructing that pilot to avoid the sighted aircraft. To
enable the Beech to descend in preparation for landing, the controller used the second
option. Examination of the radar data indicated there was no infringement of separation
standards.

The recorded radar data indicated that during the period when the Beech was as-
signed 2,500 ft, the Mode C altitude intermittently indicated 2,300 ft and 2,400 ft. Mode
C altitude has a tolerance of plus or minus 200 ft. The pilot was therefore complying
with the air traÆc control clearance." [50]

This report illustrates some of the tasks that must be performed during any incident investigation.
The incident must be reported to the appropriate authorities. The people who initially receive
a noti�cation must take any immediate action and pass it on for further investigation. The con-
clusions and �ndings of any investigation must be published. Although there were no immediate
recommendations from the incident cited above, if there had been then these must be implemented
and monitored. The following sections take each of these tasks or roles and considers how they
contribute to the successful implementation of an incident reporting system.
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4.1 Di�erent Roles

It is important to emphasise that the following paragraphs identify tasks or roles. Any individual
or group can perform several of these roles depending on the organisational needs of the reporting
system. For example, in a local system the same individual may both receive a report and conduct
any subsequent analysis or investigation. In a national or international system, it is more likely
that specialist analytical expertise might be called upon to support the local oÆcers who receive an
initial noti�cation.

Section 4.2 builds on this analysis and describes a number of di�erent organisational models that
can be used to manage these di�erent roles or tasks within speci�c working environments.

4.1.1 Reporters

This is the person who contributes the initial incident report that triggers any occurrence inves-
tigation. The organisation running the scheme may employ them, they may be subcontractors or
they may be employed by other organisations that must co-operate with the organisation running
the scheme. For example, a member of an aircrew might report an air traÆc control incident. Al-
ternatively, members of the public who have witnessed or been involved in an occurrence report
some incidents, as was the case in the incident cited above. The following paragraphs identify some
of the issues that must be considered when encouraging such contributions to occurrence reporting
schemes.

Am I Protected?

Previous chapters have argued that incident reporting systems depend upon the trust of those who
contribute to them. If individuals are concerned about punitive actions or about the con�dentiality
of their submissions then they are unlikely to participate in such a system. One means of preserving
this sense of trust is to publish a summary of the rights that protect workers who contribute to a
reporting scheme. These rights are partly built on legislative protection, they also rely upon the
procedural safeguards that support their participation during the investigation and analysis of an
incident.

It is important that the individuals who contribute to an incident reporting system are aware
both of their rights and responsibilities when contributing information about adverse occurrences.
For instance, in some industries it may be assumed that operators have the right to be excused
from further duties in the aftermath of an incident until they are physically or psychologically �t.
It is important that such actions should not be interpreted as an admission of guilt or responsibility
for an incident. Some systems also o�er various forms of counselling to support individuals int he
aftermath of an adverse occurrence.

Operators often have the right to a representative of their choice during subsequent interviews
or hearings. These representatives can be colleagues, lawyers or a trades union oÆcials. Their
presence can have a profound impact both on the individual's participation in a system but also on
wider perceptions about the eÆcacy of incident reporting. There are also practical implications. It
can be diÆcult to schedule investigatory meetings if workers' representatives are unavailable when
investigators must compile evidence about an occurrence.

Many national legal systems preserve an individual's right to silence during criminal investiga-
tions. Incident reporting systems are not concerned with such criminal acts. However, many systems
do o�er individuals the opportunity not to `incriminate' themselves. Operators are not obliged to
make written statements. Other systems do not go this far but do ensure that individuals can
consult with their chosen representatives before submitting written material.

After the initial information has been gathered about an incident, it is important that workers are
aware of their rights during any subsequent analysis. For instance, workers and their representatives
may have the right to pose questions to the investigation team. They may also be entitled to review
any relevant documents, data recordings or transcripts before appearing in front of any enquiry.
Finally, it is also possible for contributors to review the contents of a �nal report and o�er a written
response that may be appended to the initial document.



4.1. DIFFERENT ROLES 87

It can, of course, be argued that these various arrangements add greater administrative complex-
ity to incident investigation. Worker representation and participation may also `tie the hands' of
incident investigators. However, such arguments must be balanced against the primary importance
of ensuring participation and consensus. Unless individuals feel con�dent of equitable treatment then
they will not contribute. Unless groups of workers are con�dent in the �ndings of an investigation
then they may oppose the implementation of controversial �ndings and recommendations.

Should I Report?

A key issue here is that potential contributors must know about the scheme and know how to submit
a report. The scale of this task can be illustrated by the distribution list associated with the UK
Medical Devices Agency's (MDA) reporting scheme for Adverse Incidents and Disseminating Safety
Warnings. This list describes those who must pass on information about this scheme to the people
on a far larger list of potential contributors:

\Please bring this notice to the attention of all who need to know or be aware of it.
This will include distribution by:

TRUSTS to:
Liaison OÆcers (for onward distribution), All relevant sta� including: Risk Managers,
Safety OÆcers, Medical Directors, Clinical Directors, Nurse Executive Directors, Med-
ical, Dental and Nursing sta�, Medical Physics/EBME, Operating Theatres, Intensive
Care Units, Intensive Therapy Units, Ambulance sta� and Paramedics.
HEALTH AUTHORITIES to:
Liaison OÆcers (for onward distribution), Chief Executives of Primary, Care Groups,
Registration Inspection Units, General Medical Practitioners, General Dental Practition-
ers, Opticians, Pharmacists, Practice Nurses, Nursing Homes, Hospices, Private Hospi-
tals.
SOCIAL SERVICES to:
Liaison OÆcers (for onward distribution), Registration Inspection Units, Residential
Care Homes, Occupational Therapists, Special Schools." [535]

The scale of this task should not be underestimated. These distributors must ensure that induction
courses and periodic retraining reminds sta� about the importance of reporting. They must also
perform more prosaic duties. For example, they must ensure that sta� are providing with access
to reporting forms at all times. The logistics involved in disseminating information about incident
reporting systems are not the only challenge

It is not enough simply to inform potential respondents about reporting procedures, they must
also be able to provide the necessary details that are requested by forms or other elicitation doc-
uments. This is a non-trivial task. it can be diÆcult to draft a form that will elicit suÆcient
information from all of the many di�erent groups listed above. If respondents do not understand a
question then they may fail to provide necessary information. If they misinterpret a question then
they may provide erroneous or misleading responses. All of these issues have been compounded by
the increasing use of electronic submission forms based on Internet technology. The design of these
submission procedures will be discussed in greater detail in Chapter 5.

Will Everyone Participate?

This will be a continuing theme throughout much of this book. Previous chapters have cited the
relatively low participation rate in voluntary aviation reporting schemes by general aviation and
the military in contrast to commercial aviation. It should also be noted that such comparisons are
compounded by the diÆculty of estimating what the anticipated reporting rate ought to be. It
can be diÆcult to assess whether each of these groups has a comparative exposure to hazardous
occurrences etc. For example, in one local incident reporting system within a UK intensive care
unit, approximately 90% of all reports were submitted by nursing sta� over a ten year period. 621
reports were submitted by nurses compared with 77 reports by medical sta�. However, these �gures
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must be interpreted in terms of the number of sta� on the ward. Usually the team consisted of three
medical sta�, one consultant, and up to eight nurses per shift. The analysis is further complicated
by the fact that nursing sta� had the most direct contact with the patients who remain the focus
of the reporting system and hence may have had proportionately greater opportunity to witness
adverse events [119]. Each of these factors must be considered before concluding that there is a
systematic under-reporting by medical sta�.

What Did I Really See?

There are clear problems in interpreting the evidence provided by an initial report of an incident.
For example, the testimony of one eye witness to the Concorde crash was initially interpreted an
being consistent with the illumination caused by afterburners rather than a �re involving the fuel
tanks. Statements that indicated the true extent of the damage to the aircraft on take-o� were
dismissed as the exaggerated claims of uninformed observers. The problems of interpreting eye
witness statements are not simply related to the diÆculty of assessing non-technical accounts of
system failures. They can also arise when quali�ed personnel attempt to provide immediate causal
explanations. As mentioned in previous chapters, witnessing an accident can often have the e�ect
of con�rming previous concerns about particular operational problems. This con�rmation bias can
dissuade technical witnesses from considering alternative hypotheses in the immediate aftermath of
an incident or accident. A feeling of direct personal responsibility or of physical threat during an
accident can lead witnesses to either minimise of maximise the implications of the incidents that they
report. Conversely, as mentioned in previous chapters, reports may be contributed by individuals
who are more concerned with a perceived grievance than with the overall objectives of addressing
safety issues. Reports may also be biased in order to protect themselves, their co-workers or their
employers. This �nal point is illustrated by the �ndings of an enquiry into a trench collapse that was
reported by the US Occupational Safety and Health Administration (OSHA). This refers to witness
testimony in the investigation of an incident rather than the initial report of an incident. However,
the following quotation does illustrate the potential problems of interpreting bias in eye-witness
statements:

\The judge based his �nding that the trench walls had no signi�cant slope on the
testimony of `three disinterested on-the-scene eyewitnesses' (two paramedics and a volun-
teer �reman), who entered the trench that collapsed. All three reported seeing identical
conditions. The judge found the testimony of two corporate oÆcers and two other em-
ployees of Zunker regarding the trench dimensions and sloping to be `unreliable and
indeed untruthful,' stating as follows:

The testimony of all these witnesses, each of whom had an interest in the results of
these proceedings, was at total odds with the testimony of the [paramedics and �reman]
who were disinterested and who truthfully reported their observations at the work site,
and in particular at the site of the cave-in. The demeanor of [Zunker's witnesses] as well
as their sworn testimony, leaves much to be desired as having any probative value in
determining the factual issues in this case.... What element of truth we do attribute to
these witnesses comes from Respondent's backhoe operator who indicated that it took
him 20 minutes to dig the trench.... [I]t would be virtually impossible to excavate a
trench in accordance with the dimensions testi�ed to by [Zunker's president] within a
20-minute period." [646]

The problems that arise immediately after the reporting of an incident are compounded in anony-
mous systems. This is best illustrated by US guidelines that provide recommended practices for
small businesses following the noti�cation of any incident:

\Gather evidence from many sources during an investigation. Get information from
witnesses and reports as well as by observation. Interview witnesses as soon as possible
after an accident. Inspect the accident site before any changes occur. Take photographs
and make sketches of the accident scene. Record all pertinent data on maps. Get
copies of all reports. Documents containing normal operating procedures, 
ow diagrams,
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maintenance charts, or reports of diÆculties or abnormalities are particularly useful.
Keep complete and accurate notes in a bound notebook. Record pre-accident conditions,
the accident sequence, and post-accident conditions. In addition, document the location
of victims, witnesses, machinery, energy sources, and hazardous materials." [649]

These guidelines are generic; they are applicable to a wide range of industries. They also cover what
we have termed `local' reporting systems because they are speci�cally intended for small businesses.
However, these guidelines also illustrate the problems of responding to an anonymous report of an
incident. It can be diÆcult to know where to begin gathering evidence if a report is anonymous. As
mentioned in previous chapters, this initial investigation may itself be enough to sacri�ce the trust
of the contributor and compromise their anonymity. Without the active participation of a known
reporter it can be diÆcult to obtain the additional information that may be necessary to accurately
record pre-accident conditions, as they saw them.

Chapter 5 will address these concerns in greater detail. In contrast, the following paragraphs
look beyond those individuals who contribute occurrence reports to look at the people who must
initially respond to their noti�cations.

4.1.2 Initial Receivers

The reporter sends their submission to an `initial receiver'. In most company's incident reports are
made to line supervisors unless they are directly implicated in an incident. This has the advantage
that supervisors will be familiar with working practices and can take immediate remedial actions
to mitigate any adverse consequences. However, these initial receivers need not be directly con-
nected with the reporter's organisation or company. In particular, national systems often rely upon
independent reporting agencies. For example, NASA is responsible for administering the Aviation
Safety Reporting System (ASRS) on behalf of the FAA. Such organisations protect the noti�er's
anonymity whilst still enabling investigators to perform subsequent data collection.

The receivers of an incident report are responsible for making an initial criticality assessment.
`Triage' is an important task during the operations of many incident reporting systems. The indi-
vidual who detects a potential incident must �rst decide whether or not it is worth reporting. The
individual who receives an initial report must then decide whether to pass it on. If they decide that
it should be acted on then they must determine who is best placed to act on the report. The group
or individual who must act on a report has further more detailed technical judgements to make
about the best way in which to investigate and resolve any safety concerns. These decisions de-
pend upon assessments of the importance or priority associated with an incident. Such assessments
must be documented and justi�ed in order to support the external inspections that help to ensure
consistent responses to similar incidents. The initial receiver also plays an important role in taking
any immediate actions that is necessary to safeguard services following an incident. The following
paragraphs consider these issues in more detail.

How to Safeguard the System?

The most important task facing the individual who receives an incident report is to coordinate the
immediate response to an adverse occurrence. Typically, such actions cannot be delayed until after a
full investigation has been instigated or a �nal report has been delivered. Operators may have to be
removed from their working positions. Faulty equipment must be disconnected. Alternative systems
or manual back-ups must be set-up. All of this relies upon individuals making a rapid assessment
of the context in which an incident occurred. It also relies upon their ability and willingness to
instigate immediate corrective actions. Such a response relies upon both a number of factors. The
individuals who assume this role must be training to enable them to perform an accurate initial
response. They must be familiar with the relevant procedures involved in instigating immediate
corrective actions and must feel comfortable with the responsibilities that are associated with such
actions. There are clear safety implications if these individuals feel that they lack the appropriate
authority or responsibility for taking immediate corrective actions.
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It is important to emphasise that operators should not, typically, be withdrawn from their
working positions for disciplinary reasons in the aftermath of an occurrence. This would create a
strong disincentive to further participation in any such system. In contrast, the purpose behind their
removal is to act in the operator's own interest and to preserve the continued safety of their system.
In some industries, the knock-on e�ects of such actions may have relatively minor implications for
the operation of the system as a whole. In other industries, the removal of key personnel can impose
considerable practical burdens on their colleagues who must continue to operate their systems.
These problems are likely to be exacerbated by the fact that many incidents occur during periods
of peak workload. As a result, incident reporting systems are often integrated into more general
techniques for contingency planning during safety-related failures. The removal of key members
of sta� can, of course, have further safety implications if their replacements are less well trained,
fatigued or nervous about stepping into their roles in the aftermath of an incident. Irrespective of
the immediate decision, it must also be determined whether or not an operator should be allowed
to return to normal operations or should be relieved for an extended period. This decision has
important implications if an investigation determines that inadequate training was a contributory
factor to any incident. Clearly such decisions should not be devolved to the person receiving an
initial report but must be the shared responsibility of operational and safety managers within the
organisation.

It may not be possible for operators to be removed from their duties in con�dential or anony-
mous schemes without raising the suspicion of their colleagues and supervisors. In an open system,
however, the removal of sta� involved in an incident helps to reduce the likelihood of further failures
in the aftermath of an adverse occurrence. It also provide a number of additional bene�ts. For
instance, it can provide an opportunity for those individuals to complete reporting forms while the
details of an incident are still `fresh' in their mind. It also creates an opportunity for the stress
management and peer counselling services that are increasingly being introduced in safety-critical
industries. These activities are intended to combat the sense of guilt and blame that often arise in
the aftermath of an incident. Wu provides a direct impression of the problems that these feelings
can cause in the medical domain:

\In the absence of mechanisms for healing, physicians �nd dysfunctional ways to
protect themselves. They often respond to their own mistakes with anger and projection
of blame, and may act defensively or callously and blame or scold the patient or other
members of the healthcare team. Distress escalates in the face of a malpractice suit. In
the long run some physicians are deeply wounded, lose their nerve, burn out, or seek
solace in alcohol or drugs. My observation is that this number includes some of our most
re
ective and sensitive colleagues, perhaps most susceptible to injury from their own
mistakes.

What should we do when a colleague makes a mistake? How would we like others to
react to our mistakes? How can we make it feel safe to talk about mistakes? In the case
of an individual colleague it is important to encourage a description of what happened,
and to begin by accepting this assessment and not minimising the importance of the
mistake. Disclosing one's own experience of mistakes can reduce the colleague's sense of
isolation. It is helpful to ask about and acknowledge the emotional impact of the mistake
and ask how the colleague is coping." [877]

Such counselling helps to maintain valuable human resources, for example, by reducing the likelihood
of needing the additional costs of sta� replacement. Many organisations provide these services
through a peers group who are chosen by the workers themselves and who complete an appropriate
training course.

Is the Report Relevant?

As mentioned above, the person or group who initially receives an incident report must determine
whether or not the incident falls with in the scope of the system Two di�erent sets of problems are
created depending on whether the incident is considered `appropriate' or not.
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If the initial receivers of an incident report believe that it does not fall within the scope of the
system then they must reject it. This creates the possibility that important lessons about previous
failures will be excluded from the system. In national and international systems, it is also possible
that di�erent regional de�nitions of relevance will lead to inconsistency and bias in the information
that is collected. As a result, many organisations publish exhaustive lists of those sorts of incidents
that fall within the scope of the system. Some of these lists were considered in the opening chapter
of this book when it was argued that it can be extremely diÆcult to support such exhaustive
de�nitions in complex and dynamic industries where the nature of those failure that are observed
will change over time. The problems of determining whether or not an incident falls within the
scope of the system are not simply related to technological change. They also relate to the political
and organisational environment that support the reporting system. For example, the US Federal
Railways Administration published the following exemptions in response to industry objections to
the burdens imposed by an occupational injury reporting system:

Partial relief to certain small railroads generally covered by Part 225. FRA recog-
nises that small operations are concerned with the burdens, both in terms of time and
expense, associated with full implementation of the amendments to Part 225 issued in
1996. Based on additional analyses, FRA concludes that it can grant partial relief to
certain small operations without compromising the accuracy of its accident reporting
data base. These operations are: 1. Railroads that operate or own track on the gen-
eral railroad system of transportation that have 15 or fewer employees covered by the
hours of service law ... and 2. Railroads that operate or own track exclusively o� the
general system... If your railroad is subject to Part 225 at all and falls in either of the
above categories, then you need not adopt and comply with components 3 through 10 of
the Internal Control Plan requirements in Section 225.33. See Section 225.33(a)(3)-(10).
However, you must ful�ll the requirements of components 1 and 2, which require a stated
policy dealing with harassment and intimidation. See Section 225.33(a)(1)-(2). To assist
railroads in developing this policy, the FRA has provided suggested language, found in
Appendix I to this Guide, that may be used. A railroad in either of these two categories
is also exempted from the requirements in Section 225.25(a)-(g) to record accountable
injuries and illnesses and accountable rail equipment accidents. (See Chapter 2 for def-
inition of accountable events.) You must also, however, maintain a Railroad Employee
Injury and/or Illness Record of any reportable condition of one of your employees. (See
Chapter 4.) Additionally, a railroad that is generally subject to Part 225 but that op-
erates exclusively o� the general system (including o�-the-general-system museum and
tourist railroads) is not required to report or record an injury or illness of any person
that results from a non-train incident, unless the non-train incident involves in-service
railroad equipment. See de�nition of non-train incident in Chapter 2. Railroads that are
subject to Part 225 in the �rst place and that operate exclusively o� the general system
must, however, continue to comply with Part 225 requirements regarding reporting and
recording injuries and illnesses incurred by any person that result from a train accident,
train incident, or a small subset of non-train incidents that involve railroad equipment
in operation but not moving." [233]

If the person receiving a report can interpret such exceptions and, nevertheless, determines that the
incident does fall with the scope of the system then this raises further problems. For example, they
must ensure a consistent response to an incident. This is particularly important during the immediate
aftermath of an incident when e�ective action can be taken to mitigate adverse consequences. As
we shall see, if these actions are delayed or if `inappropriate' actions are taken then the net result
can be to exacerbate an already serious situation. If the entire decision to investigate an occurrence
report is incorrect then this can waster scarce resources and may ultimately convince higher levels
of management that the bene�ts that are derived from the system may not meet the expenditure
that is required by the `false alarms'.
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How to Provide Immediate Feedback?

The person who initially receives an incident report must, as mentioned previously, assess its critical-
ity and, if appropriate, must pass it on for further consideration and analysis. If the incident has clear
implications for the continued safety of the system then the individual receiving the initial report
must directly inform their safety managers so that interim corrective actions can be immediately
instigated throughout the organisation. Such noti�cations have other bene�ts. While compiling
material for this book, I learned of several occasions during which safety managers �rst learned
of critical incidents when a member of the television or press contacted them for their reactions.
The noti�cations of that incident were slowly being passed through the intervening managerment
structures of the organisation concerned. Such communications failures have important implications
not only for public relations but also for the e�ective response to incidents and accidents.

Whether or not the immediate recipient of an incident report decides that it falls within the
scope of a reporting system, there are two further duties that must be performed in most reporting
systems. The �rst is to inform the contributors, in open or con�dential systems, that their reports
are being dealt with. This is critical to preserve the trust and coincidence of the participants in
the scheme. In the past, completed incident reporting forms have been found in the bottom of
supervisors' desks, in pending trays over a month after submission and even in waste paper baskets.
One means of avoiding such problems is to develop an auditable paper trail of receipts from the
point of submission. This enables those who are responsible for administering a system to trace
any potential `bottle necks'. Many of the organisations, such as the Swedish Air TraÆc Control
organisation, that exploit these systems have recently turned to electronic implementations that
automate the monitoring process and provide sta� with feedback on the handling of a report at all
stages of the process.

The second documentary obligation on sta� receiving an incident report is to provide a written
justi�cation of their decision either to proceed with the report, or arguably more importantly, to
explain why they decided to drop it. The former is important if incident investigators are to under-
stand why an initial report was passed on for consideration. The later is critical if internal quality
control bodies or external regulators are to monitor and approve of decisions that remove potentially
critical reports from any subsequent investigation. The importance of this documentation cannot
be underestimated. The disclosure laws in several countries make it imperative that such explana-
tions are available. If an initial occurrence report is not investigated and the circumstances of that
incident are later replicated by an accident then the potential legal consequences are considerable.

4.1.3 Incident Investigators

Incident investigators conduct the detailed analysis that follows an occurrence report. Rasmussen
identi�ed three di�erent diagnostic roles that can be associated with this analysis: analyst, attorney
or repairman [696]. These di�erent roles, in part, re
ect the diÆcult of their task. Diagnosis is,
however, one one aspect of their duties. They must determine whether any further data acquisition
is required, for instance by interviewing more contributors or by examining records from automated
logging equipment. Ideally, there investigators work in teams of two or three. This helps to promote
the necessary mix of domain-speci�c, human factors and technical skills. There are also bene�ts
in conducting various interview and elicitation procedures with more than one investigator. The
additional expense of forming such groups is, however, beyond the means that are available to many
incident reporting systems.

Investigators operate at a local, regional or national level. Given that most reporting systems
have a relatively low number of high criticality incidents, many schemes rely upon a small number of
highly-skilled investigators. These individuals operate from national or regional centres. However,
the additional skills and expertise of such investigators must be balanced against the potential
problems of sending `strangers' to investigate the circumstances of particular incidents in local
units. In contrast, other systems have trained larger numbers of investigators who can be appointed
from the sta� within individual units. This reduces the problems that individuals experience when
attempting to understand the working practices of teams that they have not previously met or
interacted with. The limitations with this approach are, however, that any investigation can be
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compromised if the divide between operational and investigatory roles becomes blurred. Investigators
may be unwilling to implicate their friends and colleagues. ICAO Annex 13, paragraph 3.1 states
that incident investigation is part of the safety improvement process and not part of the operational
management of an organisation [384].

What Training do I Need?

The coherent and consistent analysis of occurrences depends upon the careful selection of investi-
gators. They are responsible for drafting the �nal occurrence report and for submitting it to the
appropriate regulatory authority. Recruitment must, therefore, focus on appropriate personality
traits. They must be well-organised, meticulous, unbiased, e�ective communicators etc. These at-
tributes cannot simply be assessed a priori but must be measured and inspected throughout their
careers as incident investigators. For example, it is important to determine whether investigators
are biased towards certain causal factors in their analysis and interpretation of incidents. It is also
important to determine whether investigators continue to consider an appropriate range of recom-
mended remedial actions.

The quality control measures, proposed in the previous paragraph, provide insights into the
e�ectiveness of the training that is provided for incident investigators. Specialised training into the
nature and causes of incidents must build upon a detailed knowledge of the working domain. The
following list identi�es a number of more detailed training requirements:

� Domain expertise. Any investigation team must be led by a manager who is competent in the
application domain. For instance, it is anticipated that incident investigators will have between
�ve and ten years experience within an Air TraÆc Control centre before they are quali�ed to
perform such a role. The meta-level requirement for domain expertise hides a number of more
detailed issues. They should understand the working practices of the team that noted the
occurrence. They should have a clear view of relevant legislation, regulation and protocols.
Their expertise should also be recognised and trusted by employee representatives.

� Incident investigation expertise. Chapter 3 has reviewed a number of competing theories and
models that describe the ways in which incidents and accidents can occur. The ideas presented
in this chapter have di�erent degrees of importance in the training of incident investigators. For
instance the previous chapter contrasted Sagan's ideas about high reliability organisations with
Perrow's work on normal accidents. It is important for accident investigators to have at least
a super�cial understanding of these di�erent positions. However, it is essential that accident
investigators understand the practical implications of the `systems approach' to accidents.
Similarly, Reason's work on the latent and catalytic causes of failure underpins most recent
work in incident investigation.

� Technical and engineering expertise. Incident investigators must either posses or have access
to specialist knowledge about potential hardware and software failure `modes'. This is in-
creasingly important as automation enduced failures, typically, emerge from the interaction
between a number of component subsystems. It is diÆcult to under-emphasise the technical
challenges that are posed by an investigation and analysis of these incidents. For instance, the
integration of application processes can lead to a number of failures that have little super�cial
connection but which share a number of common causes. Such similarities can only be detected
if investigators have considerable technical and engineering skills [413].

� Human factors expertise. Given the prominence of human factors in the causation, detec-
tion and mitigation of many occurrences, it is necessary to identify a source of human factors
expertise for investigators to call upon. This raises a number of pragmatic diÆculties. In
particular, it is important to emphasise that the analysis of human factors in incident inves-
tigation is typically a complex and skilled task. Just as technical and engineering analysis
requires competent, specialist training, so does the analysis of human failure. For example, it
is often diÆcult to categorise an error according to a predetermined category. It is critically
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important to identify and understand those factors that contributed to the error and that
helped to shape the operators response to any initial failure.

This is a partial list. More detailed requirements can be identi�ed for particular industries. Addi-
tional training requirements can also be identi�ed if investigators must work at the interface between
di�erent industries or professions. Air traÆc control investigator must understand not the working
practices of other controllers but also of pilots. Medical investigators may have to understand the
priorities and concerns of several di�erent clinical disciplines.

What Are My Duties?

In order for investigators to complete any analysis of an incident it is important that they have the
necessary authority to access all relevant sources of information. This includes immediate access to
logs from automated data sources. Investigators must be able to make copies of this information
and be able to protect the original logs. They must also have the right to interview key personnel
in the aftermath of an adverse occurrence. This can lead to con
ict if those members of sta� are
required for other duties or if they have been excused from duty for psychological or physiological
reasons.

Along with these rights, investigators must also ful�ll a number of general and speci�c obligations
both to the sta� members involved in an incident and to the rest of the safety management structures
within their organisation [68]. These general duties include an obligation to ensure a full, independent
and objective investigation. To ensure that any investigation and analysis is conducted with the
knowledge and participation of operational sta�; within the bounds de�ned by the con�dentiality
policy that is being used. Investigators must ensure that all relevant documentation is identi�ed,
compiled and protected so that subsequent reviews can re-trace the arguments that support their
�ndings. They must also assess the validity and integrity of data that is gathered during any analysis.
They must interview all sta� who are involved in an occurrenc, again within tbounds speci�ed by the
con�dentiality policy. They must compile and submit both an initial assessment of the occurrence,
typically within 3-10 days of the event, and a �nal report to their organisation's safety managers.
These documents must at a minimum contain an analysis of the occurrence and either interim or
�nal recommendations. They must also ensure that these reports, or a digest, are made available
to operational sta� so that they can both learn of the outcome of the investigation and see what
actions have been identi�ed following from a report.

As mentioned above, investigators must also ful�ll a number of obligations that relate more
narrowly to the treatment of data that is gathered during any investigation. In particular, access
to this data should be restricted to a relatively small number of authorised personnel. If this policy
is not enforced then there are strong dangers that data may be lost, corrupted or challenged during
any subsequent analysis. It is also important to clearly de�ne permissable uses for the data. For
instance, it may only be used for investigating the speci�c occurrence for which it was gathered.
Alternatively, personnel may be told that data will be retained and used to spot emerging trends.
In either case, there may be considerable consequences if sta� feel that information is retained to
monitor individual performance rather than to support more general safety improvements.

4.1.4 Safety Managers

As mentioned previously, each of the roles in this section is generic in the sense that they do not refer
to speci�c posts within a management structure. Instead, they refer to a set of duties or obligations
that must be ful�lled in order for an incident reporting system to be e�ective within an organisation.
Safety Managers are ultimately responsible for the operation of the reporting system. They oversee
that appointment and working activities of investigators. Together with the regulator, they must
also ensure that the recommendations in an occurrence report are acted upon.
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How to Resist the Pressure?

Safety managers act as the interface between the investigatory process and many other groups
both inside and outside their own organisation. They must propagate information from incident
investigators to higher levels of management. This may liaise with training `departments', with
operational sta� and with acquisitions groups to ensure that recommendations are implemented
throughout the organisation. They must liaise with regulatory authorities and, in more severe
incidents, with external investigatory bodies. They may also be expected to liaise either directly
with the media or indirectly through public relations organisations. These multiple roles create
demands that cannot be underestimated. As noted in previous chapters, they help to account for the
way in which local systems are often heavily dependent upon the support of the key individuals that
perform this role. In national and regional systems, these pressures can lead to considerable personal
stress that may ultimately threaten the success of any incident reporting system. In preparing this
book, I interviewed several safety managers who emphasised the invidious nature of their task.
They argued cogently that responsibility for the performance of their duties ultimately rested both
personally with themselves but also corporately with the directors and managers who must support
their actions.

It is very important that safety managers receive adequate protection from the in
uences that can
be exerted on them. For example, it is diÆcult or impossible to sustain incident reporting functions
without a stable budget. This does not imply that in�nite resources are required to support the
system. It does, however, suggest that frequent cuts without careful planning can and do send
inappropriate messages to the sta� who must participate in the system. It remains to be seen
whether the recent decision to reduce the number of publications of the ASRS' DirectLine journal
will have an impact upon the submissions that are made to this system.

Safety managers have further responsibilities. They must protect investigators from undue pres-
sure. External and internal sources can seek to in
uence the course of an investigation in the hope
of having some e�ect both on the analysis and the recommendations. These pressures can be in-
troduced in covert and discrete ways, through informal meetings, through hints or second-hand
reports of the opinions of others within an organisation. In practice, it is diÆcult or impossible to
isolate investigators from these factors. All that safety managers can realistically hope to achieve
is to provide investigators with the necessary support so that they can resist the more pernicious
in
uences.

Who Do I Report To?

As mentioned above, safety managers must establish and preserve the communications channels
that disseminate lessons from previous incidents. They help to ensure that other groups within
the organisation are warned about the potential for similar incidents. This can be done through
team brie�ngs, through internal journals or newsletters and increasingly through the electronic
media provided by intranets. In practice, however, many of these duties are delegated to incident
investigation teams. The safety manager is ultimately responsible for the adequate completion of
these tasks.

Safety managers are also responsible for monitoring trend information. For instance, they must
encourage participation in an incident reporting system across all geographical regions and man-
agerial groups. They must not only monitor participation rates but must also look for trends of
similar incidents that can emerge over time. This task may also involve collaboration with managers
of other organisations within the same industry. Of course, this can only be achieved where safety
considerations are perceived to be more important than any competitive advantage that might be
lost through the exchange of data.

Safety managers must also assess the recommendations that are made by their investigators.
Together with operational sta�, they can be required to prioritise those recommendations and justify
decisions to wither adopt or reject particular �ndings. They must monitor the implementation of
those recommendations that are accepted. They must also monitor the e�ectiveness of any remedial
actions to ensure that they have adequately protected the system against future failures.
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Safety managers must prepare brie�ng documents that are passed to the highest level of man-
agement within their organisation. It is, therefore, critical that they have a right of access to upper
management. Incident reporting systems are often introduced as a means of improving communica-
tion about potential failures within an organisation. The e�ectiveness of this role will be impaired
if all such communication stops with the safety manager. There is also a danger that under such
circumstances, managers will only accept recommendations that are amenable to short term �xes
[409]. Additional board level support is often required to approve longer term operational changes.

Safety managers must also communicate potential hazards to other groups outside of their own
organisations. This can be achieved via a regulatory body. It is important that safety managers
have means of communicating directly with the groups or individuals who must intervene to regulate
their market. As mentioned in previous chapters, safety managers are, typically, required to provide
them with incident statistics. Again, however, safety managers often supplement this information
with more pro-active information about wider safety concerns based on their operation experience.
A Machiavellian interpretation of this would be that safety managers may predispose the regulator
to a positive view of their safety culture. A less cynical interpretation is that this encourages
the regulator to ful�ll their role as a medium of exchange for safety-related information across an
industry.

4.1.5 Regulators

Section 3.1 introduced the role of the regulator by focusing on the ultimate responsibility that they,
arguably, hold for failures within an industry. In contrast, this section focuses on the role of the
regulator in creating the necessary preconditions for the e�ective exchange of information through
incident reporting. The regulator monitors the performance of the occurrence reporting system as
part of the wider safety management processes that are adopted by the management. They often
receive copies of all �nal reports into occurrences as well as reports from the safety managers that
describe the measures that have been taken to implement any safety recommendations. Regula-
tors may initiate periodic investigations into particular problems should they continue to receive
occurrence reports about similar incidents.

When Do We Regulate?

At a more detailed level, regulators are typically involved in encouraging organisations to establish
incident reporting systems. This is often perceived to be part of a wider requirement to encourage
safety management programs within their industry. In some sectors, regulators must ensure that
organisations meet international obligations:

\(The assembly) urges all Contracting States to ensure that their aircraft oper ators,
providers of air navigation services and equipment, and maintenance organisations have
the necessary procedures and policies for voluntary reporting of events that could a�ect
aviation safety" (ICAO Resolution A32-15: ICAO Global Aviation Safety Plan)

However, there are many constraints on the ways in which regulators can intervene to achieve these
objectives. As we have seen, OSHA's Cooperative Compliance Programme failed to establish incident
reporting as a means of improving safety culture. Employers groups opposed this initiative because
it may have placed undue burdens in competitive markets and potentially increased the in
uence of
Federal organisations.

It is again important to emphasise that this section deals with the role and not the oÆce of
the regulator. The duties that are associated with regulatory bodies in some industries may, in
other industries, be distributed across many organisations. Similarly, they may not be performed
at all owing to the nature of the markets that are involved. Healthcare provides an important
example of this point. Although some elements of regulation can be associated with the US Food
and Drug Administration, there role is primarily focussed on the safety of devices, pharmaceuticals
and other products utilised by the medical sector. They do not and have not, typically, been involved
in monitoring other adverse occurrences. As a result, the Institute of Medicine report led to the
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drafting of the Patient Safety and Errors Reduction Act, S.2738, that was introduced into the Senate
in 2000. This seeks to establish a national Center for Quality Improvement and Patient Safety under
the leadership of a Director who must:

`(D) develop a con�dential national safety database of medical errors reports;

(E) conduct and support research, using the database developed under subparagraph
(D), into the causes and potential interventions to decrease the incidence of medical
errors and close calls; and

(F) ensure that information contained in the national database developed under sub-
paragraph (D) does not include speci�c patient, health care provider, or provider of
service identi�ers.

(2) NATIONAL PATIENT SAFETY DATABASE- The Director shall, in accordance
with paragraph (D), establish a con�dential national safety database (to be known as the
National Patient Safety Database) of reports of medical errors and close calls that can
be used only for research to improve the quality and safety of patient care. In developing
and managing the National Patient Safety Database, the Director shall{

(A) ensure that the database can only be used for its intended purpose;

(B) ensure that the database is as comprehensive as possible by aggregating data
from Federal, State, and private sector patient safety reporting systems;

(C) conduct and support research on the most common medical errors and close calls,
their causes, and potential interventions to reduce medical errors and improve the quality
and safety of patient care;

(D) report �ndings made by the Director, based on the data in the database, to
clinicians, individuals who manage health care facilities, systems, and plans, patients,
and other individuals who can act appropriately to improve patient safety; and

(E) develop a rapid response capacity to provide alerts when speci�c health care
practices pose an imminent threat to patients or health care workers.

(3) CONFIDENTIALITY AND PEER REVIEW PROTECTIONS- Notwithstand-
ing any other provision of law any information (including any data, reports, records,
memoranda, analyses, statements, and other communications) developed by or on behalf
of a health care provider or provider of services with respect to a medical event, that
is contained in the National Patient Safety Database shall be con�dential in accordance
with section 925.

(4) PATIENT SAFETY REPORTING SYSTEMS- The Director shall identify public
and private sector patient safety reporting systems and build scienti�c knowledge and
understanding regarding the most e�ective{

(A) components of patient safety reporting systems; (B) incentives intended to in-
crease the rate of error reporting; (C) approaches for undertaking root cause analyses;
(D) ways to provide feedback to those �ling error reports; (E) techniques and tools
for collecting, integrating, and analysing patient safety data; and (F) ways to provide
meaningful information to patients, consumers, and purchasers'

I view this as a form of regulation because it is an attempt to intervene in the existing market place
in a manner that is intended to improve the safety of patients (and sta�) within the US healthcare
system. In some countries, `regulation' is a pejorative term that is often associated with ideas of
government `over-regulation'. Those who read the Institute of Medicine report can, however, see
that it's authors were careful to balance this fear of intrusion in the marketplace against the need
to address the consequences of human error in medicine [481]. Those same concerns are apparent in
this draft of the Act.

Not only must regulators help to establish incident reporting systems, they must also monitor
their operation. As we shall see, this is a non-trivial exercise. There is the obvious paradox that a
relatively low number of reported incidents may indicate a high degree of safety within an organi-
sation or a relatively low participation rate. Similarly, it can be diÆcult to determine whether the
investigatory procedures that lead to a criticality assessment of each incident are implemented in the
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same manner across di�erent organisations. For instance, some European Air TraÆc Service pro-
vides classify the severity of an incident according to its worst plausible outcome . An air proximity
violation that was resolved by the actions of the crew might, therefore, be treated as if a collision
had occurred because ATS personnel had not intervened to avoid the incident from become more
serious. Other organisations within the same industry would treat this as a far less serious incident.
Under this vew, the aircrew are perceived to form part of the wider safety system. A collision was
avoided and hence that system functioned as intended.

Regulators must intervene to support the exchange of safety-related information throughout an
industry. This responsibility is a repeated theme in the Patient Safety and Errors Reduction Act
cited above. However, it can also be seen in the regulatory structures that govern other industries.
For instance, the regulatory safety functions of the UK rail industry are performed by the Railways
Inspectorate within the Health and Safety Commission of the Health and Safety Executive. In
contrast, the economic functions associated with performance measurement, standard setting and
price monitoring are performed by the oÆce of the Rail Regulator. The regulatory role of the Health
and Safety Commission in establishing con�dential incident reporting schemes can be seen in their
action plan to implement the recommendations of the recent inquiry into the Southall rail crash:

\All parties in the rail industry should co-operate in the collection of evidence to
support reliable research into human behaviour studies relating to driver performance.
Railtrack should co-ordinate this work and TOCs (Train Operating Companies) incor-
porate the results into training programmes (paras 1.25, 7.16, 16.2).

Evidence should include that to be provided by CIRAS (Con�dential Incident and
Reporting System) and from On-Train Data Recorders used to monitor driver behaviour.
ASLEF (Associated Society of Locomotive Engineers and Firemen) in particular should
give their full support to such an initiative (paras 14.23, 14.25, 15.15, 16.3).

Comment: Much of the information required for the human factors work on driver
behaviour (Recommendation 1) will be provided by train operators. Most TOCs have
already agreed to enroll their drivers in CIRAS (or equivalent con�dential reporting
systems) following the Rail Summit; coverage should be complete nationally with all sta�
briefed by 1 April 2001. Individual TOCs agree to interrogate and provide data analysis of
on-train data recorders or from other available means of recording driver activity. ASLEF
and RMT (National Union of Rail, Maritime and Transport workers) support approach,
subject to con�dentiality reassurances. HSC (Health and Safety Commission) agrees that
this action should be on individual train (both passenger and freight) operators. Action:
Individual TOCs to submit a progress report to HSC con�rming their active participation
in providing human factors data to Railtrack and enrollment of driver in CIRAS. ATOC
(Association of Train Operating Companies) to set up a system to identify good practice
on how driver behaviour is to be monitored using OTDRs (On train data recorders).
Progress report to be submitted to the HSC." [317].

The Health and Safety Commission are intervening to ensure that all parties in the rail industry
cooperate to collect evidence about the human factors problems that a�ect driver performance. All
train operating companies must establish a con�dential incident reporting system, similar to CIRAS
mentioned in previous chapters. These companies must, in turn, agree to provide access to the data
that is obtained by these systems.

The previous paragraph has argued that regulators play a role in the collection and dissemination
of information within an industry. This may clearly involve a delicate balance between the promotion
of safety and the exchange of commercially sensitive information. This balancing act becomes even
more complex when regulators attempt to promote the exchange of information across national
boundaries:

\The Board's focus extends beyond the United States' borders. Realizing that chem-
ical accidents may have global health, environmental and economic e�ects, Congress en-
couraged the Board to o�er investigative assistance to other countries, both as a means
of helping and as a method of learning. Through its international outreach e�orts to
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government and industry, the Board can ensure its safety research program, professional
services and technical information accurately and adequately address the world's chem-
ical safety needs". [163]

The sensitivity of the information that is often provided by incident reporting systems perhaps
accounts for the notable lack of success in achieving the international collaboration that many
regulators envisage. However, this view is being challenged by recent commercial initiatives to
encourage the exchange of occurrence data within the aviation industry [308]. The GAIN system,
introduced in Chapter 2 has over the last three years been transferred away from the FAA to the
airline industry itself [680]. At present, GAIN simply acts as a clearing house for data gathered
by other public sources including the ASRS and FAA incident reporting schemes. In the future,
however, it may provide greater opportunities for the exchange of data directly between aviation
operating companies even though that data is unlikely to be publically accessible to the same extent
as the ASRS sources.

What Information Do We Need?

The previous section described the role of the regulator in setting up and monitoring incident
reporting systems. They must also ensure that the output from these systems is collated, analysed
and e�ectively used to address safety-related problems that arise across an industry or between
several industries. This duty can be stated relatively simply. However, it is far harder to achieve.
This diÆculty of performing this task can be illustrated by the FDA's Manufacturer and User Facility
Device Experience Database (MAUDE) [272]. This tool represents a signi�cant advance on many
existing regulatory incident reporting systems because it provides manufacturers and operators with
an accessible means of looking for information about previous incidents. Techncial details about this
system will be provided in Chapter 14 and the interface to this system is illustrated in Figure 14.4.
Users can access incident data in the MAUDE database by selecting a number of prede�ned categories
or by entering a free-text search. The following quotation illustrates the types of data that can be
retrieved using this system:

\Adverse event or product problem description: A susceptibility report message,
which the microbiology lab uses as an indicator for verifying oxacillin results did not
print on a pt lab report from the ... instrument. The lab did not verify ... results on this
pt's blood culture report. The pt's physician has stated that as a result of a lab error,
a treatment error occurred leading to development of an abscess. This abscess has put
pressure on the pt's spinal cord causing paralysis of the legs.

Additional manufacturer narrative: An investigation into the customer complaint
determined that a message, which previously printed on the instrument lab report, no
longer prints with the release of a new software version.

...[It could not be concluded] that lack of this message caused or contributed any
negative e�ects to the pts condition ased on the following points: 1. subsequent blood
cultures were negative after treatment with oxacillin. 2. the lab did not save the original
isolate from the blood culture used for testing on the system. 3. this pt had a previous
history of a oxacillin resistant staph aureus infection. 4. treatment of an abscess, regard-
less of culture and susceptibility results, routinely requires more intervention than simply
administering antibiotics. The message for oxacillin will be added to the lab reports with
the next software release. All customers will be noti�ed immediately by letter concerning
the missing message when the oxacillin indicator antibiotics are resistant"

The MAUDE system is important because it illustrates the ways in which regulators can intervene
to act as a clearing-house for incident data. The development of search engines, for the �rst time,
provides users with the opportunity to identify common trends across an industry. However, the
previous examples also illustrate some of the challenges that are facing such regulatory action. In
particular, the previous search for software related incidents yielded �ve hundred hits amongst the
MAUDE collection. At this point the system halted its search and prompted me to re�ne my
search because there was too much relevant data. In some senses this re
ects the way in which
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incident reporting systems can become victims of their own success. For instance, the ASRS system
know holds over 500,000 records. Later section will describe software engineering and information
management tools that can be used to address these problems and still enable users to identify
common trends amongst a growing mass of incident data.

4.2 Di�erent Anatomies

The previous section has summarised a number of the key roles that support incident reporting.
In contrast, however, this section goes beyond these roles to look at a number of di�erent report-
ing architectures. These architectures re
ect the organisation that is necessary to collect incident
reports, analyse them and then make recommendations. Clearly, the managerial structures that
are necessary to support large national and international systems are unlikely to be appropriate or
even necessary in smaller scale local and regional systems. This section, therefore, provides a brief
overview of a number of di�erent ways in which incident reporting systems can be managed.

4.2.1 Simple Monitoring Architectures

Figure 4.1 represents the simplest architecture for an incident reporting system. A contributor
submits a report based on the occurrence that they have witnessed or are concerned about. This
submission process can be implemented using printed forms, by telephone calls, or increasingly using
computer-based techniques. An external agency received the report and after assessing whether or
not it falls within the scope of the system they will decide whether or not to publish information
about the occurrence. The contributor and others with the same industry can then read the report
and any related analysis before taking appropriate corrective actions.

Figure 4.1: A Simple Monitoring Architecture

This approach is typi�ed by the Swiss Con�dential Incident Reporting in Anaesthesia system
(CIRS) [755]. A web-based form is used to submit an incident report to the managers of the system.
Given the sensitive nature of these incidents, this is an anonymous scheme. The managers cannot,
therefore, conduct follow-up investigations. However, they do perform a high-level analysis of this
and similar events before publishing a summary on their web site.

There are a number of limitations with the architecture shown in Figure 4.1. In particular, this
simple monitoring approach simply provides a means of disseminating information about previous
failures. There are no guarantees that individual organisations will take any necessary corrective
actions. Similarly, there is a danger that di�erent institutions will respond to the same incident
in di�erent ways. This inconsistency creates the opportunity for future failures if an organisation
fails to correctly safeguard the system. A further problem is that this approach does not provide
any means of determining whether reports were accurate or not. This creates potential dangers
because a report may omit necessary information about the causes of an incident. As a result, other
organisations might respond to the symptoms rather than the underlying problems that lead to an
occurrence. As most of these systems are truly anonymous, it can be diÆcult or impossible for the
managers of the scheme to identify whether any local, contextual factors contributed to an incident.
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As with all of the architectures presented in this section, there exist a number of variations that
have been used to structure existing systems. For instance, the US Food and Drug Administration's
MAUDE system, mentioned above, cuts out the external agency and enables individuals to report
directly to the regulator. These reports are then posted on the FDA's web site. If the incident is
considered serious enough then the regulator may intervene through a product recall or amendment
notice.

4.2.2 Regulated Monitoring Architectures

Figure 4.2 provides a high-level view of what we have termed the `regulated monitoring' architecture
for incident reporting. This is very similar to the approach described in the previous section.
However, in this approach the external agency that received the contribution can go back and ask
further questions to re�ne their understanding of an occurrence. Once they are clear about what
has taken place, they produce a summary report that, typically, does not reveal the identity of their
contributor. This summary is then placed before management and regulators who are responsible
for identifying corrective actions. They must also determine whether those corrective actions can be
implemented. The reporting agency will then receive a report on corrective actions that can then be
communicated back to the original contributors and their colleagues through journal or newletter
publications.

Figure 4.2: Regulated Monitoring Reporting System

The Con�dential Incident Reporting and Analysis System (CIRAS) is a good example of an
incident reporting scheme that implements the high-level architecture illustrated in Figure 4.2. This
receives paper-based forms from Scottish train drivers, maintenance engineers and other rail sta�. A
limited number of personnel are responsible for processing these forms. They will conduct follow-up
interviews in-person or over the telephone. These calls are not made to the contributor's workplace
for obvious reasons. The original report form is then returned to the employee. No copies are
made. CIRAS sta� type-up a record of the incident and conduct a preliminary analysis. However,
all identifying information is removed from the report before it is submitted for further analysis.
From this point it is impossible to link a particular report to a particular employee. The records
are held on a non-networked and `protected' database. This data itself is not revealed to industry
management. However, summary reports are provided to management at three monthly intervals.
This concern to preserve trust and protect con�dentiality is emphasised by the fact that a unit
within Strathclyde University employs the personnel who process the reports rather than the rail
operators.

The FAA's ASRS provides a further example of the architecture illustrated in Figure 4.2. NASA
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plays the role of the external reporting agency. Feedback is provided through a number of publi-
cations, such as the Callback newsletter and the DirectLine journal. An important strength of the
publications produced by this approach is that it provides a measures assessment of several incidents
through the editors' analysis. It also enables sta� to read an explanation of an incident through the
words of their colleagues.

Again there are a number of limitation with the high-level architecture shown in Figure 4.2.
These do not stem principally from the problems of accessing more detailed causal information,
as was the case with simple monitoring architectures. In contrast, they stem from the additional
costs and complexities that are introduced by external reporting agencies. In particular, it can
be diÆcult to preserve an independent but co-operative relationship between the organisation's
management and a reporting agency. This relationship can become particularly strained when the
agency is responsible for identifying corrective or remedial actions that the management must then
implement. The ALARP (as low as reasonably practicable) principle is often used to justify resource
allocation. The subjective nature of this approach can lead to con
icts over the priority allocated to
many remedial actions. There is also a danger that these schemes will resort to low-cost reminders
[409]. In consequence, many schemes operate on a smaller-scale, more local level. These schemes
rely upon the same individuals to both collect the data and take immediate remedial actions.

4.2.3 Local Oversight Architectures

Figure4.3 illustrates the architecture that typi�es many locally operated, incident-reporting sys-
tems. In many ways, these schemes were the pioneers of the larger more elaborate systems that
have been mentioned in the previous sections. Individual sponsors either witness other schemes or
independently decide to set up their own. Sta� are encouraged to pass on incident reports to them.
Typically, this is in a con�dential rather than an anonymous fashion. Even if the forms do not
ask for identi�cation information it is often possible for the sponsors to infer who is likely to have
submitted a form given their local knowledge of shift patterns and working activities. The sponsors
can supplement the reports from their own knowledge of the procedures and practices within a unit.
This enables them to analyse and validate the submission before passing a summary to their man-
agement. In contrast to other architectures, however, they are in a position to take direct remedial
action. This is, typically, published in a newsletter. These publications not only provide feedback,
they are also intended to encourage further submissions.

Figure 4.3: Local Oversight Reporting System

Local oversight architectures are illustrated by one of the longest running medical incident report-
ing systems. David Wright, a consultant within the Intensive Care Unit of an Edinburgh hospital,
established this system over ten years ago [119]. The unit has eight beds at its disposal with ap-
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proximately three medical sta�, one consultant, and up to eight nurses per shift on the ward. David
Wright receives each report. They are then analysed with the help of a senior nurse. Any necessary
corrective actions are instigated by them. Trust in the sponsor of this system is a primary concern,
given the relatively close-knit working environment of an intensive care unit. The success of the
system depends upon their reputation and enthusiasm. The extent of his role is indicated by the
fact that less reports are submitted when David Wright is not personally running the system. The
reports from these systems provide a valuable insight into problems in the particular practices and
procedures that are followed within an organisation.

The strengths and weaknesses of such local systems are readily apparent. The intimate local
knowledge and direct involvement with the contributors makes the interpretation and analysis of
incident reports far easier than in other systems. However, it can be diÆcult to replace key personnel
and sustain con�dence in the system. It can also be diÆcult to drive through deeper structural or
managerial changes from local systems. Individual sponsors often lack the necessary authority (or
resources) to instigate such responses. As a result they often `target the doable'. Similarly, it can be
diÆcult to co-ordinate the eÆcient exchange of date between local systems to get a clearer overview
of regional, national and even international trends.

4.2.4 Gatekeeper Architecture

Figure4.4 illustrates the architecture of several national incident-reporting systems. The increased
scale of such systems usually implies the greater degree of managerial complexity apparent in this
framework. The contributor submits a report to their local manager. They may then take some
initial remedial actions and then passes the form to a `gatekeeper'. They register the report; in
any national system there is a danger that individual contributions may be lost or delayed. The
gatekeeper has this name because they must determine whether the occurrence is important enough
to allocate further analytical and investigatory resources. If this decision is made then they will
delegate the report to another unit within the organisation that is responsible for the aspect of the
system that was most directly a�ected by the occurrence. The report is passed to a handler within
this service department and they attempt to identify means of resolving any potential problems.
Feedback is then provided to the contributor via their local manager. This approach is, typically,
con�dential or open rather than anonymous.

Figure 4.4: Gatekeeper Reporting System

This approach is exploited by the Swedish Air TraÆc Control system. It is unusual in that it
encourages the open reporting of a wide range of potential and observed failures. The de�nition
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of an `occurrence' includes all forms of human, operational and technical failures even including
incidents such as a failure of a light bulb. All reports are handled centrally by a number of specially
trained gatekeepers who are responsible for �ltering the reports and then passing them on to the
relevant departments for action.

These individuals must be highly trained both in the application domain of air traÆc control but
also in the technical problems that lead to system failures. However, because all occurrence reports
pass through their oÆces they gain a detailed understanding of both operator behaviour and system
performance. The gatekeepers, therefore, are in a position to provide valuable information both to
training directors but also to the risk assessments that guide future investment decisions.

The gatekeepers are an important strength of the system shown in Figure4.4. They are respon-
sible for �ltering reports and allocating remedial actions. This centralisation ensures a consistent
analysis and response. However, they are a critical resource. There is a risk that they may act as
a bottleneck if incidents are not handled promptly. This is particularly important because delays
can occur while reports are sent from outlying areas to the gatekeeper's central oÆces. The Swedish
system has addressed many of these criticisms by adopting a range of computer-based systems that
keep safety managers and contributors constantly informed about the progress of every incident
report. However, there remains the danger for many of these systems that any omissions in the
training of a gatekeeper can result in incorrect decisions being made consistently at a national level.

4.2.5 Devolved Architecture

Figure4.5 provides an overview of an alternative architecture for a national system. Rather than
have a central gatekeeper who decides whether an incident falls within the scope of the system, this
approach relies upon a more decentralised policy. Any of the personnel involved in the system can
decide to suspend an investigation providing that they justify their decision in writing and pass their
analysis to the safety management group who monitors the scheme. As can be seen, contributors
pass their reports to their supervisors. This is important because in many industries, such as air
traÆc control, the individuals who are involved in an incident will often be relieved of their duties.
A sense of guilt can often a�ect their subsequent performance and this can endanger further lives.
In national systems, it is often common to provide an alternative submission route through an
independent agency in case a report is critical of the actions taken by a supervisor.

The supervisor takes any immediate actions that are necessary to safeguard the system and
informs the safety management group if the incident is suÆciently serious. The safety management
group may then commission an initial report from a specialist investigation unit. They may also
decide to provide an immediate noti�cation to other personnel about a potential problem under
investigation. These investigators may call upon external experts. Depending on the conclusions of
this initial report they may also be requested to produce a �nal report that will be communicated
back to the safety management group. In a number of these systems, �nal reports are issued to the
original contributors who can append any points of further clari�cation. The safety management
group is then responsible for communicating the �ndings and for implementing any recommendations
following discussions with the regulatory authorities.

Figure4.5 illustrates the complexities involved in organising nation and international reporting
systems. It depends upon the co-ordination and co-operation of many di�erent individuals and
groups. However, such architectures are necessary when the problems of scale threaten to overwhelm
systems based on the approach illustrated in Figure4.4. The problem with this system is that there
is a greater chance of inconsistency because di�erent sta� determine how an occurrence is to be
reported and investigated. Di�erent supervisors may have di�erent criteria for what constitutes an
occurrence that should be passed on for further investigation. Most European air traÆc control
service providers have tackled this problem by publishing exhaustive guidelines on what should be
reported. These guidelines are distributed to all personnel and are addressed during the training of
control sta�.

It is important to emphasise that this section has avoided normative arguments about the ab-
solute value of the di�erent architectures that have been presented. This is entirely deliberate. As
suggested in the previous paragraph, we know very little about the impact of these di�erent man-
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Figure 4.5: Devolved Reporting System

agement structures. In consequence, it is diÆcult to be con�dent in any comparative analysis. Tools
and techniques for performing such comparisons are urgently needed as incident reporting systems
continue to proliferate in many di�erent industries.

4.3 Summary

This chapter began by considering a number of di�erent roles that together contribute to the suc-
cessful operation of many incident reporting systems. These roles are generic in the sense that
they represent key activities during the reporting, analysis and subsequent implementation of safety
recommendations. These activities may be associated with particular individuals or with teams
depending upon the scale and the organisation of the reporting scheme.

This chapter initially focussed on the reporting of adverse occurrences by individuals and groups
in the workforce. The opening sections focussed on the rights and duties of these contributors.
The next chapter will provide a greater consideration of the ways in which automated monitoring
equipment can be used in the detection of adverse occurrences.

The following sections went on to consider the triage that is required when a report is initially
received. Line managers and supervisors are, typically, required to secure the short term safety of
the system in the aftermath of an incident. They must also pass on reports so that they can be
processed in a prompt and eÆcient manner.

This chapter also looked at how information must be passed to incident investigators. We
considered the powers that investigators must have if they are to elicit relevant information about
an occurrence. Later sections also considered the training requirements and professional obligations
that must be met by these individuals.

We went on to consider what we have described as the `invidious' role of the safety manager. They
act as a conduit of safety information from the workforce to higher management. They must also
e�ectively communicate safety objectives from higher levels of management down to the workforce.
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It was stressed that they must communicate e�ectively not only within their organisation but also
to external bodies including industry regulators.

Regulators have been de�ned as organisations that intervene in the normal operation of the
market to achieve economic and social objectives, such as improved safety, that might otherwise be
overlooked. This chapter examined the tensions that arise when regulatory actions must balance
the need to exchange safety information against the danger of forcing companies to pass on what
might be commercially sensitive data. We also brie
y considered nascent attempts by a commercial
consortium to encourage the global exchange of incident information.

The second half of this chapter then went on to look at how these di�erent roles contributed
to di�erent types of incident reporting system. Simple monitoring architectures simply provide a
common point of access to incident reports. They are, typically, anonymous and so only a cursory
validation can be performed. There are a number of limitations that restrict the utility of these
systems, although they are simple to operate and can be established at low-cost. In particular, there
is no guarantee that the submissions are genuine nor is there typically any guarantee that di�erent
institutions or investigators will arrive at a consistent interpretation of the events that are described.

Regulated monitoring architectures extend simple monitoring architectures by introducing an
external agency that intervenes to validate and supplement any initial report. This additional
validation increases the range of evidence that is available within the system and also helps to
support any subsequent analysis of an adverse occurrence. However, the costs of maintaining such
an external investigatory body are typically beyond the resources of most local systems.

Local oversight architectures rely upon key individuals or sponsors who can use their knowledge
of a working environment to interpret and assess the reports that they receive. These individuals may
perform additional validation and investigation but this need not always be necessary depending in
their involvement in the target system. However, there is a danger that such systems are susceptible
to the personal biases and training of these key sponsors. It can also be diÆcult to reestablish sta�
trust in any system when these individuals leave or take up other duties.

Gatekeeper architectures represent a more complex architecture in which a number of key indi-
viduals together perform the triage that might otherwise have been performed by a single individual
within a local system. These individuals are trained to identify the severity of a report and to allo-
cate a handling unit that is tasked to respond to that incident. However, in national and regional
systems there is a danger that they may act as a bottleneck if incidents are not handled promptly.
This is particularly important because delays can occur while reports are sent from outlying areas
to the gatekeeper's central oÆces.

Finally, devolved architectures are intended to support large-scale national and international in-
cident reporting systems. Information is passed through the di�erent levels of an organisation up
to a body of `professional' incident investigators. These investigators report to the safety managers,
mentioned above. Elaborations on this approach include several feedback mechanisms so that con-
tributors are continually involved in the investigation and analysis process. Again, however, the
costs associated with such a system would dissuade many industries from adopting every aspect of
this approach.

As mentioned, the intention in this chapter has not been to recommend any particular architec-
tures. In contrast, the intention has been, for the �rst time, to provide an overview of the di�erent
approaches that are currently being used within individual reporting systems. The following chapter
builds on this analysis and begins to look in detail at key stages in the operation of an incident re-
porting system. These include: detection and noti�cation; data gathering; reconstruction; analysis;
recommendation and monitoring; reporting and exchange. As before, the intention is to provide a
generic analysis of activities that are common to many di�erent types of system. It is also intended
the analysis provide pragmatic advice and guidance based on comparative studies of systems in
several di�erent industries.



Chapter 5

Detection and Noti�cation

The previous chapter presented a number of di�erent ways in which incident reporting systems
can be organised. These architectures ranged from small-scale local systems through intermediate
gatekeeper systems through to more complex, devolved, national and international mechanisms. The
following chapters build on this by examining a number of generic problems that must be addressed
by all incident reporting systems. These issues are illustrated in Figure 5.1. As can be seen, the

Figure 5.1: Generic Phases in Incident Reporting Systems

detection and noti�cation of an occurrence is followed by a phase in which data is gathered about
the events leading to a failure. This data can be used to reconstruct the likely ways in which events
combined during the course of an incident. Once a probable reconstruction has been developed,
it is possible to analyse these likely scenarios to identify key latent and catalytic causes. These
form the focus for any subsequent recommendations about ways to prevent future failures. If these
recommendations are adopted then they must be acted upon and their outcomes must be monitoried.
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Clearly, it is important to determine whether any potential improvements are actually delivering the
anticipated bene�ts. Finally, information about incidents must be reported to others both inside
and outside an organisation.

Figure 5.1 includes two lines of feedback. Once investigators begin a period of reconstruction, they
may often identify the need for further information about the course of an incident. In other words,
they may be forced to continue with data gathering exercises. For example, it may not be possible
to immediately determine what key individuals or systems were doing during particular stages of
an occurrence. Investigators must, therefore, go back and conduct further interviews or extract
additional system logs where they are available. Similarly, the analysis of an occurrence can often
help to identify inconsistencies or omissions in the reconstruction of an occurrence. Assumptions
about the 
ow of events leading to a failure may be proved incorrect or implausible during the later
stages of an investigation.

As in previous chapters, Figure 5.1 makes no assumptions about the managerial structures that
are used to implement these phases. For example, in a national con�dential system the data gathering
phase may consist of trained �eld investigators calling on a working group to interview members
of sta� who were involved in an occurrence. In a small-scale anonymous system, data gathering
may involve less formal conversations with personnel in similar working environments to determine
whether the concerns in the occurrence report are shared by the other colleagues. Clearly, the
sophistication, organisation and investment involved in each of the stages also depends upon the scale
of the reporting system. As we shall see, national and international schemes may deploy sophisticated
three-dimensional, immersive virtual reality simulators to reconstruct the events leading to particular
failures. Such an approach is, typically, beyond the resources of most local systems.

5.1 `Incident Starvation' and the Problems of Under-Reporting

This chapter begins our analysis of the generic phases shown in Figure 5.1 by focusing on the
problems of detection and noti�cation. Some of the concerns that arise during this initial stage are
illustrated by the UK's guidelines for reporting adverse incidents with medical devices:

\All sta�, including contractors, should be regularly reminded of their responsibilities
with regard to adverse incident reporting and of the relevant local procedures including
the need to isolate and retain defective or suspect items. This information should also
be conveyed to new sta� as part of their induction training. The procedures should
ensure that: where appropriate, a liaison oÆcer is appointed with the necessary authority
to take responsibility for the reporting of medical device related adverse incidents to
the Medical Devices Agency (MDA) as detailed in the Annexes; devices involved in
an adverse incident together with other material evidence (e.g., packaging of a single
use device) should be clearly identi�ed and kept in quarantine, where practicable, until
MDA's device specialists have been consulted. Where quarantine is not practicable,
the state of the device(s) at the time of the incident should be recorded for use in
any subsequent investigation; local action is taken as necessary to ensure the safety of
patients, users and o thers. Regular reviews should be undertaken to ensure that the
procedures are e�ective and are being followed." [535]

As this quotation suggests, workers must receive training about what to report and how to report
it. Setting up the necessary infrastructure for an incident reporting system does not guarantee
that sta� will be motivated to participate. This excerpt also stresses the importance of local liason
oÆcers, even in a large national reporting system. These trusted advocates support sta� who are
concerned about adverse occurrences. They must address contributors' concerns about anonymity
and con�dentiality that were described in Chapter 4 as part of a more general review of the key roles
that support incident reporting systems. The net e�ect of these concerns is to exacerbate problems of
under-reporting. Rather than reiterate the importance of addressing contributors' concerns about
anonymity and con�dentiality, the following paragraphs look at techniques that are speci�cally
intended encourage the noti�cation of adverse occurrences.
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The ultimate aim of incident reporting systems is to identify the causes of previous failures and
to use this understanding to avoid or reduce future problems. Demonstrating such `improvements' is
complicated because voluntary incident reporting systems often su�er from chronic under-reporting.
The fear of retribution and the concern that reports will not be acted upon have dissuaded individuals
from contributing to a system. The reality of incident reporting in the UK NHS is illustrated by the
report into the Royal College of Anaesthetist's critical incident system:

\We know from previous studies that self-reporting of incidents retrieves only about
30% of the incidents reported by independent observer. We do not know, therefore,
either true numerators nor because we do not collect them, denominators; even the
Department of Health does not know how many anaesthetics are given annually. Any
idea that this scheme might give absolute incident rates must therefore unfortunately be
rejected. what we can hope to do is to paint a picture of what we are told nationally and
allow departments to see whether the incidents that they are seeing locally are common
or rare..." [715]

Vincent, Taylor-Adams and Stanhope observe that between 4-17% of patients in acute hospitals
studies su�er from iatrogenic injury [849]. Observational studies have found that 45% of patients
experienced some medical mismanagement and 17% su�ered events that led to a longer hospital stay
or more serious problems [28]. It has been estimated that approximately 850,000 adverse events occur
within the UK National Health Service each year [633]. The earlier Harvard Medical Practice Study
used similar techniques to estimate that among the 2,671,863 patients discharged from New York
hospitals in 1984 there were 98,609 adverse events and 27,179 adverse events involving negligence
[93]. Even the most successful voluntary reporting systems only succeed in eliciting information
about a tiny fraction of the incidents that are revealed by the exhaustive analysis of records and
logs. For instance, Barach and Small estimate that between 50 and 95% of medical incidents go
unreported [66].

5.1.1 Reporting Bias

To summarise, targets for the reduction of incidents, such as those proposed by the UK NHS, depend
upon a bench-mark assessment of existing incident rates. Incident reporting systems provide useful
information about the causes of some incident. However, they do not provide accurate assessments
of background frequencies. Alternative techniques must be used to calculate these incident rates.
These can be summarised as follows:

1. extrapolation based on snap-shot samples. The key technique that drives most base-line esti-
mates of incident frequency is to extrapolate from exhaustive analysis of small samples. This
approach, however, is fraught with analytical problems. Clearly, the sample size and selec-
tion is a critical issue. If these are in any way biased or unrepresentative then the results
of any analysis will be 
awed. Further problems stem from the sorts of data that comprise
such a sample. There are few guarantees that logs and records will provide indications of all
potential incidents. If they do not then a further source of under-reporting is introduced. If
observational techniques are used, in which analysts directly monitor work tasks, then there
is a danger that the presence of the analyst will itself distort normal working practices;

2. post hoc analysis of logs and other data recordings. Exhaustive searches can be made through all
of the data that may have been amassed during a speci�ed operating interval. This information
can be manually assessed to determine whether or not it provides evidence of a potential
adverse incident. Although this might seem to be a relatively straightforward task, there are
numerous complications. In air traÆc control, the physical separation between aircraft can be
calculated from radar logs. However, this would be impracticable in the general case given the
volume of aircraft movements in most sectors. Such an analysis would not also indicate errors
of intention or lapses that were recti�ed before an infringement actually occurred. Similar
problems arise in the medical domain. Inadequate and partial record keeping can make it
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diÆcult to determine whether or not an error was actually made or if that error actually had
any observable clinical consequences;

3. automated incident detection Clearly, the burdens of manually search for indications of inci-
dents can frustrate attempts to obtain clear base-line measures of incident rates. As a result,
a variety of automated tools (see below) can be used to search for key indicators. These tools
range from simple databases through to more advanced data mining systems similar to those
that will be discussed in Chapter 15. However, such tools introduce a further level of indirec-
tion that can bias results in ways that are often diÆcult to predict. In particular, there are
the twin problems of precision and recall. A low precision search will detect many potential
incidents that analysts must manually assess and then reject as not representing actual inci-
dents. A low recall search will yield a number of potential incidents but will also leave many
real cases undetected in the mass of incident data.

4. observational studies. Finally, as mentioned above, observational studies can be used to identify
background statistics for the numbers of adverse occurrences within an organisation. This
relies upon trained analysts monitoring everyday activities to detect adverse occurrences `on
the job'. This approach has yielded many important insights into other areas of human-system
interaction. However, there are considerable practical problems in applying it to assess incident
frequencies. Previous paragraphs argued that workers will adjust their behaviour if they believe
that they are being monitored. This has been termed the Hawthorne e�ect after the 1939 study
of workers in the Western Electric Company's plant in Hawthorne Illinois. Productivity rose
shortly after investigators started to observe workers even before any changes were made to
working patterns. Other problems relate to the limited scope and high costs that can be
associated with observations techniques. In particular, the low frequency of some types of
incidents may mean that a team might have to continue to observe activities for many months
before an incident is detected.

Jha, Kuperman, Teich, Leape, Shea, Rittenberg, Burdick, Segerand, Vander Vliet and Bates hae
conducted several studies into the use of both manual and automated techniques for assessing base-
line incident frequencies [400]. Most of their work focuses on adverse drug events which they argue
are both common and costly. They criticise the `spontaneous', voluntary systems in most hospitals
as lacking sensitivity. They also criticise the costs associated with the exhaustive manual analysis
of patient charts. As a result, they have worked to develop a computer-based adverse drug event
monitor. Subsequent studies have then compared the performance of this tool with the products of
both chart review and voluntary report systems. In one study, they focused on all patients admitted
to nine medical and surgical units in an eight-month period [400]. The monitoring program identi�ed
situations that suggested a potential adverse drug event. These included requests for antidotes, such
as naloxone. A trained reviewer then examined the patient's records to determine whether an adverse
incident had occurred. The results were then compared with the products of an intensive manual
review and a voluntary reporting system operated by nurses and pharmacists. Both the automated
system and the chart review strategies were independent, and the reviewers were blinded.

The computer monitoring strategy identi�ed 2,620 of which only 275 were determined to be
adverse drug events. This illustrates the problems of poor precision, mentioned above. The manual
review found 398 adverse drug events, whereas voluntary report only detected 23. Of the 617 ADEs
detected by at least one method, manual review detected 65%, the automated program identi�ed
45% and voluntary reporting contributed only 4%. It can be argued that all three techniques su�ered
from the problems associated with poor recall. This work has clear and profound implications for
managers and regulators who must encourage participation in incident reporting systems:

\The computer-based monitor identi�ed fewer Adverse Drug Events (ADEs) than
did chart review but many more ADEs than did stimulated voluntary report. The
overlap among the ADEs identi�ed using di�erent methods was small, suggesting that the
incidence of ADEs may be higher than previously reported and that di�erent detection
methods capture di�erent events. The computer based monitoring system represents an
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eÆcient approach for measuring ADE frequency and gauging the e�ectiveness of ADE
prevention programs." [400]

The previous paragraphs have focused on the technical problems associated with obtaining accurate
assessments of the participation ratio; the total number of contributed reports divided by the total
expected frequency of incidents. However, it is important not to underestimate the managerial
consequences of such work. The process of obtaining a more accurate assessment of underlying
incidents can itself trigger enormous changes within an organisation:

\In February 1999 a urologist at the Sturdy Memorial Hospital in Attleboro, Mas-
sachusetts, requested a retrospective review of a 1996 biopsy result because of the pa-
tient's clinical course and the results of a biopsy in 1999. The review revealed that
the 1996 report was incorrect. The urologist and pathologist (neither of whom was re-
sponsible for the 1996 reading) implemented appropriate management for the a�ected
patient.

When they discovered a second misread prostate biopsy from the same period the
urologist and pathologist became concerned that the frequency of these errors was higher
than \expected". Fears about malpractice suits and damaged reputations emerged...
Ultimately, the medical director thought that all the prostate biopsies performed during
1995-7, the period of tenure of the clinicians associated with the two errors, should
be reviewed... During the review we wondered about any requirements to report to
regulatory agencies. Our lawyers told us we had no obligation to report this kind of
error... We decided to report our initial �ndings to the Department of Public Health
and the Board of Registration in Medicine. In total 20 of the 279 prostate biopsies from
1995-7 were in error. The urologists caring for these 20 patients were told of the changes
in the biopsy interpretations, and it was agreed that the urologists would contact each
patient and recommend appropriate evaluation and treatment. Although they agreed
with this plan, the urologists were worried about potential lawsuits, damage to their
reputations, and the stress of diÆcult meetings with the patients and their families.

When the process of notifying the patients started, the hospital president realised that
questions about the validity of other biopsies would be raised even though there was no
clinical evidence to raise such concern. She thought that all should be reviewed... About
6000 biopsies would have to be reread, and we needed help. Inquiries to the professional
pathology bodies were disappointing: not only did we receive little assistance, but we
were routinely asked why we wanted to expose more errors..." [682]

Many of the ethical worries that a�ected the physicians in this case, stemmed from the voluntary
nature of incident reporting within their profession, Mandatory reporting systems o�er alternative
means of addressing the problems of under-reporting. They simplify the previous dilemma at the
cost of restricting an individual's freedom to choose whether or not to report a particular incident.

5.1.2 Mandatory Reporting

The UK Air Accident Investigation Branch has published formal accident reports to disseminate the
lessons that have been learned from air proximity warnings. Individuals are obliged to report these
near-miss incidents in the same manner that they are obliged to report accidents. This obligation
to report is enshrined within the `Duty to furnish information relating to accidents and incidents'
paragraphs of the Civil Aviation (Investigation of Air Accidents and Incidents) Regulations 1996:

\5.(1) Where an accident or a serious incident occurs in respect of which... the Chief
Inspector is required to carry out, or to cause an Inspector to carry out, an investigation,
the relevant person and, in the case of an accident or a serious incident occurring on or
adjacent to an aerodrome, the aerodrome authority shall forthwith give notice thereof to
the Chief Inspector by the quickest means of communication available and, in the case of
an accident occurring in or over the United Kingdom, shall also notify forthwith a police
oÆcer for the area where the accident occurred of the accident and of the place where it
occurred." [11]
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These regulations, in turn, depend upon de�nitions of accidents and incidents. Section 1.2.2 reviewed
a number of di�erent techniques that have been used to distinguish between these di�erent classes
of occurrence. However, the UK Civil Aviation Regulations follow the approach proposed in ICAO
Annex 13:

`accident' means an occurrence associated with the operation of an aircraft which
takes place between the time any person boards the aircraft with the intention of 
ight
until such time as all such persons have disembarked, in which

� (a) a person su�ers a fatal or serious injury as a result of- -being in or upon the
aircraft -direct contact with any part of the aircraft, including parts which have
been detached from the aircraft, or -direct exposure to jet blast, except when the
injuries are from natural causes, self-in
icted or in
icted by other persons, or when
the injuries are to stowaways hiding outside the areas normally available to the
passengers and crew, or

� (b) the aircraft sustains damage or structural failure which adversely a�ects the
structural strength, performance or 
ight characteristics of the aircraft, and would
normally require major repair or replacement of the a�ected component, except for
engine failure or damage, when the damage is limited to the engine, its cowlings or
accessories; or for damage limited to propellers, wing tips, antennas, tyres, brakes,
fairings, small dents or puncture holes in the aircraft skin; or

� (c) the aircraft is missing or is completely inaccessible...

... `serious incident' means an incident involving circumstances indicating that an acci-
dent nearly occurred. [11]

These regulations illustrate the way in which legal obligations can be placed upon operators so
that they are required to report certain categories of near-miss incidents. There are examples of
similar mandatory systems in other domains. For example, the recent UK National Health Service
report entitled `An Organisation with a Memory' proposed a national mandatory reporting scheme
for adverse health events, and speci�ed near misses, based on standardised local reporting systems
[633]. There are, however, mixed views about the e�ectiveness of such systems. For example, the
Safe Medical Devices Act of 1990 requires that healthcare facilities and manufacturers must report
serious injury or illness related to the failure or misuse of speci�c medical devices. However, Cohen
has argued that:

...this federal act has been unsuccessful in gaining compliance with reporting require-
ments for user error. Furthermore, little action is taken unless signi�cant numbers of
harmful errors have been reported. Some states also have mandatory reporting pro-
grammes for error resulting in serious patient harm. Yet this information is used almost
exclusively to punish individual practitioners or healthcare organisations. There is lit-
tle analysis of the systems causes of error, and the information is rarely used to warn
others about the potential for similar errors. ...non-punitive and con�dential voluntary
reporting programmes provide more useful information about errors and their causes
than mandatory reporting programmes. A major reason is that voluntary programmes
provide frontline practitioners with the opportunity to tell the complete story without
fear of retribution..." [171]

Many of Cohen's criticisms seem to focus on ways in which mandatory systems have been used,
or `abused', by those who operate them. Very few of his adverse comments directly stem from
weaknesses in mandatory systems. There are, however, strong concerns about the enforcement of
mandatory systems. Clearly, if an individual or group have suppressed information about an incident
then others within the organisation must be in a position to detect it if any form of action is to be
taken. If an individual fails to report a mandatory occurrence then they run the risk that one of their
colleagues may also detect and submit information about an incident. Follow-up investigations might
then centre on the reasons why the �rst operator failed to provide any noti�cation of the adverse
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event. Alternatively, incidents can come to light through the post hoc review of logs and records.
This approach relies upon techniques that are similar to the exhaustive analysis that has been used
to identify background incident rates, and thereby derive reporting quotas. Irrespective of the source
of such information, there remains the problem of determining what disciplinary action should be
taken when individuals fail to report mandatory incidents. Typically, this depends upon the severity
of the incident being considered and upon whether the individual had a clear appreciation of that
severity. For instance, if the incident occurred during a period of high workload, it may not be certain
that the operator did actually detect the adverse event. Even if they did detect it, the pressure of
other duties may have prevented them from reporting it. High workload may even contribute to
individuals forgetting about low-criticality occurrences [863].

It is also important to stress that mandatory reporting systems need not be based upon the
regulatory or legislative model. For example, they can be integrated into everyday working practices.
Individuals and groups may be required to �ll in an occurrence reporting form after every procedure,
operation or shift. In most instances, the form records the fact that no incident had occurred.
However, the insistence that such a form is routinely completed may help to raise the prominence of
the system. This approach can encourage greater participation in the reporting system. The draw-
backs are also readily apparent. There is no guarantee that the routine completion of an incident
reporting form will have a positive impact upon reporting behaviour. There is also the danger that
the additional workload may alienate sta� from using the system when incidents do occur. Some of
these objectives can be addressed by integrating the routine reporting activity into other everyday
tasks. For example, the completion of a medical incident reporting form could be intergrated with
minimal overhead into existing patient documentation. Barach and Small provide a more optimistic
assessment of the utility of both mandatory and voluntary systems:

\Mature safety cultures are driven by forces external and internal to industries, and
over time these forces nourish voluntarism and reporting of near misses. Furthermore,
rapidly improving technology and information systems enable wider monitoring and pub-
lic awareness of adverse outcomes in open systems. These developments diminish dis-
tinctions between mandatory and voluntary behaviour." [66]

The previous paragraphs document the expressed intuitions of practitioners who are developing
incident reporting systems within their particular domains. As with many other aspects of incident
reporting, there is a pressing need for more reliable data to back-up these assertions about the impact
that di�erent voluntary and mandatory approaches will have upon the noti�cation of information
about adverse occurrences.

5.1.3 Special Initiatives

Previous sections have argued that voluntary reporting systems su�er from considerable problems
of under-reporting. Mandatory systems can address some of these problems, however, they can
alienate some members of sta� and have not been universally successful. Special initiatives provide
an alternate incident reporting technique that can be used to address under-reporting. At their
simplest, these initiatives may simply be implemented through simple questionnaires that directly
poll sta� about incidents and issues that have occurred to them in recent months. This approach
has the bene�t that all sta� may be called on to participate at the same time and in a con�dential
manner through the return of a simple form. For instance, Sexton, Thomas and Helmreich [735]
have exploited this approach to examine more general attitudes to error within the medical profes-
sion. Their study prompted returns from 851 operating room sta� and 182 intensive care workers.
The data that can be obtained using such questionnaires is very di�erent from the more focused
information that is provided by conventional incident reporting systems. However, it would have
taken many years to elicit the same number of response through more conventional incident report-
ing systems. More importantly such initiatives can be used to examine the reasons why particular
groups fail to participate in incident reporting systems even though they may acknowledge that
these systems form a valuable part of any safety system:
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\Over 94% of intensive care sta� disagreed with the statement `Errors committed
during patient management are not important, as long as the patient improves'. A
further 90% believed that `a con�dential reporting system that documents medical errors
is important for patient safety'. Over 80% of intensive care sta� reported that the culture
in their unit makes it easy to ask questions when there is something they don't understand
(this is undoubtedly related to the high endorsement of 
at management hierarchies in
the unit). One out of three intensive care respondents did not acknowledge that they
make errors. Over half report that decision making should include more team member
input.

More than half of the respondents reported that they �nd it diÆcult to discuss mis-
takes, and several barriers to discussing error were acknowledged. The 182 sta� in
intensive care reported that many errors are neither acknowledged nor discussed because
of personal reputation (76%), the threat of malpractice suits (71%), high expectations of
the patients' family or society (68%), and possible disciplinary actions by licensing boards
(64%), threat to job security (63%), and expectations or egos of other team members
(61% and 60%). The most common recommendation for improving patient safety in the
intensive care unit was to acquire more sta� to handle the present workload, whereas the
most common recommendation in the operating theatre was to improve communication."
[735]

As mentioned, questionnaire based techniques are qualitatively di�erent from other forms of incident
reporting. They help to reveal general attitudes rather than speci�c information about particular
adverse occurrences. On the other hand, such initiatives are deeply revealing about the attitudes to
error that chapter 3 has argued to be signi�cant causes of more `systemic' failures.

Questionnaire-based techniques can also be used to examine the biases that can skew the under-
reporting of particular sorts of incidents. For example, there is a greater danger that low-consequence
incidents, well-known problems will not be routinely reported. Martin, Kapoor, Wilton and Mann
provide valuable insights into the nature of these problems in the medical domain:

Data on side e�ects of newly launched drugs are limited,1 highlighting the need for
e�ective post-marketing surveillance. An inverted black triangle on product literature
identi�es new products. Suspected adverse reactions to these drugs, however minor,
should be reported to the Committee on Safety of Medicines through the yellow card
scheme. Adverse reactions are Adverse reactions are underreported, and few doctors in
the United Kingdom know the meaning of the `black triangle' symbol. We assessed the
degree of underreporting of suspected adverse reactions to new drugs in general practice
and determined if reporting varied when reactions were severe or previously unrecognised.

There were 3045 events (in 2034 patients) reported as suspected adverse reactions
on the green forms during the 10 studies. General practitioners indicated that they
had reported 275 (9.0%; 95% con�dence interval 8.0% to 10.0%) of these reactions to
the Committee on Safety of Medicines: reporting was highest for serious unlabelled
reactions (26/81; 32.1 %) and lowest for non-serious labelled reactions (94/1443; 6.5 %).
Serious unlabelled and non-serious unlabelled reactions were signi�cantly more likely to
be reported than were non-serious labelled reactions. According to general practitioners'
responses, the proportion of serious labelled reactions also reported on yellow cards (7/64;
10.9%) was only slightly greater than that of non-serious labelled reactions." [522]

The strength of this work is that Martin et al show how it is possible, in certain circumstances,
to obtain objective data about the extent and nature of the under-reporting problem. The `green
forms' mentioned in the previous quotation were questionnaires that had been distributed by the
researchers to general practitioners. These voluntary returns were then correlated against self-
reported mandatory returns to the Committee on Safety of Medicines. Of course, even these results
are subject to recall and reporting biases but they do indicate how focused initiatives can be used
to elicit more information about the nature and extent of under-reporting [504].

Questionnaires are not the only form of special initiative that can supplement more conventional
or general forms of incident reporting. In particular, issue based reporting systems have been used
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to overcome the under-reporting of particular critical occurrences. For example, many organisations
established incident reporting systems that were speci�cally intended to provide information relating
to potential problems during the millennium period. The UKMDA implemented an Adverse Incident
Tracking System. This was intended to provide the NHS with information on issues involving medical
devices during the period 23rd December 1999 to 10th January 2000. This database supplemented
the MDA's normal Hazard and Safety Notice systems.

Issue based incident reporting systems can also be used to make inferences about the background
rate of contributions. The di�erence between the reporting frequency before the initiative and after
the initiative can be used both to gauge the success of any focus on particular issues and to provide
a more general measure of under-reporting. For example, the UK Meteorological OÆce operated the
European Turbulent Wake Monitoring Scheme between 1995-1999. This was set up by the European
Commission because the separation minima at airports take no account of existing meteorological
conditions. They are simply calculated using the weight of the aircraft. Under favourable mete-
orological conditions, however, it may be possible to reduce these minima if a wake vortex is less
likely to occur. The intention was to create and maintain a database of wake vortex incident reports
with associated meteorological data. Researchers and aviation companies could then use this data
to better understand wake vortex behaviour. A voluntary incident reporting system was chosen as
a means of compiling this data because fully equipped meteorological monitoring systems cost up to
$1m for a single airport. The initiative was intended to address under-reporting problems because
the UK was the only European country to regularly monitor wake vortex incidents. However, over
90% of reported encounters in this existing system took place around Heathrow airport. There was
\clearly a need for data from airports with a diverse range of runway con�gurations, meteorological
phenomena and capacity in order to assess the global problem" [547]. It can, however, be argued
that this scheme illustrates some of the limitations of such focused initiatives. The system ceased
to record further data once the initial funding from the European Commission had run out.

5.2 Encouraging the Detection of Incidents

Previous sections have argued that under-reporting continues to be a signi�cant problem for many
incident reporting systems. Mandatory participation provides a potential solution but also raises
further pragmatic and ethical problems. Special reporting initiatives can be used to assess the scope
and nature of the under-reporting problem. However, pro-active questionnaires and systems that
are focused on speci�c types of incidents su�er from di�erent forms of reporting bias. It can also be
diÆcult to sustain high levels of participation in special reporting initiatives. The following pages
reviews manual and automated techniques that can be used to combating the problem of under-
reporting. These techniques are intended to support the more general class of voluntary incident
reporting systems introduced in Chapter 4, rather than special purpose or mandatory systems.

5.2.1 Automated Detection

This section focuses on automated techniques that reduce the need for individuals and groups to
explicitly contribute occurrence reports. As we shall see, however, there are a number of technical
and organisational concerns that can complicate the introduction and application of these systems.
These include the alienation and lack of trust that can emerge when automated systems either fail
to detect incidents or, conversely, when systems erroneously spot incidents that did not threaten
safety. There are also concerns that the introduction of such systems represents an unwarranted
intrusion into the working lives of those whose actions are being monitored.

Trust and Acceptance

This book has primarily focused on incidents that are detected by human operators. As reporting
systems become more established, however, it is also possible to use automated tools to supplement
this source. However, di�erent industries o�er di�erent opportunities for the automated detection
of critical incidents. Previous sections have described how simple database tools can be used to
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search through electronic patient records to support manual chart monitoring techniques. Air TraÆc
Service networks provide ground and airborne systems such as ground proximity warning systems
(GPWS), minimum safe altitude warning (MSAW) systems, short-term con
ict alerts (STCA),
aircraft proximity warning (APW) and aircraft collision avoidance system (ACAS).

It is possible to identify two di�erent roles for the systems that support the automated detection
of adverse occurrences:

� on-line alerts. Automated systems can warn operators about a safety occurrence that is taking
place or about the potential for a more severe occurrence. They can be used to monitor and
trigger occurrence-reporting procedures when they automatically detect that certain adverse
circumstances have occurred. For example, workers or their supervisors might be expected
to make a preliminary report whenever a warning is generated. As we shall see, problems
arise when these on-line systems incorrectly diagnose that an incident has occurred. There
is a paradoxical danger that such alarms may trigger genuine events as operators struggle to
dismiss unwanted warnings;

� post hoc monitoring. Automated systems can also be used o�-line to search for adverse oc-
currences. This approach is more suitable when the outcome of an event may not be known
for some time after an initial procedure has been completed. For instance, medical incident
reporting systems may have to assess the success or failure of an intervention in terms of the
patient's quality of life months or even years after they have been discharged. Although there
are a number of potential problems in mixing safety issues with more general process improve-
ment concerns, there is an increasing move towards this type of incident reporting architecture
[453].

As mentioned, the degree of sophistication in the automation that is available to detect potential
incidents varies widely from industry to industry. The development of this technology depends
both upon the complexity of the application that is being controlled. For example the ability to
monitor pilot actions might be interpreted as a by-product of the development more advanced control
systems. The development of automated detection technology also depends upon the consequences
of failure and the severity of the perceived threat. Although not directly a safety concern, this
can be illustrated by recent initiatives to improve the monitoring of security incidents involving US
Department of Defence Computers. These represent instances of the malicious failures described in
Chapter 2:

Rapid detection and reaction capabilities are essential to e�ective incident response.
Defence is installing devices at numerous military sites to automatically monitor attacks
on its computer systems. For example, the Air Force has a project underway called Au-
tomated Security Incident Measurement (ASIM) which is designed to measure the level
of unauthorised activity against its systems. Under this project, several automated tools
are used to examine network activity and detect and identify unusual network events, for
example, Internet addresses not normally expected to access Defence computers. These
tools have been installed at only 36 of the 108 Air Force installations around the world.
Selection of these installations was based on the sensitivity of the information, known
system vulnerabilities, and past hacker activity. ASIM is analysed by personnel respon-
sible for securing the installation's network. Data is also centrally analysed at the Air
Force Information Warfare Center (AFIWC) in San Antonio, Texas. Air Force oÆcials
at AFIWC and at Rome Laboratory told us that ASIM has been extremely useful in de-
tecting attacks on Air Force systems. They added, however, that as currently con�gured,
ASIM information is only accumulated and automatically analysed nightly. As a result,
a delay occurs between the time an incident occurs and the time when ASIM provides
information on the incident. They also stated that ASIM is currently con�gured for se-
lected operating systems and, therefore, cannot detect activity on all Air Force computer
systems... DISA oÆcials told us that although the services' automated detection devices
are good tools, they need to be re�ned to allow Defence to detect unauthorised activity
as it is occurring. DISA's Defensive Information Warfare Management Plan provides
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information on new or improved technology and programs planned for the next 1 to 5
years." [761]

This quotation describes military systems that are intended to automatically detect external threats
to computer system security. Entirely di�erent issues are raised when automated systems are em-
ployed to detect human `error' and system `failure' that stems from non-malicious acts within an
organisation. In particular, the e�ective use of automated monitoring devices is not simply de-
termined by technology sophistication. It is also profoundly determined by social and managerial
issues. Irrespective of the technology that is being used, it is critical that automated monitoring
tools gain sta� acceptance.

Trust and Acceptance

The importance of sta� acceptance of automated monitoring devices cannot be underemphasised.
The action of trades unions and other forms of worker representation can block the introduction
and use of this technology for many years. Driver monitoring systems on UK railways provide a
good illustration of this point. In 1999, Her Majesty's Railway Inspectorate (HMRI) issued a report
that analysed the management systems which were intended to record and assess incidents in which
drivers had passed signals `at danger'. The number of these incidents that were reported in the
UK gradually fell during the 1990's. However, it has levelled out in recent years: 944 in 1991/92,
593 in 1997/98, 643 in 1998/99 These incidents have also led to a number of high-pro�le accidents.
The collision at Watford South Junction on 8 August 1996 caused the death of one passenger. The
accident at Southall on 19 September 1997 was also caused by a signal being passed at danger. As
a result of these accidents, plans were developed for the introduction of the Train Protection and
Warning System (TPWS). This is intended to mitigate the e�ect of such incidents by warning the
driver and ultimately by braking the train at junctions, single lines and `unusual' train movements,
see Chapter 3. However, the cost and complexity of such equipment has delayed its introduction.
As an interim measure a range of Driver's Reminder Appliances (DRA) have now been �tted to
most driving cabs. These have the limited role of reminding a driver of the current signal when
they are stopped at a station with the starting signal at danger. Without more advanced protection
systems, an argument was made for more closely monitoring driver behaviour. This was based on
the idea that human factors problems could be addressed through remedial training and supervision
if it was possible to identify those drivers who were most likely to pass signals at danger. The HMRI
report reviewed piecemeal progress towards the introduction of driver monitoring equipment that
was intended to make this possible:

\Recommendation 9 of the HMRI report into the accident at Watford South Junction
was to North London Railways (now Silverlink) to extend the use of on train data
recorders to monitor driving technique. Although the number of trains �tted with the
equipment is still less than 20% of the total, the number is increasing rapidly so other
Train Operating Companys should be making use of it for unobtrusively monitoring
driver performance. Thameslink was not doing so (although was to start) and neither
was Connex South Central, although it is acknowledged that most of their 
eet is not
�tted with the equipment." [349]

More recently, the action plan to implement the recommendations of the Southall accident report
again included steps to extend the CIRAS voluntary incident reporting system and automated
monitoring equipment. The explicit reference to the drivers union ASLEF (Associated Society of
Locomotive Engineers and Firemen) is instructive:

\Evidence (of driver involvement in `signal passed at danger' incidents) should include
that to be provided by CIRAS and from On-Train Data Recorders used to monitor driver
behaviour. ASLEF in particular should give their full support to such an initiative." [317]

This comment about the need for ASLEF support is important because it reveals the HMRI's
sensitivity to workers' concerns about the introduction of these automated sensing systems into the
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cabs. It is important to emphasise that these concerns again rest on a justi�ed fear of retribution
that a�ects all forms of incident reporting. These fears are exacerbated by a number of additional
factors. As we shall see, the sensitivity of these devices can lead to false readings that might, in
turn, trigger unwarranted accusations of poor performance and error. The piecemeal and delayed
introduction of these systems may mean lead to inequitable treatment. Some driver errors may
be `caught' by these systems whilst others may go undetected because no equipment is installed.
Automated equipment triggers the detection of some errors, however, it often fails to capture the
`mitigating' factors that can excuse certain violations. Finally, such automated systems address the
observed consequences of deeper systemic failures, including poor signal placement, that actually
cause the failure in the �rst place [732] Many of these concerns do not stem from the ethical involved
in introducing automated monitoring equipment. Instead, they centre on the ways in management
will use the data that is collected by these systems. Such concerns were touched upon by an earlier
enquiry. The following quotation is revealing because it probes the limits of a `no blame' culture.
The ambivalent position of the regulators again illustrates how pragmatics lead to what we have
termed a `proportionate blame' approach. The report does not criticise the use of SPAD reports,
from either manual or automated sources, within a company's disciplinary procedures.

\All Train Operating Companys (TOCs) visited have specially monitored driver pro-
cedures in place to assign drivers to categories dependent on their incident history. How-
ever, the application of these procedures (mandated by Group Standard GO/RT3251)
varies widely between TOCs. For example Connex South Central at some drivers' de-
pots allocated all drivers to one of the 'at risk' categories. West Anglia Great Northern
Railway's (WAGN) procedure appeared to give rise to too much scope for management
discretion in reducing the status of a driver from 'incident prone' to 'normal'. Since,
HMRI's inspection, WAGN are revising their procedure.

Drivers in higher risk categories are intended to be subject to a greater number of
assessment rides focusing on identi�ed weaknesses, but it is questionable whether these
are always achieved in practice. Generally, these are managed by individual drivers'
depots, but it would be more satisfactory for this to be monitored centrally within TOCs
to ensure that the extra assessments are actually carried out and that they address any
identi�ed weaknesses in competence.

There must be adequate procedures for removing a driver from driving duties in the
event of their SPAD record not improving despite further training and assessment. Some
TOCs use the disciplinary procedure, but the key requirement for TOC managements
following incidents is to ensure any de�ciencies in competence are identi�ed and robustly
addressed by means of further training, if necessary, and competence assessment..." [349]

This quotation also illustrates how inconsistent management practices can lead to di�erent companies
reacting in di�erent ways to drivers committing the same `errors' on the same piece of track. For
the proponents of no-blame cultures, it is salutary to note that the HMRI found improved safety
records in those companies that adopted a `hard-line' approach to SPADS. Without automated
equipment and lacking any details of the procedures used to elicit information about SPAD incidents
within those companies, it remains likely that the `hard-line' approach simply dissuade drivers from
contributing information about these adverse occurrences:

\The version of GO/RT3252 in use at the time of HMRI's inspection required that
when a driver had had three SPAD incidents, they were only to continue on driving
duties if there was a written justi�cation for doing so. This was not always found to be
the case. Some TOCs were found to take a relatively hard line and removed any driver
automatically from driving duties at the third SPAD incident, whereas others did not.
It could be signi�cant that those TOCs which were found to take a hard line in this area
appeared to have better SPAD records than others, and this may lead drivers to adopt
the required defensive driving approach. The new version of GO/RT3252, revised since
HMRI's inspection, focuses more on the identi�cation and recti�cation of competence
weaknesses which lead to SPAD incidents. " [349]
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This section has argued that there are a number of reasons why workers may distrust automated
incident detection systems. These include concerns about the way in which information from these
systems will be used during any subsequent disciplinary hearings. Trust in automated detection
systems can also be eroded for technical reasons. These include the problems that reduce the signal
to noise ratio associated with particular warnings. In particular, there can be problems with missed
incidents and false alarms.

Missed Incidents and False Alarms

Chapter 3 argued that environmental features can prevent operators from accurately perceiving
important properties of their environment. Table 5.2.1 was used to show how a signal may or may
not be present. If the signal is present then either the operator may detect it, in which case they
have achieved a `hit', or they may fail to detect the signal, this results in a `miss' in Table 5.2.1. If
the signal is absent and the user detects it then this results in a false alarm. However, if they do
not detect a signal then this represents a correct rejection. These same distinctions apply both to

State of the World
Signal Noise

Response Yes Hit False Alarm
No Miss Correct Rejection

Table 5.1: Outcomes from Signal Detection

the human detection of signals or warnings in their environment and to the automated detection of
critical incidents. For instance, if an automated system detects a signal, that is to say an incident,
when none is present then this will generate a false alarm. Conversely, if an incident did occur and
was detected then this represents a `hit' by the detection equipment. A `miss' occurs if an incident
took place but was not detected. A correct rejection takes place when the system successfully �nds
that no incident has occurred. Wiener summarises the technical problems that emerge from this
analysis:

\In any warning system, one can expect false alarms and missed critical signals, and
the designer must design the �lter logic to strike a balance. If the system is deigned to
be `sensitive', that is to have a high detection rate, then it will hive a high false alarm
rate, and vice versa. There is no perfect system that can detect all true events and �lter
out all false events." [864]

The problems that this creates are illustrated by the strengths and weaknesses of TraÆc Alert
and Collision Avoidance System (TCAS) II. In 1987, the FAA mandated the installation of TCSII
equipment on all airliners by the end of 1993. In general terms, this equipment provides two levels
of warning. The �rst is issued 45 seconds before the predicted point of closest approach This
consists of a display that present the distance and bearing of the target aircraft. Between 20 and
25 seconds before the predicted point of closest approach, a resolution advisory is sounded. This,
typically, requests a vertical manouvre to increase separation. It is clear that TCAS II has saved
many lives, however, initial implementations raised numerous problems. In particular, the sensitivity
that Wiener argues is essential to detect potential incidents can also add to crew workload when a
situation is already being resolved:

\...we received two TCAS II-advisories, corresponding to departures. The departures
are cleared to 10,000 feet, [and] arrivals...[at] 11,000 feet. The TCAS II reacted to the
closure rate of the departing aircraft and our inbound 
ight. [The] RA was ignored as
traÆc was in sight. The real problem is that the TCAS II alert caused such a distraction
in the cockpit that two or more radio calls from Approach Control were missed." [546]

The conditions that lead to spurious alarms are hard to anticipate. For example, some relate to
technical failures in the manner in which aircraft altitude data is acquired from the Mode C function
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of the aircraft's radar transponder. Should Mode C even temporarily provide erroneous altitude
information, an erroneous TCAS II Resolution Advisory command to climb or descend may result
[546]. Other false alarms can be generated by local features. For instance, Billings cites numerous
spurious warnings at particular airports including Orange County California and Dallas Fort-Worth
Texas. He argues that such missed incidents and false alarms have a considerable impact upon the
behaviour of system operators. Early versions of the Ground Proximity Warning System (GPWS)
were so unreliable that crews ignored or disabled them. Such actions indirectly led to accidents at
Kaysville Utah (1977) and Pensacola, Florida (1978) [82]. One large commercial airline discovered
247 (73%) spurious alarms amongst a total of 339 GPWS alerts in a twelve month period.

In passing it is worth mentioning that incident detection systems, such as TCAS, can in
uence
operator behaviour in ways that threaten rather than preserve the safety of an application. For
example, pilots may often perform violent descents or ascents in response to an advisory. These
manouvres may, in turn, raise TCAS advisories on other aircraft. The knock-on e�ects of this
behaviour is to signi�cantly increase the burdens on Air TraÆc Control oÆcers. This creates a para-
doxical situation in which the introduction of incident monitoring systems may actually contribute
to an increase in the adverse occurrences that they were intended to detect:

\Air carrier (X) was inbound on the...STAR level at 10,000 feet. Under my control,
air carrier (Y) departed...on the...SID, climbing to [an] assigned altitude of 9,000 feet.
Approximately 14 miles SW...I issued traÆc to air carrier (X) that air carrier (Y) was
leveling at 9,000. Air carrier (X) responded after a few seconds that they were descending.
I again told air carrier (X) to maintain 10,000 feet. Air carrier (X) responded 'OK, we've
got an alert saying go down'. Simultaneously, air carrier (Y) was getting an alert to climb.
They both followed the TCAS II advisorys and almost collided. Later, [the pilot of air
carrier (X)] ...indicated [that] his TCAS II was showing zero separation. They passed
in the clouds without seeing each other. When pilots start taking evasive action, our
equipment cannot update quickly enough for the controller to help. Both aircraft were
issued traÆc as prescribed by our handbook (merging target procedures). [Air Carrier]
Company directives, I'm told, dictate that pilots must respond/follow the TCAS II alert
advisories." (ACN 224796) [546]

Currently, TCAS II advisorys do not automatically trigger the generation of an incident report.
This is best explained in terms of a further paradox. In order for monitoring systems to provide
real-time warnings to operating personnel, they must be so sensitive to potential incidents that
they may generate a number of spurious warnings. This high number of spurious warnings imposes
too high a workload for each alarm to be individually investigated and reported. As a result, the
warnings provided by such systems are often �ltered by informal operating practices so that only
a small proportion of the detected events are noti�ed to a reporting system. For example, the
initial installation of TCAS II led to a high level of ASRS reports. There were 1,996 TCAS related
submissions between 1988 and 1992 alone.

Limited Views of Causation

A number of safety concerns emerge from the integration of automated incident detection systems
into complex working environments. The previous section argued that this can, itself, jeopardise
safety if spurious alarms cause deviations from normal operating practise or if individuals respond
in unpredictable ways. There are further concerns that relate more narrowly to the practice of
incident reporting. In particular, there is a danger that operators will come to rely on incident
detection systems. For example, the `security' provided by TCAS can indirectly degrade other
forms of vigilance:

\I was training a developmental [controller] on Arrival Control. We had an air taxi (X)
for sequence to visual approach Runway 15. The developmental pointed out aircraft (Y)
[to air taxi (X)] and the pilot responded, 'Is he following someone out there at 800 feet?'
The developmental was going to clear him for the visual approach when I stopped him
and asked [the pilot of air taxi (X)]...if he had aircraft (Y) in sight. He said not visually,
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but had him on TCAS II. This seems to be happening more and more...It appears [that
pilots]...are using TCAS II instead of looking out the window. As an air traÆc controller
I cannot have pilots using TCAS for visual separation to maintain spacing (as on one
occurrence a crew o�ered to do). There is no TCAS II separation." ([546], ACN 202301)

There are a number of reasons for this concern. In particular, systems such as TCAS are intended to
alert crews to adverse circumstances that should not occur during normal operation. They form part
of a safety net that is intended to save personnel from the adverse consequences of those situations.
If they are assimilated into everyday operation practices then the additional assurance provided by
those systems will be lost.

The particular consequences for incident reporting are that the (ab)use of automated detection
systems makes it less likely that personnel will explore the underlying causes of the alarm that they
have experienced. This is important because technologies, such as TCASII, minimum safe altitude
warning (MSAW) systems, short-term con
ict alert (STCA), can be used to trigger investigations
that stand some chance of uncovering the deeper systemic issues that exposed users' to danger in the
�rst place. Both Perrow [675] and Reason [701] warn if these underlying causes are not addressed
then it is likely that our defences will fail at some point in the future. Each TCAS warning in
aviation or SPAD in the rail industry not only warns the individual pilot or driver, it should also be
a warning to the industry as a whole.

A number of pragmatic issues limit the amount of information that can be obtained from au-
tomated incident detection systems. For instance, TCAS II provides limited data about aircraft
separation. It does not provide a `complete' account of the causal factors and in
uences that led to
the loss of separation. Automated recording equipment can provide more detailed insights into the
course of an incident. For example, digital 
ight data recorders provide information about a failure
to 
y a stabilised approach, about engine overspeed and about an excessive rate of descent. Over
time such data can be collated to provide an overview of common problems, for example repeated
overspeeds by several pilots when landing at a particular airport [342]. However, it is important
to acknowledge the limitations of the data that can currently be captured. For instance, it is not
possible to use digital 
ight data to determine what caused the speci�c incidents that are recorded.
It may be due to pilot `error', to air traÆc control restrictions, to adverse meteorological conditions
etc. In other words, the information that is elicited by automated systems currently only acts as a
trigger for further investigation. In this respect, it is no di�erent from the trigger that is provided
by the manual detection and contribution of incident reports.

The need to supplement the information that is obtained by automated resources has focused into
a debate about whether or not video recorders should routinely be used to supplement the cockpit
voice recorders on aircraft. Jim Hall, Chairman of the National Transportation Safety Board (NTSB)
gave the following testimony before the Subcommittee on Aviation Committee on Transportation
and Infrastructure in the House of Representatives:

\...the Safety Board's investigation into several recent crashes has highlighted the
need for recording images of the cockpit environment. The Safety Board believes that
the availability of electronic cockpit imagery would help resolve issues surrounding 
ight
crew actions in the cockpit. For example, it would tell us which pilot was at the controls,
what controls were being manipulated, pilot inputs to instruments (i.e., switches or
circuit breakers), or what information was on the video displays (i.e., the display screens
and weather radar). Video recorders would also provide crucial information about the
circumstances and physical conditions in the cockpit that are simply not available to
investigators, despite the availability of modern cockpit voice recorders (CVRs) and 100-
parameter digital 
ight data recorders (DFDRs).

The Safety Board �rst discussed the need for video recording the cockpit environment
in its report of the September 1989 incident involving USAir 
ight 105, a Boeing 737,
at Kansas City, Missouri. In that report, we recognised that while desirable, it was not
yet feasible... Electronic recording of images in the cockpit is now both technologically
and economically viable, and solid state memory devices can now capture vast amounts
of audio, video and other electronic data. ...the Safety Board is extremely sensitive to
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the privacy concerns that the pilot associations and others have expressed with respect
to recording images of 
ight crews. As you know, the Board's reauthorisation passed
by this Chamber would require that the same protections already in place for CVRs be
extended to image recorders in all modes of transportation. Under those provisions, a
cockpit image recording could never be publicly released. Even where monitoring has
been allowed there is resentment towards certain technologies." [302]

This quotation does acknowledge the concerns that commercial airline pilots feel about the introduc-
tion of such systems. These concerns were intensi�ed when several media organisations broadcast
the �nal minutes of the cockpit voice recorder during the Cali crash. Although this would not have
been allowed under US or Canadian legislation, there was no provision to prevent the release of such
material in Columbia at the time of the accident. There is also the perception amongst pilots that
such video equipment is being introduced to satisfy public perceptions about the utility of recordings
and that these perceptions may not, in fact, be justi�ed. This argument has considerable strength.
Chapter 3 noted the diÆculty of interpreting intention and cause from video recordings of users who
commit `everyday', non-safety critical errors. These diÆculties would be considerably greater in the
aftermath of an accident.

Fortunately, near-miss incidents o�er alternative means of eliciting additional information to
support the output of automated monitoring equipment. Several major airlines have now installed
Air Data Acquisition Systems (ADAS) that record a range of information that is typically already
recorded by the digital 
ight data recorders (`black box' recorders). For example, British Airways
currently supplement their air safety reporting programme with data collected from their SESMA

ight data recorders [658, 659]. ADAS information can be routinely monitored to detect whether
certain triggering conditions occur during otherwise normal operation. These triggering conditions
include warnings from GPWS, TCAS, stall protection systems etc. They can include attitude
transgressions, such as overbanks, or the transgression of speed limits, such as 
ap overspeeds. They
may also include incidents involving extreme g-loads or prolonged 
ares. If a trigger occurs then
the airlines' 
ight data analysts may interview the crew. Klampfer and Grote used this technique
to analyse 71 incidents within a commercial 
eet [445]. 48 of the incidents involved A320 aircraft,
18 involved the MD11 and the rest were from a variety of other aircraft. This data revealed that
29% of incidents involved speed violations, analysts included underspeed and overspeed conditions
in this category. 19% of incidents involved unstable approaches. 11% involved prolonged 
ares. 10%
involved low go arounds. 10% of all incidents were triggered by the automated monitoring systems
mentioned in previous sections. 10% of the incidents involved attitude violations. 8% involved
excess g-loads. 3% of the events could not be classi�ed according to these general categories/ The
interview data was examined together with the triggering information from the ADAS system. A
causal analysis identi�ed that direct human errors contributed to 40% of all incidents. These errors
included poor situation awareness and a lack of crew coordination. Human in
uences contributed to
31% of the incidents. These are classi�ed as actions that are not, of themselves, incorrect but which
contributed to or exacerbated the consequences of an incident. This is perhaps the most diÆcult
of Klampfer and Grote's categories; it includes mental overload and routine action as contributory
causes. Their analysis also identi�ed that 16% of incidents were caused by environmental factors,
including air traÆc control `failure'. Only 11% were caused by technical failures, including poor
meteorological information. The remaining 2% were unclassi�ed.

Although it is possible to question the taxonomy that Klampfer and Grote use in their analysis,
it is important to recognise the bene�ts that their pioneering use of autoated detection and manual
investigation can provide. It can be used in a non-punitive manner to examine common causes
between a number of incidents. It also provides important checks and balances to the work of the
incident investigator who might otherwise form a number of unwarranted assumptions on the basis
of limited ADAs data. There are also a number of unexpected bene�ts. In particular, this technique
can be used to probe for a potential, unreported loss of situation awareness or long-term consequences
of adverse occurrences when aircrew recollections di�er signi�cantly from the information recorded
by the ADAS infrastructure.

Chapters 10 and Chapter 15 will look at conventional tools, including relational databases, and
more advanced techniques, such as case based reasoning, that support the o�-line monitoring of
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incident reports. In contrast, this section has focused on systems that support the on-line, or run-
time, detection of adverse occurrences. These systems o�er a number of important advantages. In
particular, they can help operators to avoid a potential incident or mitigate the consequences once
an incident has taken place. The same systems can also be used to trigger further causal investi-
gations after an event has occurred. A particular concern is that most regulatory and commercial
organisations focus on the former role of automated detection systems. They often miss the oppor-
tunity to address the causes of those incidents that are reported by automated detection equipment.
As a result, latent weaknesses become embedded in systems that rely upon detection equipment as
primary rather than a secondary defence mechanism.

5.2.2 Manual Detection

The previous section has identi�ed ways in which automated systems can be used to monitor oper-
ating logs in order to detect potential incidents and accidents. In contrast, the following paragraphs
focus on techniques that are intended to encourage individuals and groups of workers to manually
submit safety-related information. A number of general guidelines are followed by a more sustained
and detailed analysis of the di�erent forms that can be used to elicit critical data.

A Reporting Culture

Previous sections have argued that a proportionate blame approach is an important prerequisite for
encouraging participation in incident reporting systems. There are other factors that contribute to
such a reporting culture.

� local champions. `Local champions' promote the system and who act as guarantors. They
ensure that assurances of anonymity will be preserved in the face of external or managerial
pressures. The previous chapters have already cited the role of David Wright in the local
clinical system within Edinburgh's Western General hospital. However, similar comments can
be made about some of the much larger systems that operate within major companies. For
instance, Capt. Mike O'Leary performs a similar function within British Airways' con�dential
human factors reporting system [659]. A number of incident reporting systems have explicitly
recognised the importance of these individuals. For instance, the Royal College of Anaes-
thetists advocates the identi�cation of a Critical Incident coordinator who is responsible for
drawing up and monitoring the operation of the system [715]. The explicit identi�cation of
an individual coordinator is a deliberate policy which goes beyond the more usual use of a
committee structure within UK healthcare. There is, of course, a danger that the removal of
such key individuals will threaten employee con�dence and through that may jeopardise the
continued operation of the system.

� publicised participation. One means of encouraging participation is to publish information
about contribution rates from di�erent groups within the organisation. This can illustrate
that others have con�dence in the system. However, this approach requires careful planning
if it is not to have the opposite e�ect. In particular, it can be counter-productive to insist on
reporting quotas. This can lead to fundamental questions about the purpose of a system that
expects a certain number of failure reports from its sta� within a particular interval. This is
illustrated by a quotation from British Energy's annual report on safety performance:

\The reportable events indicator is a measure of safety performance but more
important than the number itself is the severity of the events reported. No target
is set for this indicator in case this should discourage reporting. Indeed, within a
healthy safety culture, the introduction of a `blame free' reporting system may well
cause an increase in the number of events reported." [707]

It is important that employees are provided with information about the number of contributions
as they provide an important indicator of the health of the system. This quotation is instructive
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in this respect because it clearly links a blame free environment, a healthy safety culture and
the elicitation of increasing numbers of incident reports.

� maintaining the employees' voice. One of the key elements in establishing what we have termed
a `reporting culture' is the preservation of the employees' voice from the moment at which an
incident is identi�ed to the �nal publication of feedback reports. There is often a danger that
the employee's intentions in submitting a report will be turned to suit existing management
priorities. Alternatively, genuine concerns may be lost in the process of �ltering that was
described in the previous chapter. This is a non-trivial task, especially when a technical
analysis is required to identify the underlying causes of an incident. For example, an incident
investigator recently told me of how he had tried to explain that there were extenuating
circumstances, including distractions and shift patterns, that had contributed to an `error'.
This individual refused to listen to these arguments; preferring to accept blame for the incident.
They insisted that interpretation must be included in the �nal report. Such situations create
considerable con
icts for analysts who want to retain the support of the contributors while at
the same time provide an accurate overview of the causal factors that lead to an incident.

� system visibility. It is also important that potential contributors are made aware of the pro-
cedures and mechanisms that support an incident reporting system. They must know how
to report an adverse occurrence or a safety concern. Other aspects of system visibility can
contribute to a reporting culture. For instance, the system should receive adequate resourc-
ing so that prompt feedback can be provided. This is critical in creating an impression that
contributions will be taken seriously. Reporting systems should also be visible at a corporate
level if employees are to be con�dent that their views will have a strategic e�ect, in addition
to any short-term changes that might be instigated within a particular team or group.

The following quotation further illustrates how British Energy has promoted its reporting system.
In contrast to the previous citation, this excerpt focuses on the safety systems that are in operation
at one site, Hinkley Point B reactor, within the organisation. The reporting system is considered
to be an integrated part of wider mechanisms that are designed to ensure employee safety and to
protect the environment. The following quotation is particularly interesting because it explains how
an observational monitoring system has not yet been implemented. Previous chapters in this book
have already argued that such observational studies are necessary in order for analysts to assess the
importance of particular incidents within the wider context of operator tasks. The reference to the
system at the highest level within the organisations safety plan makes it visible and reinforced it's
importance to workers, managers and regulators:

Hinkley Point B's safety performance continued to improve and the station met seven
of the eight targets it set. The ISRS level achieved was 7. A RoSPA Gold Award was
received for the �rst time. A Safety Information Centre, for the use of everyone on the
station site, has been set up. A contractors' Health and Safety Committee has encour-
aged development and sharing of best practices. Near-miss reporting has contributed
to safety performance. The independently audited housekeeping score was better than
that targeted. The number of outstanding safety modi�cations has been reduced below
the target level set. The one target missed was the aim of introducing non-obtrusive
behaviour monitoring, based on self-assessment. This target has been carried forward to
next year.

Safety Awareness Week laid on an impressive programme of events and exhibitions
involving the local community, emergency services and contractors. Celebrity input
came from Geo� Capes who, appropriately, demonstrated manual handling techniques.
The station successfully reduced its collective radiation dose below target by improved
working practices, despite two periods of man entry into the reactor pressure vessel, one
unforeseen at the start of the year...

ENVIRONMENTAL A Station Environmental Plan aids a commitment to continuous
improvement under ISO 14001 to which the station successfully converted from BS 7750.
The station met all of its environmental objectives. It reduced the quantity of LLW
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it produced and improved contingency plans for dealing with oil and chemical spills.
Development of the station nature trail continued with habitat management and creation
of a wild
ower meadow. There are over 1,000 species of 
owering plants and invertebrates
on the trail, more than 100 of which are currently listed in the Somerset Wildlife Trust list
of notable species... A Peregrine Falcon nest ledge on the reactor building has been added
to the �ve other raptor nest boxes situated in and around the nature trail." (Location
report: Hinkley point B, [707])

A continuing theme in the justi�cations that support many incident reporting systems is that they
increase the visibility of potential failures to many di�erent groups within a workforce. This creates
a recursive argument. Reading about incidents can increase an individual's sensitivity to potential
failures. They are more likely to notice other potential problems and this, in turn, may make them
more likely to contribute reports to that same system. In other words, feedback about previous
incidents is, arguably, the most important means of ensuring participation in a reporting system.

Providing Feedback

E�ective invention to address acknowledged safety concerns provides what is arguably the most
persuasive means of encouraging sta� to participate in incident reporting schemes. At the highest
level, feedback about safety improvements can be provided through sta� publications that record the
severity of incidents that are reported each year. For example, Table 5.2.2 presents incident statistics
published by the UK Atomic Energy Authority [534]. It shows the number of incidents reported at
each level of the International Atomic Energy Authority's International Nuclear Event Scale (INES).
INES is used to provide means of comparison between the reports that di�erent national systems
submit to the IAEA's INES incident database. Incidents at level 1 are simply regarded as anomalys,
level 2 is an incident, level 3 is a serious incident, level 4 is an accident with signi�cant o�-site risk,
level 5 is an accident with o�-site risk, level 6 is a serious accident, level 7 is a major accident. The
Chernobyl was classi�ed at level 7, while the 1989 incident at the Vandellos nuclear power plant in
Spain was classi�ed at level 3. This did not result in an external release of radioactivity, nor was
there damage to the reactor core or contamination on site. Fire did, however, damage the plant's
safety systems. The IAEA does not provide examples of incidents below level 3; this is left to the
prerogative of individual states. The bene�t of this style of feedback is that managers and operators

Year INES level 1 INES level 2 INES levels 3-7
1996/97 4 3 0
1997/98 1 0 0
1998/99 1 1 0

Table 5.2: UK AEA Incident Statistics 1996-1999

can compare national or local safety standards against those of other countries. For example, in
1997 the total INES summary produced for the IAEA recorded 16 anomalies at level 1, 15 incidents
at level 2, 2 serious incidents at level 3 and no accidents between levels 4 and 7.

The data presented in Table 5.2.2 is at a very high level of abstraction. Individual workers
must relate such high-level categorisations to the risks that they face in the everyday tasks. This is
not straightforward and, indeed, it is questionable whether such statistics would ever have a direct
e�ect on future contribution rates to incident reporting schemes. On the other hand, sta� may also
receive a far more detailed level of feedback about the ways in which particular sets of incident
data have been used more directly to address common safety concerns in many di�erent incident
reports. For example, the following quotation comes from Boeing's Aero magazine. This publication
often describes ways in which company personnel and Boeing/Douglas operators have used incident
reports to provide insights into technical problems. It is important to note that quotation begins by
stressing the role of incident reports within improved training material. It then goes on to identify
this material as a key factor in the reduction of rejected takeo� incidents during the 1990s:
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Figure 5.2: Accident and Incident Rates for Rejected Takeo� Overruns

\The Takeo� Safety Training Aid (TOSTA) contains a list of the 74 Rejected Takeo�
(RTO) overrun accidents and incidents studied during development of the training aid...
Unfortunately, RTO overrun accidents and incidents continue to occur. However, the rate
of occurrence continues to drop. Figure 5.2 (in this document) shows the rate of RTO
overrun accidents and incidents expressed as events per 10 million takeo�s. Compared to
the 1960s, the 1990s showed a 78 percent decrease in the rate of RTO overrun accidents
and incidents. The industry can attribute this major improvement in RTO safety to
many factors, but especially to better airplane systems, better and more reliable engines
and in the 1990s, better training and standards."[510]

This quotation illustrates how statistical information about incidents and accidents can be used to
provide feedback about the initiatives that are intended to avoid the recurrence of previous failures.
This approach does, however, raise a number of important questions about the role of statistical
feedback in encouraging participation in incident reporting systems:

� too abstract and diÆcult to relate to everyday tasks. As mentioned above, it can be diÆcult to
map from high-level statistics down to the daily safety concerns that often persuade individual's
to contribute to reporting systems. In particular, high level categorisations provide little or
no information about the sorts of incidents that fall within the scope of the system. Finally,
it can be diÆcult for individual's to determine whether others within their working teams or
local organisations are also participating in the systems.

� the paradox of low numbers may dissuade further participation. This paradox centres on the
idea that workers can be dissuaded from contributing reports if they see that only a few
submissions are ever made. as mentioned in previous chapters, there is a very real concern
that individuals may be identi�ed and singled-out as trouble makers. In consequence, a high
level of contribution at a low level of criticality can be taken to provide an indication of a
positive safety culture. However, much of the statistical feedback provided to users often
focuses on reductions in the already small number of high-criticality events.

� they focus on structural problems that individuals cannot e�ect. Regulators and safety man-
agers must, typically, monitor incident data. They must ensure that any `statistically sig-
ni�cant' incidents are addressed through necessary investment, including improved operator
training. As a result, statistical summaries often provide insights into problems that have
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already been solved or about issues that lie beyond the immediate in
uence of those who
contribute to a reporting system.

� too much emphasis on solved problems. Statistical summaries are often used to evaluate the
e�ectiveness of incident reporting systems. These summaries can then be used to encourage
future submissions. However, as mentioned above, this need to encourage participation can
also have undesired side-e�ects. In particular, the publication of data about previous successes
can persuade operators that the base safety level of an application has been raised to a point
where it is no longer necessary to report particular occurrences. Earlier sections have, how-
ever, pointed out that some systems, such as TCAS, have reduced certain froms of incident but
have also contributed to other new adverse occurrences. Publishing `raw' data about reduced
proximity violations through the introduction of TCAS might help to obscure the continuing
problems that these systems are posing for Air TraÆc Management. There is a danger, there-
fore, that statistical summaries about the e�ectiveness of incident reporting can lead to undue
complacency.

Many reporting systems avoid these criticisms by supplementing raw statistical information with
more qualitative accounts and anecdotal editorials about previous incidents. For example, the image
on the left of Figure 5.3 illustrates the Feedback reports that are produced by the Con�dential
Human Factors Incident Reporting Programme (CHIRP) . Feedback is distributed to personnel

Figure 5.3: CHIRP and ASRS Publications

within commercial and general aviation. They are provided in paper form. They are also available
on-line in HTML and PDF formats that can easily be both downloaded and printed. The CHIRP
Feedback newsletter has a circulation of approximately 30,000. The ASRS's equivalent publication,
Callback, is distributed to 85,000 aviation professionals. As can be seen from the cover in Figure 5.3
statistical data about the frequency and nature of submissions, typically in the form of pie-charts,
introduces more qualitative accounts. These are intended to speak `with the voice' of the individuals
who are concerned in an incident:

\Repetitive Defect and Sign-o�s

Yet another example of why maintenance engineering management should not be al-
lowed to hold certifying approvals. The aircraft had several occurrences of No 1 engine
�re detection loop failure on test. The usual steps were taken by line personnel (con-
nectors cleaned) etc. up to AND including replacing the �re loop. As the defect was
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intermittent, it slipped through and reared its ugly head again the next day during crew
checks. It �nally reached the point where the line avionics personnel refused to `shake
it up' to get it going, the system needed proper down-time for investigation. Yet on
four continuous reports, an A and C engineer with NO avionics clearance or know-how,
released the aircraft to service with an inoperative �re detection system. This engineer
was a mid-level manager with both a cavalier attitude to anything non-mechanical and
also under pressure from management above him. What steps are being taken to address
management's limitations to release aircraft to service?

Editorial comment: The alleged circumstances relating to the release of the aircraft
were investigated by CAA (SRG) and corrective actions agreed. In the case of a repetitive
defect that has not been cleared after three attempts, the procedure requires that the aircraft
be withdrawn from service until the defect is recti�ed." [177]

This extract illustrates the way in which Feedback uses the contributor's own words to introduce
safety concerns. This is direct and highly e�ective approach is also exploited by the ASRS' Callback
publication. As in the previous example, editorial comments are used sparingly to indicate links with
previous incidents, to point to corrective actions that personnel can take and, as in this example,
to follow-up actions that the reporting organisation have instigated in response to the contribution.
This �nal point is particularly important; it con�rms that actions can and will be taken when safety
concerns are elicited by a reporting system.

The image on the right of Figure 5.3 illustrates a slightly di�erent form of feedback from the
CHIRP publication. The ASRS' DirectLine journal is intended to support operators and 
ight crews
of commercial carriers and corporate 
eets. Unlike Callback and Feedback there is a greater degree
of editorial comment in this publication. The articles in DirectLine, typically, address a particular
issue that has been raised in a number of di�erent contributions. For instance, the previous reports
about TCASII were all drawn from a DirectLine study about the use and ab-use of this system. The
following excerpt illustrates the di�erence in tone between Callback/Feedback and DirectLine, it is
drawn from a study on cockpit interruptions:

\Why do activities as routine as conversation sometimes interfere with monitoring or
controlling the aircraft? Cognitive research indicates that people are able to perform two
tasks concurrently only in limited circumstances, even if they are skillful in performing
each task separately. Broadly speaking, humans have two cognitive systems with which
they perform tasks; one involves conscious control, the other is an automatic system that
operates largely outside of conscious control. The conscious system is slow and e�ortful,
and it basically performs one operation at a time, in sequence. Learning a new task
typically requires conscious processing, which is why learning to drive a car or 
y an
airplane at �rst seems overwhelming: the multiple demands of the task exceed conscious
capacity. Automated cognitive processes develop as we acquire skill; these processes are
speci�c to each task, they operate rapidly and 
uidly, and they require little e�ort or
attention." [213]

As mentioned, the intentions behind DirectLine are quite di�erent from those of its sister publica-
tions. One consequence of this is that it plays a di�erent role in the elicitation of future contributions.
One potential e�ect is that it sensitises others within the aviation community to the importance of
particular incidents which are symptomatic of deeper underlying problems; such as cockpit distrac-
tions in the previous example. DirectLine also helps to demonstrate ways in which incident reporting
can be integrated into wider safety concerns within the aviation industry. Rather than simply picking
out individual incidents for editorial comment, this publication points to clusters of similar events.
This, in turn, has had a considerable in
uence on developers, operators and regulators. A point
that is illustrated by the previous quotation from Boeing's Aero article on Rejected Takeo� (RTO)
overrun accidents and incidents.

Callback, Feedback and DirectLine help to elicit further contributions by explaining how previous
incidents can be avoided in the future. These publications are all accessible in electronic form, over
the Internet. However, they all rely upon a traditional format. These publications exploit the linear



5.2. ENCOURAGING THE DETECTION OF INCIDENTS 129

style of conventional newsletters or journals. This has important bene�ts. In particular, they can
be easily printed for wider dissemination. However, a number of incident investigation authorities
are exploiting alternative approaches. Most of these are based around providing Internet access
to databases of previous incidents. This approach is partly exploited by the ASRS . Reports are
published incrementally so that the �fty most recent contributions are summarised in each batch.
However, other organisations extend this database approach to include not simply summaries of
the incident but also information about the associated investigation and analysis. For instance, the
interface on the left of Figure 5.4 provides access to the US Chemical Safety and Hazard Investigation
Board's incident reports `Centre' [162]. This provides access to reports on both accidents, involving

Figure 5.4: Web Interface to the CHSIB Incident Collection

fatalities, and incidents. Users can search through an archive of incident reports using a number
of di�erent tools. The image on the right of Figure 5.4 illustrates the information that is returned
about each incident. There are a number of innovative features about this application that encourage
contributions about adverse occurrences. In particular, it is possible to chart the course of an
investigation as it progresses. This provides individual contributors with con�rmation that their
reports are being acted upon. Search facilities also enable potential contributors to determine
whether other similar occurrences have been noti�ed to the system. Chapter 14 will provide a more
detailed analysis of the dissemination techniques that can be recruited both to publicise the �ndings
of incident investigations and to elicit further contributions to reporting systems. In contrast, this
section continues to examine other means of encouraging the manual submission of information
about adverse occurrences.

Publicising Procedures and Scoping the System

Chapter 1 introduced some of the problems that arise when attempting to de�ne what are, and
what are not, abnormal occurrences. This is not simply a research issue; it is of fundamental
importance for individuals who must determine whether or not an incident is worth reporting.
Exhaustive, or closed, de�nitions rely upon pre-de�ned lists of abnormal events. There are very
few examples of such systems because they, typically, place undue constraints on what should be
reported. Closed de�nitions dissuade individuals from contributing relevant information about other
types of incidents. This is a particular problem if new technology or working practices leads to
di�erent types of occurrences that do not appear on the list.

Alternatively, open approaches provide broad de�nitions of what are critical incidents. They
are, however, open to subjective biases. Di�erent individuals have very di�erent opinions about
what should be reported. For example, the Royal College of Anaesthetists incident reporting form
contains the following de�nition:
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A Critical Incident may be de�ned as an event which led to harm, or could have
led to harm, if it had been allowed to progress. It should be preventable by a change of
practice. Complications are occurrences of patient harm, and are sometimes the outcome
of critical incidents. If you experience what you think is a critical incident whether or
not it has such an adverse outcome, please �ll in this form as soon as possible after the
event - memory changes very rapidly." [715]

Inductive guidelines provide more limited examples of critical incidents than the exhaustive ap-
proach mentioned above. Pragmatically, most systems exploit a combination of open de�nitions and
inductive guidelines. For instance, the Royal College's form provides examples of possible incidents
when it considers the di�erent levels of `preventability' that might associated with an occurrence.
This guidance is important because it implicitly also provides information about what events are
considered to be within the scope of the system. This may guide the elicitation of reports within
these categories:

\Please grade how PREVENTABLE the incident or complication was as follows:

1. Probably preventable within current resource (e.g. failure to do preop machine
check);

2. Probably preventable with reasonable extra resource (e.g. failure to detect oe-
sophageal intubation would be improved by having capnographs);

3. Possibly preventable within current resource (e.g. pneumothorax during CVP in-
sertion might be prevented by better teaching and supervision);

4. Possibly preventable with reasonable extra resource (e.g. problem arising because
anaesthetist unwell might be prevented by more cover);

5. Not obviously preventable by any change in practice (e.g. electricity grid failure)"
[715]

However, there are other alternatives. For example, the US Department of the Energy's Comput-
erised Accident/Incident Reporting System (CAIRS ) uses a de�nition based on monetary loss:

\The reporting criteria for CAIRS injury/illness cases changed, e�ective January 1,
1990, from the criteria speci�ed in the DOE Guide to the Classi�cation of Recordable
Accidents to the Occupational Safety and Health Administration (OSHA) guidelines.
The reporting threshold for property damage cases was originally set at $1,000 and
remained that way until January 1, 1996, when it was raised to $5,000. The vehicle
accident reporting threshold was $250 from 1975 through 1985, $500 from 1986 through
1995, and was raised to $1,000 e�ective January 1, 1996." [655]

The problem with this approach is that it can be diÆcult to anticipate the potential losses that
might be experienced from near-miss incidents. As mentioned in previous chapters, there is also a
danger of under-reporting if potential contributors under-assess the amount of damage caused by an
incident for whatever reason. For any de�nition of an incident, there are a number of fundamental
principles that must be followed:

� it is important to publish guidance on the scope of reports. This may seems obvious. However,
it is critical that scope and type of occurrences are published. The fear of retribution or
disclosure are powerful disincentives not to contribute if there is any doubt about whether or
not an occurrence falls within the scope of the system. From this it follows that any de�nition
must be clearly understood and accepted by potential contributors. Sta� must be explicitly
trained to use open de�nitions so that they can consistently identify those occurrences that
should be reported. This is particularly important during the start-up phase of any system
when potential contributors may not have the feedback reports that provide more detailed
examples of what should be reported.
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� the scope of the system should conform to national and international standards. As mentioned
in previous chapters, there are numerous national and international guidelines which specify
what must be reported within some systems. These guidelines are, typically, intended to
ensure that di�erent classes of events are treated in a consistent manner. This, in turn,
enables information to be exchanged between di�erent countries. In particular, the frequency
of incidents at the same level of criticality is often used as a comparative measure of national
safety performance. For instance, this is a primary motivation behind the International Atomic
Energy Authority's International Nuclear Event Scale (INES) and the severity assessments in
the International Civil Aviation Organisation's (ICAO) Annex 13 guidance.

� allow for local di�erences if properly justi�ed and documented. Local circumstances also a�ect
what is, and what is not, covered by incident reporting schemes. Regional managers often
decide to introduce particular adverse occurrences into their system if they perceive that they
pose a particular local risk. This might be done if those occurrences are abnormally frequent or
if local conditions mean that those events carry unusually high consequences for their region.
These regional di�erences must not jeopardise the minimum reporting criteria established by
national and international systems. It is equally important that the scope of reporting systems
can be informed by local experience. These local concerns must be explained to potential
contributors if they are to guide the submission of incident reports.

� it is important to monitor contributions and update de�nitions. It has also been argued that
closed lists and open de�nitions of adverse occurrences can dissuade potential contribtuons to
incident reporting systems. In consequence, most systems exploit open de�nitions backed with
a number of examples to illustrate what falls within the scope of the system. The success of
this approach can be monitored by the range of contributions that are received. As mentioned
above, special initiatives and tailored reporting forms can be used to address apparent omis-
sions by focusing attention on particular types of occurrences. For instance, new installations
or operating procedures, such as parallel approaches in Air TraÆc Management, can encourage
managers to re-iterate the importance of reporting even low criticality failures involving these
new systems. Again, the practical implementation of these monitoring techniques creates par-
ticular problems during the start-up phase when there will be little or no baseline �gures for
comparison. This is a particular problem for systems that monitor for potential problems with
new equipment; relatively few submissions may indicate a successful application or an unsuc-
cessful reporting system! Baseline data can be obtained by analysing the frequency of trigger
events recorded using automated monitoring equipment. Alternatively, observational studies
can be used to provide more direct qualitative information that supplements the insights that
are contributed through voluntary reporting systems.

Previous sections have argued that incident reporting systems depend upon the elicitation of infor-
mation about potential failures or previous adverse occurrences. This, in turn, depends upon the
successful design of incident reporting forms. Poorly constructed forms can lead to confusion about
the information that is being requested. Such assessments must, however, be balanced by the ob-
servation that relatively little is known about the impact of form design upon reporting behaviour.
The following paragraphs, therefore, use a comparative study of existing incident forms to identify
key decisions that must be made during the design of future documents that elicit reports about
adverse occurrences.

5.3 Form Contents

Hundreds of local, national and international systems are using ad hoc, trial and error techniques to
arrive at the appropriate content and layout of the forms that are used to elicit incident reports. As
a result, there is a huge variation in both the information that is requested from the user and the
information that is provided to prompt them for relevant information. For example, some schemes
have found it useful to print the forms that elicit future submissions on the back of the newletters
and journals that publicise information about previous incidents. Other systems rely entirely on
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Internet-based electronic forms. In spite of this diversity, it is possible to identify a number of
common features that are shared by many reporting systems. For instance, Table 5.3 summarises
the information that is typically requested by these forms. As we shall see, it is not simply enough
to request information about the incident itself. It is also important to identify ways in which safety
systems successfully intervened to detect and to mitigate the consequences of an adverse occurrence.
The following sections look beyond this high level classi�cation to look at the di�erent techniques
that have been exploited by a number of existing local and national systems.

5.3.1 Sample Incident Reporting Forms

As mentioned, there are several di�erent approaches to the presentation and dissemination of incident
reporting forms. For example, some organisations provide printed forms that are readily at hand
for the individuals that work within particular environments. This approach clearly relies upon the
active monitoring of sta� who must replenish the forms and who must collected completed reports.
The form shown in Figure 5.5 illustrates this approach.

Figure 5.5: Incident Reporting Form for a UK Neonatal Intensive Care Unit [119]

The document in Figure 5.5 was developed for a Neonatal Intensive Care Unit and is based upon
a form that has been used for almost a decade in an adult intensive care environment [122, 119]. As
can be seen, this form relies upon free-text �elds where the user can describe the incident that they
have witnessed. This approach works because the people analysing the report are very familiar with
the Units that exploit them. In contrast, national and international schemes typically force their
respondents to select their responses from lists of more highly constrained alternatives. For example,
NASA and the FAA's ASRS scheme covers many diverse occupations, ranging from maintenance
to aircrew activities, in the many di�erent geographical regions of the United States. This has a
radical e�ect on forms such as that shown in Figure 5.6 which is designed to elicit reports about
Air TraÆc Control incidents. Pre-de�ned terms are used to distinguish between the many di�erent
control positions and activities that are involved in an international, air traÆc control system. Much
of this activity information remains implicit in local forms such as that shown in Figure 5.5.

The local reporting form shown in Figure 5.5 is distributed by placing paper copies within the
users' working environment. In contrast, ASRS forms are also available over the World Wide Web
. They can be downloaded and printed using Adobe's proprietary Portable Display Format (PDF).
The geographical and the occupational coverage of the ASRS system again determine this approach.
The web is perceived to provide a cost-e�ective means of disseminating incident reporting form.
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Topic of question: Examples of information requested
Identi�cation
information:

Name, working team or unit, control centre infor-
mation, current status of license.

Shift information: When did the occurrence occur? When was their
last break and for how long was it? When did
they last operate this shift pattern in this control
position? Were you training (or being trained?).

Station con�guration: What was the station con�guration/manning like
at the time of the occurrence? What was the
ATC display con�guration? Were you work-
ing with headsets/telephones/microphone and
speaker? Were there any technical failures?

Operating characteris-
tics:

What was the traÆc volume like in your estima-
tion? What was your workload like immediately
before the occurrence? Were there any signi�cant
meteorological conditions?

Detection and mitiga-
tion factors:

What made you aware of the occurrence (e.g. au-
tomated warning, visual observation of radar)?
Were there any circumstances that helped to mit-
igate any potential impact of the occurrence?

Other factors: Are there any personal (o� the job) circumstances
that might a�ect the performance of you or others
during the occurrence?

Free-text description
of the occurrence:

Describe the occurrence and your perfor-
mance/role during it. Also consider any ways in
which you think that the occurrence might have
been avoided.

Table 5.3: Developing Reporting Forms
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Figure 5.6: ASRS Reporting Form for Air TraÆc Control Incidents (January 2000)

ASRS report forms cannot, however, be submitted using Internet based technology. There are
clear problems associated with the validation of such electronic submissions. A small but increasing
number of reporting systems have taken this additional step towards the use of the Web as a means
both of disseminating and submitting incident reporting forms. For instance, Figure 5.7 illustrates
part of the on-line system that has been developed to support incident reporting within Swiss
Departments of Anaesthesia [756].

As with the ASRS system and the local scheme, the CIRS reporting form also embodies a number
of assumptions about the individuals who are likely to use the form. Perhaps the most obvious is
that they must be computer literate and be able to use the diverse range of dialogue styles that are
exploited by the system. They must also be able to translate between the incident that they have
witnessed and the various strongly typed categories that are supported by the form. For instance,
users must select from one of sixteen di�erent types of surgical procedure that are recognised by
the system. Perhaps more contentiously they must also characterise human performance along eight
Likert scales that are used to assess lack of sleep, amount of work-related stress, amount of non-
work related stress, e�ects of ill or healthy sta�, adequate or inadequate knowledge of the situation,
appropriate skills and appropriate experience. The introspective ability to independently assess such
factors and provide reliable self-reports again illustrates how many incidents reporting forms re
ect
the designers' assumptions about the knowledge, training and expertise of the target workforce.

5.3.2 Providing Information to the Respondents

The previous section has illustrated a number of di�erent approaches to the elicitation of information
about human `error' and systems `failure'. However, these di�erent approaches all address a number
of common problems. The �rst is how to address the problem of under-reporting discussed in the
�rst half of this chapter? Incident reporting forms must encourage people to contribute information
about the incidents that they observe.

Assurances of Anonymity or Con�dentiality

Previous chapters have explored the consequences of operating either an anonymous or a con�dential
system. Each of the systems presented in the Section 2 illustrates a di�erent approach to this issue.
For example, NASA administers the ASRS on behalf of the FAA. They act as an independent agency
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Figure 5.7: The CIRS Reporting System [756]

that guarantees the anonymity of respondents. FAA Advisory Circular Advisory Circular 00-46D
states that:

\The FAA will not seek, and NASA will not release or make available to the FAA, any
report �led with NASA under the ASRS or any other information that might reveal the
identity of any party involved in an occurrence or incident reported under the ASRS".

As mentioned, however, this scheme is con�dential in the sense that NASA will only guarantee
anonymity if the incident has no criminal implications. Respondents to the ASRS are asked to pro-
vide contact information so that NASA can pursue any additional information that might be needed.
Conversely, the local scheme illustrated in Figure 5.5 does not request identi�cation information from
respondents. This anonymity is intended to protect sta� and encourage their participation. How-
ever, it clearly creates problems during any subsequent causal analysis for reports of human error.
It can be diÆcult to identify the circumstances leading to an incident if analysts cannot interview
the person making the report.

However, this limitation is subject to a number of important caveats that a�ect the day to day
operation of many local reporting schemes. For instance, given the shift system that operates in
many industries and the limited number of personnel who are in a position to observe particular
failures it is often possible for local analysts to make inferences about the people involved in particular
situations. Clearly there is a strong con
ict between the desire to prevent future incidents by breaking
anonymity to ask supplementary questions and the desire to incidents by breaking anonymity to ask
supplementary questions and the desire to safeguard the long-term participation of sta� within the
system. The move from paper-based schemes to electronic systems raises a host of complex social
and technological issues surrounding the anonymity of respondents and the validation of submissions.
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The Swiss scheme shown in Figure 5.7 states that:

\During your posting of a case there will be NO questions that would allow an
identi�cation of the reporter, the patient or the institution. Furthermore we will NOT
save any technical data on the individual reports: no E-mail address and no IP-number
(a number that accompanies each submitted document on the net). So no unauthorised
`visitor' will �nd any information that would allow an identi�cation of you or your patient
or your institution (not even on our local network-computers) by browsing through the
cases."

This addresses the concern that it is entirely possible for web servers to record the address of
the machine making the submission without the respondent's knowledge. However, there is also
a concern that groups might deliberately distort the �ndings of a system by generating spurious
reports. These could, potentially, implicate third parties. It, therefore, seems likely that future
electronic systems will follow the ASRS approach of con�dential rather than anonymous reporting.

De�nitions of an Incident?

It is important to provide users with a clear idea of when they should consider making a submission
to the system. For example, the local scheme in Figure 5.5 states that an incident must ful�ll the
following criteria:

\1. It was caused by an error made by a member of sta�, or by a failure of equipment.
2. A person who was involved in or who observed the incident can describe it in detail.
3. It occurred while the patient was under our care. 4. It was clearly preventable.

Complications that occur despite normal management are not critical incidents. But
if in doubt, �ll in a form."

This pragmatic de�nition from a long-running and successful scheme is full of interest for researchers
working in the area of human error. For instance, incidents, which occur in spite of normal manage-
ment, do not fall within the scope of the system. Some might argue that this e�ectively prevents the
system from targeting problems within the existing management system. However, such criticisms
neglect the focused nature of this local system, which is speci�cally intended to \target the doable"
rather than capture all possible incidents.

In contrast to the local de�nition which re
ects the working context of the unit in which it was
applied, the wider scope of the CIRS approach leads to a much broader de�nition of the incidents
under consideration:

\De�ning critical incidents unfortunately is not straightforward. Nevertheless we
want to invite you to report your critical incidents if they match with this de�nition: an
event under anaesthetic care which had the potential to lead to an undesirable outcome if
left to progress. Please also consider any team performance critical incidents, regardless
of how minimal they seem."

It is worth considering the implications of this de�nition in the light of previous research in the
�eld of human error. For example, Reason has argued that many operators spend considerable
amounts of time interacting in what might be terms a `sub-optimal' manner [699]. Much of this
behaviour could, if left unchecked, result in an undesirable outcome. However, operating practices
and procedures help to ensure safe and successful operation. From this it follows that if respondents
followed the literal interpretation of the CIRS de�nition then there could be a very high number of
submissions. Some schemes take this broader approach one step further by requiring that operators
complete an incident form after every procedure even if they only indicate that there had been no
incident. The second interesting area in the CIRS de�nition is the focus on team working. The
number of submissions to a reporting system is likely to fall as the initial enthusiasm declines. One
means of countering this is to launch special reporting initiatives. For instance, by encouraging users
to submit reports on particular issues such as team co-ordination problems. There is, however, the
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danger that this will lead to spurious attention being placed on relatively unimportant issues if the
initiatives are not well considered.

The ASRS forms no longer contain an explicit indication of what should be reported. Paradoxi-
cally, the forms contain information about what is NOT regarded as being within the scope of the
scheme.

\Do not report aircraft accidents and criminal activities on this form".

This lack of an explicit de�nition of an incident re
ects the success of the ASRS approach. In
particular, it re
ects the e�ectiveness of the feedback that is provided from the FAA and NASA.
Operators can infer the sorts of incidents that are covered by the ASRS because they are likely to have
read about previous incidents in publications such as the Callback magazine. This is distributed to
more than 85,000 pilots, air traÆc controllers and others in the aviation industry. Callback contains
excerpts from ASRS incident reports as well as summaries of ASRS research studies. This coverage
helps to provide examples of previous reporting behaviour. Of course, it might also be argued
that apparently low participation rates, for example amongst cabin sta�, could be accounted for by
their relatively limited exposure to these feedback mechanisms. This raises further complications.
In order to validate such hypotheses it is necessary to de�ne an anticipated reporting rate for
particular occupational groupings, such as cabin sta�. This is impossible to do because without a
precise de�nition of what an incident actually is, it is impossible to estimate exposure rates.

Explanations of Feedback and Analysis

Potential contributors must be convinced that their reports will be acted upon. For example, in the
local system in Figure 5.5 includes the promise that:

\Information is collected from incident reporting forms (see overleaf) and will be
analysed. The results of the analysis and the lessons learned from the reported incidents
will be presented to sta� in due course."

This informal process is again typical of systems in which the lessons from previous incidents can
be fed-back through ad hoc notices, reminders and periodic training sessions. It contrasts sharply
with the ASRS approach:

\Incident reports are read and analysed by ASRS's corps of aviation safety analysts.
The analyst sta� is composed entirely of experienced pilots and air-traÆc controllers.
Their years of experience are uniformly measured in decades, and cover the full spectrum
of aviation activity: air carrier, military, and general aviation; Air TraÆc Control in
Towers, TRACONS, Centres, and Military Facilities. Each report received by the ASRS
is read by a minimum of two analysts. Their �rst mission is to identify any aviation
hazards, which are discussed in reports and 
ag that information for immediate action.
When such hazards are identi�ed, an alerting message is issued to the appropriate FAA
oÆce or aviation authority. Analysts' second mission is to classify reports and diagnose
the causes underlying each reported event. Their observations, and the original de-
identi�ed report, are then incorporated into the ASRS's database."

The CIRS web-based system is slightly di�erent from the other two examples. It is not intended
to directly support intervention within particular working environments. Instead, the purpose is to
record incidents so that other anaesthetists can access them and share experiences. It, therefore,
follows that very little information is provided about the actions that will be taken in response to
particular reports:

\Based on the experiences from the Australian-Incident-Monitoring-Study, we would
like to create an international forum where we collect and distribute critical incidents that
happened in daily anaesthetic practice. This program not only allows the submission of
critical incidents that happened at your place but also serves as a teaching instrument:
share your experiences with us and have a look at the experiences of others by browsing
through the cases. CIRS is anonymous."
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This approach assumes that the participating group already has a high degree of interest in safety
issues and, therefore, a motivation to report. It implies a degree of altruism in voluntarily passing on
experience without necessarily expecting any direct improvement within the respondents' particular
working environment.

5.3.3 Eliciting Information from Respondents

The previous section focused on the information that must be provided in order to elicit incident
reports. In contrast, this section identi�es information that forms must elicit from its participants.

Detection Factors

A key concern in any incident reporting system is to determine how any adverse event was detected.
There are a number of motivations behind this. Firstly, similar incidents might be far more frequent
than �rst thought but they might not have been detected. Secondly, similar incidents might have
much more serious consequences if they were not detected and mitigated in the manner described
in the report.

As before, there are considerable di�erences in the approaches adopted by di�erent schemes.
CIRS provides an itemised list of clinical detection factors. These include direct clinical observation,
laboratory values, airway pressure alarm and so on. From this the respondent can identify the �rst
and second options that gave them the best indication of a potential adverse event. It is surprising
that this list focuses exclusively on technical factors. The web-based form enables respondents to
indicate how teams help to resolve anomalies, however, it does not consider how the users' workgroup
might help in the detection of an incident.

The local scheme of Figure 5.5 simply asks for the \Grade of sta� discovering the incident".
Even though it explicitly asks for factors contributing and mitigating the incident, it does not
explicitly request detection factors. In contrast, ASRS forms re
ect several di�erent approaches
to the elicitation of detection factors. For instance, the forms for reporting maintenance failures
includes a section entitled \When was problem detected?". Respondents must choose from routine
inspection, in-
ight, taxi, while aircraft was in service at the gate, pre-
ight or other. There is, in
contrast, no comparable section on the form for Air TraÆc Control incidents. This in part re
ects
the point that previous questions on the Air TraÆc Control form can be used to identify the control
position of the person submitting the form. This information supports at least initial inferences
about the phase of 
ight during which an incident was detected. It does not, however, provide
explicit information about what people and systems were used to detect the anomaly. Fortunately,
all of the ASRS report forms prompt respondents to consider \How it was discovered?" in a footnote
to the free-form event description on the second page of the report. In the ASRS system, analysts
must extract information about common detection factors from the free-text descriptions provided
by users of the system.

Causal factors

It seems obvious that any incident reporting form must ask respondents about the causal factors
that led to an anomaly. As with detection factors, the ASRS exploits several di�erent techniques
to elicit causal factors depending on whether the respondent is reporting an Air TraÆc Incident,
a Cabin Crew incident etc. For example, only the Cabin Crew forms ask whether a passenger
was directly involved in the incident. It is interesting that the form does not distinguish between
whether the passenger was a causal factor or su�ered some consequence of the incident. In contrast,
the maintenance forms ask the respondent to indicate when the problem was detected; during routine
inspection; in-
ight, taxi; while aircraft was in service at gate; pre-
ight or other.

In spite of these di�erences, there are several common features across di�erent categories in the
ASRS. For instance, both Maintenance and Air TraÆc reporting forms explicitly ask respondents
to indicate whether they were receiving or giving instruction at the time of the incident. Overall,
it is surprising how few explicit questions are asked about the causal factors behind an incident.
The same footnote that directs people to provide detection information also requests details about
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\how the problem arose" and \contributing factors". This is an interesting distinction because it
suggests an implicit categorisation of causes. A primary root cause for \how the problem arose" is
being distinguished from other \contributing factors". This distinction is not followed in the local
scheme of Figure 5.5. The respondent is simply asked to identify \what contributed to the incident".
The same form asks speci�cally for forms of equipment failure but does not ask directly about any
organisational or managerial causes.

The web-based CIRS has arguably the most elaborate approach to eliciting the causes of an
incident. In addition to a free-text description of the incident, it also requests \circumstantial infor-
mation" that reveals a concern to widen the scope of any causal analysis. For instance, they include
seven Likert scales to elicit information about \Circumstances: team factors, communication". Re-
spondents are asked to indicate whether there was no brie�ng (1) up to a pertinent and thorough
brie�ng (5). They must also indicate whether there was a major communication/co-ordination
breakdown (1) or eÆcient communication/co-ordination in the surgical team (5). Again, such ques-
tions reveal a great deal about the intended respondents and about the people drafting the form.
In the former case it reveals that the respondents must be aware of the general problems arising
from team communications and co-ordination in order for them to assess its success or failure. In
the latter case, such causal questions reveal that the designers are aware of recent literature on the
wider causes of human error beyond \individual failure".

Consequences

Previous paragraphs have shown di�erent reporting systems exploit di�erent de�nitions of what
constitutes an incident. These di�erences have an important knock-on e�ect in terms of the likely
consequences that will be reported to the system. For instance, the distinction between the incident
and accident reporting procedures of the FAA will ensure that no fatalities will be reported to the
ASRS . Conversely, the broader scope of the CIRS de�nition ensures that this scheme will capture
incidents that do contribute to fatalities. This is explicitly acknowledged in the rating system
that CIRS encourages respondents to use when assessing the outcomes of an incident: Transient
abnormality - unaware for the patient; Transient abnormality with full recovery; Potential permanent
but not disabling damage; Potential permanent disabling damage; Death [464]. This contrasts with
the local system that simply provides a free text area for the respondent to provide information
about \what happened to the patient?". The domain dependent nature of outcome classi�cation is
further illustrated by maintenance procedures in the ASRS. Here the respondent is asked to select
from: 
ight delay; 
ight cancellation; gate return; in-
ight shut-down; aircraft damage; rework;
improper service; air turn back or other.

The distinction between immediate and long-term outcomes is an important issue for all incident-
reporting schemes. The individuals who witness an incident may only be able to provide information
about the immediate aftermath of an adverse event. However, human `error' and system `failure'
can have far more prolonged consequences. This is acknowledged in the Lack scale of prognosis used
in the CIRS system. Transient abnormalities are clearly distinguished from permanently disabling
incidents. The other schemes do not encourage their respondents to consider these longer-term
e�ects so explicitly. In part this can be explained by the domain speci�c nature of consequence
assessments. The 
ight engineer may only be able to assess the impact of an incident to the next

ight. Even if this is the case, it is often necessary for those administering the schemes to provide
information about long-term e�ects to those contributing reports. This forms part of the feedback
process that warns people about the potential long-term consequences of future incidents.

Mitigating factors

Several authors argue that more attention needs to be paid to the factors that reduce or avoid
the negative consequences of an incident [841]. These factors are not explicitly considered by most
reporting systems. There is an understandable focus on avoiding the precursors to an incident rather
than mitigating its potential consequences. For instance, the ASRS forms simply ask respondents
to consider \Corrective Actions" as a footnote to the free text area of the form shown in Figure 5.7.
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Similarly, the local form shown in Figure 5.5 asks respondents to describe \what factors minimised
the incident".

The CIRS again takes a di�erent approach to the other forms. Rather than asking the user to
describe mitigating factors in the form of free-text descriptions, this system provides a number of
explicit prompts. It asks the respondent to indicate whether personal factors such as \appropriate
knowledge, skill, experience or situational awareness" were recovery factors. The form also asks for
information about ways in which equipment provision and team co-ordination helped to mitigate the
consequences of the failure. Questions are also asked about the role of management and the working
environment in recovery actions. Such detailed questions can dissuade people from investing the
amount of time that is necessary to complete the 20 �elds that are devoted to mitigating factors
alone. Of course, the trade-o� is that the other schemes may fail to elicit critical information about
the ways in which managerial and team factors helped to mitigate the consequences of an incident.

Prevention

Individuals who directly witness an incident can provide valuable information about how future ad-
verse events might be avoided. However, such individuals may have biased views that are in
uenced
by remorse, guilt or culpability. Subjective recommendations can also be biased by the individual's
interpretation of the performance of their colleagues, their management or of particular technical
subsystems. Even if these factors did not obscure their judgement, they may simply have been
unaware of critical information about the causes of an incident. In spite of these caveats, many inci-
dent reporting forms do ask individuals to comment on ways in which an adverse event might have
been avoided. The local system in Figure 5.5 asks respondents to suggest \how might such incidents
be avoided". This open question is, in part, a consequence of the de�nition of an incident in this
scheme which included occurrences \that might have led (if not discovered in time) or did lead, to
an undesirable outcome". This de�nition coupled with the request for prevention information shows
that the local system plays a dual role both in improving safety `culture' but also in supporting
more general process improvement. This dual focus is mirrored in the CIRS form:

\What would you suggest for prevention of this incident? (check all appropriate
�elds): additional monitoring/equipment; improved monitoring/equipment; better main-
tenance of existing monitoring/equipment; improved arrangement of drugs; improved
arrangement of monitoring/equipment; better training/ education; better working con-
ditions; better organisation; better supervision; more personnel; better communication;
more discipline with existing checklists; better quality assurance; development of algo-
rithms / guidelines; abandonment of old 'routine'."

This contrasts with the local system in which \complications which occur despite normal manage-
ment are not critical incidents but if in doubt �ll in a form". Under the CIRS de�nition, failures in
normal management would be included and so must be addressed by proposed changes.

The ASRS does not ask respondents to speculate on how an incident might have been avoided.
There are several reasons for this. Some of them stem from the issues of subjectivity and bias,
mentioned above. Others relate to the subsequent analytical stages that form part of many incident-
reporting systems. An important di�erence between the ASRS and the other two schemes considered
in this section is that it is con�dential and not an anonymous system. This means that it is possible
for ASRS personnel to contact individuals who supply a report to validate their account and to
ask supplementary questions about prevention factors. CIRS does not provide direct input into
regulatory actions. Instead, it aims to increase awareness about clinical incidents through the
provision of a web based information source. It, therefore, protects that anonymity of respondents
and only has a single opportunity to enquire about preventive measures. In the local system, the
personnel who administer the system are very familiar with the context in which an incident occurs
and so can directly assess proposed changes to working practices.

There has been a rapid growth in the use of incident reporting schemes as a primary means
of preventing future accidents. However, the utility of these systems depends upon the forms that
are used to elicit information about potential failures. This section, therefore, uses a comparative
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study of existing approaches to identify key decisions that must be made during the design of
future documents. Much work remains to be done. At one level, the various approaches of the
ASRS , CIRS and the local system have been validated by their success in attracting submissions.
At another level, there is an urgent need for further work to be conducted into the validation of
speci�c approaches. For instance, it is unclear whether techniques from the CIRS system might
improve the e�ectiveness of the local system or vice versa. This work creates considerable ethical
and methodological problems. Laboratory experiments cannot easily recreate the circumstances that
lead to incident reports. Conversely, observation analysts may have to wait for very long periods
before they can witness an incident within a real working environment. The lack of research in this
area has led to a huge diversity of reporting forms across national boundaries and within di�erent
industries. We urgently need more information about the e�ects that di�erent approaches to form
design have upon the nature and number of incidents that are reported to these systems.

5.4 Summary

This chapter has argued that under-reporting continues to be a major limitation of most incident
reporting systems. For instance, Barach and Small estimate that between 50 and 95% of medical
incidents go unreported [66]. This problem is exacerbated by the diÆculty of accurately assessing
the nature and extent of under-reporting. For instance, most current estimates rely upon base-line
estimates. These are derived by extrapolating the number of incidents that are observed within a
narrowly de�ned sample set. Incidents can be identi�ed by an exhaustive manual examination of the
logs and records that are taken during a particular period of operation. Alternatively automatic and
semi-automatic tools can be used to look for patterns in these data sets that might indicate a poten-
tial incident. However, both of these techniques are limited in that they cannot provide information
about potential failures that were averted in good time. Nor can they provide information about
many of the contextual and causal factors that are important when assessing the consequences of
under-reporting. Observational studies avoid some of these problems but they tend to be expensive
and controversial; workers may not agree to the independent monitoring of their daily activities. It
is also diÆcult to identify the under-reporting of relatively low-frequency events using any of these
techniques.

Subsequent sections went on to assess the strengths and weaknesses of mandatory reporting sys-
tems as a potential means of avoiding the problems of under-reporting. These systems, typically,
enforce legal or administrative sanctions if individuals fail to report certain classes of incidents. How-
ever, recent clinical studies of reporting behaviour reveal that these systems are themselves biased
towards high-criticality mandatory events or previously unseen adverse reactions. Mandatory sys-
tems are not, universally, e�ective in ensuring that contributors report more routine, low criticality
incidents.

Automatic, real-time monitoring systems provide an alternative means of ensuring noti�cation
about adverse occurrences. It was argued that these tools often su�er from problems of precision or
recall. Poor precision results in a high proportion of `normal' incidents being identi�ed as potential
occurrences. These are often referred to as false positives. In contrast, poor recall occurs when many
potential incidents go undetected by the system. However, it has also been argued that many of the
barriers to these systems are not technical but social. For example, several groups have opposed the
introduction of data logging equipment into the cabs of trains. It can also be diÆcult to interpret
the causes of potential incidents that are detected by automated systems. It is for this reason that
the NTSB and others have advocated the use of cameras to supplement 
ight data recorders. Again,
however, there are strong and justi�ed objections to what is partly seen as an intrusion on the rights
of the crews who will be monitored.

Later sections of this chapter have examined a number of techniques that are intended to encour-
age greater participation within incident reporting systems. The decision whether or not to submit
a report is a�ected by a number of considerations. In particular, the fear of retribution or disclosure
may dissuade potential contributors. This fear can be addressed by trust in local champions or
guarantors who both advocate and protect the system against external pressures. However, there
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is a danger that trust will be lost in the system if those champions are replaced. Contributions can
also be encouraged if potential participants are reassured that their colleagues are contributing to
the system. This is an important consideration if individuals fear that they may be perceived to be
`whistle blowers'. Similarly, it is important that potential participants know both what to report
and how to report it. This is supported by various feedback mechanisms that provide examples
of incidents that have already been investigated. These publications also reinforce the idea that
contributions will be taken seriously and will be acted upon. Contributions can be encouraged by
ensuring that the incident reporting system plays a visible part within wider management systems.
Later chapters will stress the importance of integrating information about previous occurrences into
both training practices and risk assessment procedures.

The closing sections of this chapter focused more narrowly upon the components of form design.
A number of di�erent approaches are considered. These include a paper-based local system that
operates within a single hospital ward. They also include a national paper-based system that oper-
ates across the many di�erent industries that support US aviation operations. These are, in turn,
compared against an innovative Internet-based reporting system. The forms that are exploited by
these schemes re
ect di�erent managerial and organisational constraints. For instance, the local
scheme focuses on incidents that occur within the unit. It does not address managerial issues that
cannot directly be in
uenced by sta� within the unit. The national scheme does not face these
limitation. Regulatory support ensure that structural issues can be addressed if they are raised as
being signi�cant by a number of di�erent contributors. In contrast, the electronic system maintains
the anonymity of each contributor and cannot, therefore, validate the information presented in each
report. This places constraints on the sorts of follow-up actions that might be taken in response to
each incident. It is concluded that more work is urgently needed to determine the detailed e�ects
that such di�erent strategies might have upon the success or failure of an incident reporting system.
The lack of any objective data in this area is compounded by the lack of any published guidelines or
advice on form design. As a result, there is a proliferation of local styles. Many of which needlessly
repeat weaknesses that have been identi�ed and corrected in the design of forms in other systems.
For instance, many forms use terms such as `slip', `lapse' or even `situation awareness' that continue
to confuse potential contributors who have (sadly) never read the works of Reason or Rasmussen.

The following chapters explores techniques that can be used to investigate the causes of an
incident once it has been detected. These include interview techniques that help investigators to
take eye witness statements. They also include an outline table of contents for the preliminary
reports that are used to inform others within an organisation in the immediate aftermath of a
safety-related incident.



Chapter 6

Primary Response

The previous chapter looked at the problems that any incident reporting system faces in eliciting
submissions about adverse occurrences or the potential for future accidents. The following sections
build on this by looking at techniques that can be used to address the problems of gathering further
information about an occurrence once it has been noti�ed. These data gathering techniques produce
the evidence that supports subsequent analysis. As a result they have an important impact on the
outcome of any investigation. If necessary data is not secured then analysts may be forced to rely
upon supposition and introspection. Similarly, if investigators obtain biased or partial information
then the conclusions of an enquiry may not accurately re
ect the underlying causes of an incident.
Further problems arise because di�erent approaches to data gathering obtain very di�erent results.
Later sections will examine the ways in which one-to-one interviews can provide very di�erent
accounts than peer group meetings. These potential problems are exacerbated by the diÆculties
of supporting an iterative approach to incident investigation. Often the subsequent analysis of an
occurrence will help to identify the need for further information about the causes or mitigating
factors that in
uenced an adverse occurrence. However, data may be lost, opinions and recollections
may change over time, outside in
uences may a�ect the participation of key individuals. As a result,
the answers that are obtained during subsequent investigations may not actually re
ect the potential
answers that might have been gathered during the initial stages of an enquiry.

Figure 6.1 again illustrates how these di�erent generic phases contribute to the operation of an
incident reporting system. This chapter, therefore, concentrates on phase B data gathering. This
abstract model is intended to describe common features of many di�erent reporting systems. The
following quotation provides greater detail about the sorts of activities, listed as points 3 to 5, that
contribute to data gathering in a medical incident report system. It also illustrates the way in
which these activities depend upon the elicitation of reports, see points 1 and 2, and support the
subsequent analysis of adverse occurrences, mentioned in points 5 and 6:

\Summary of investigation process: All investigations consist of a series of steps that
should be followed, as a matter of routine, when an incident is investigated:

1. Ascertain that a serious clinical incident has occurred and ensure it is reported for-
mally. Alternatively identify an incident as being fruitful in terms of organisational
learning;

2. Trigger the investigation procedure. Notify senior members of sta� who have been
trained to carry out investigations

3. Establish the circumstances as they initially appear and complete an initial sum-
mary, decide which part of the process of care requires investigation, prepare an
outline chronology of events, and identify any obvious care management problems;

4. Structured interview of sta�: Establish chronology of events; Revisit sequence of
events and ask questions about each care management problem identi�ed at the
initial stage. Use framework to ask supplementary questions about reasons for each
care management problem;
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Figure 6.1: Generic Phases in Incident Reporting Systems

5. If new care management problems have emerged during interviews add them to
initial list. Interview again if necessary

6. Collate interviews and assemble composite analysis under each care management
problem identi�ed. Identify both speci�c and, where appropriate, general contrib-
utory factors;

7. Compile report of events, listing causes of care management problems and recom-
mendations to prevent recurrence

8. Submit report to senior clinicians and management according to local arrangements

9. Implement actions arising from report and monitor progress." [848]

It is important to emphasise, however, that individual reporting systems may di�erent signi�cantly
from the blue-print provided by this list of activities. In particular, the opportunities for gathering
further information are constrained by the procedures and practices that govern the management of
any reporting system. The following paragraphs summarise the �nancial, social and technical issues
that constrain data gathering exercises.

It may not be possible to identify the individuals who were involved in an incident. As a result,
any subsequent data gathering must be based around teams or groups of individuals who might
be involved in similar occurrences. Instead of interviewing the controller who was involved in a
particular air separation violation, investigators must �nd other individuals who are willing to talk
about the circumstances of previous incidents.

In a con�dential system, it is likely that investigators will be able to identify the individuals or
groups who reported an occurrence. However, this information may only be available during the
initial stages of an enquiry. For instance, the UK CIRAS rail incident reporting system protects the
identity of individuals by destroying all identifying information once an initial interview procedure
has been completed. During those stages in which it is possible to identify the individuals who
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contributed a report, it is important not to compromise the con�dentiality of the system. For
example, requests to interview an operator can raise suspicions about the purpose of any enquiry.
As a result, many con�dential systems make contact with contributors outside of normal working
hours. It should also be noted that such procedures place important restrictions on the gathering
of con�rmatory evidence. For example, it is diÆcult to interview the colleagues of a contributor
without telling them the purpose of the meeting;

The architecture of an incident reporting system can also limit the opportunity for data gathering
activities. For instance, the simple monitoring architecture described in Chapter 4 does not assume
that there will be any further investigation of a particular occurrence. A report is received, an
initial assessment is made about its relevance and then feedback about the incident is published.
Such an approach is both simple to manage and cheap to operate. It can also reduce concerns
about anonymity because no investigation is initiated. However, there are also important concerns
about the reliability and completeness of the information that is contributed about each incident.
The Swiss Internet-based CIRS system is an example of this architecture [756]. CIRS gathers
information about occurrences in anaesthesia. It addresses many of the concerns, mentioned above,
by exploiting a complex and detailed form that is intended to elicit as much information as possible
when an occurrence is noti�ed to the system. This approach relies upon the intellectual capabilities
as well as the enthusiasm and commitment of potential contributors.

Chapter 2 introduced Leape's analysis of the comparative costs of incident reporting in di�erent
industries [480]. The Aviation Safety Reporting System spends about $ 3 million annually to analyse
approximately 30,000 reports. This equates to about $100 ($66) per case. If this �gure were applied
to the 850,000 adverse events that are estimated to occur annually in the UK National Health
Service, the cost of investigation would be $50 million per year. This would impose a considerable
burden upon the service. Such burdens can most easily be considered in terms of the opportunity
cost; do the bene�ts of this expenditure outweight the bene�ts of alternative investments that might
have been made with this money?

Data gathering can also be limited by the availability of skilled personnel. As we shall see,
interviewing personnel in the aftermath of an incident can be a non-trivial exercise. It is diÆcult
to probe behind the �lters of guilt or resentment that may colour an individual's response in the
aftermath of an adverse occurrence. Similarly, the extraction of necessary technical information
from automated logging equipment typically requires considerable expertise. The burdens imposed
by these requirements are exacerbated when investigators must be drawn from a more limited pool
of potential personnel. For instance, if a reporting system relies upon independent external organi-
sations to conduct any initial data gathering then that agency may not have the necessary capacity
to cope with any expansion in the scope of a system or with any changes in the level of participation.

As mentioned above, a high degree of technical skill can be required to extract and safeguard
information from automated logging equipment. It should also be noted that technical limitations,
including the granularity of information that can be recorded, also a�ect the results of any data
gathering exercise. The recovery of technical data can also be compromised by management failures
in the aftermath of an incident. For example, the 
ight data recorders (or `black boxes') that are
used to record 
ight parameters have relied upon loops of tape. In several incidents, these recorders
have not been switched o� after landing so that they have continued to record `null' data over critical
information about the course of an incident.

The remainder of this chapter looks at techniques that support data gathering in the aftermath
of an incident within the limitations identi�ed above. The analysis initially looks at the immediate
response to an incident, including the requirement to safeguard the system. Later sections look at
how investigators identify and acquire the information that supports the subsequent reconstruction
and analysis of safety-related incidents.

As we have seen, there are many di�erent ways in which an occurrence can be reported. For
example, the sta� who are involved in an incident might directly inform their managers that an
adverse occurrence has taken place. Alternatively, an automated monitoring system might generate
an alarm which, in turn, can initiate further data gathering. Information about an incident can
also be provided by members of the public who may also have witnessed a potential failure. It is
important that the managers of an incident reporting system should consider, and ideally support,
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these di�erent possibilities if potential sources of noti�cation are not to be ignored. In the following
discussion, we will use the term `primary recipient' to indicate the supervisors, managers or other
nominated personnel who �rst receive an incident report. For instance, the UK Medical Devices
Agency (MDA) requires that \local liaison oÆcers" are appointed to perform this role [535]. In
European Air TraÆc Control, the primary recipient is typically the line manager or the supervisor
of the oÆcer who submits the report [423]. However, the primary recipient need not be employed
by the same organisation as the contributor. In particular, they can be employed by an independent
reporting agency, by the regulator or by some trade organisation. For instance, CIRAS sta� are the
�rst to receive noti�cation of an incident from personnel who are employed by many di�erent rail
operating companies [197]. The term `primary recipient', therefore, simply provides a place holder
for the wide range of mechanisms that implement the duties which are described in this section.

Members of sta� must understand the procedures that are associated with the immediate no-
ti�cation of an incident. For example, they must know how to pass information from the general
public, from automated detection equipment or from their own experiences to the primary recipi-
ent. Such noti�cations are critical for occurrence registration. They warn primary recipients that
report forms are being generated and that further data gathering may be required. Any delays in
making this noti�cation can jeopardise the acquisition of necessary information in the aftermath of
an incident. There are also safety consequences if other systems are vulnerable to similar failures
before any immediate remedial actions can be taken. Primary recipients must, in turn, warn oth-
ers within their organisation. For example, they may be expected to inform higher levels of safety
management. Many executives are embarrassed to learn of serious incidents from media enquiries
rather than from the e�ective communication of safety concerns within their own organisation. In
open reporting systems, it can also be good practice for primary recipients to brief other workers
that an incident has taken place. Such actions are extremely important to preserve con�dence in the
reporting system; teams can see that some action is being taken. They can also elicit peer support
for individual operators in the aftermath of an incident. Finally, it is often important to warn other
organisations with a `stake' in any incident investigation. For instance, air traÆc control reporting
procedures often contain a list of contacts and telephone numbers that should be called in response
to particular occurrences. For example, if an incident involves a military 
ight then information
should be passed to the force's duty liaison oÆcer. If an incident has implications for other sectors
operated by other national organisations then they also might be alerted to a potential investigation.

It is possible to envisage a number of circumstances in which personnel might not want to submit
occurrence reports to the groups and individuals who are normally nominated as `primary recipients'.
For example, there is an understandable reluctance to provide reports that might jeopardise an
individual's relationship with their immediate superiors, especially if those superiors are implicated
by an occurrence. Special provision should be made for such circumstances. However, previous
comments about anonymity and the problems of under-reporting indicate that such channels may
not be used very frequently unless the supervisor or manager's behaviour has become irredeemable.
The diÆculties faced by junior personnel in questioning and reporting the `errors' of their seniors can
be illustrated by incidents drawn from the aviation industry. Crew Resource Management (CRM)
training has been introduced to explicitly help sta� overcome their inhibitions in intervening to
question the actions of their seniors. The following incident illustrates how this training can fail to
have a suÆcient impact on operator behaviour:

\(Editorial comment) Recognition of the potentially hazardous e�ects (of the 
ight
deck gradient) is often included as an aspect of CRM training, but the problem can be
extremely complex, particularly if combined with an apparent short-term incapacitation.
In such circumstances, it is often diÆcult for the junior crew member to intercede.

It was the Captain's leg. He is an experienced pilot, capable and well liked and in no
way overbearing. On short �nals to Runway 30 at ####, after a good, stabilised visual
circuit and approach, the aircraft begins to descend below the Visual Approach Slope
Indicator (VASI) indications, giving �nally four reds. As the runway has a displaced
threshold and the obstacle was now behind us I make no comment, as I presume the
descent (below the correct glide-path) is intentional to facilitate an early touch-down
point. The Captain now sees the VASI indications, says so, and applies power. I call
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`Rad Alt 50', `30' and `20' but we don't land. I inform the Captain we are 
oating and
to put the aircraft on the ground. He seems surprised by my call, but removed power
and lands. However, we are between a third and a half of the way down the runway. The
Captain appears trans�xed by the runway and hasn't engaged reversers as per SOP. I
call for reversers and query the autobrake setting of level three out of �ve available levels.
He makes no response although he is not obviously unwell. I state that I am increasing
autobrake to level four. He doesn't acknowledge. As speed reduces he �nally deploys
the reversers, but as our Normal Operations Standard Operating Procedures, only at
idle thrust. We stop with approximately 200 feet runway remaining. On taxi back he
states he had diÆculty reading the VASI and no other discussion occurs. With hindsight
I allowed my attitude of respect and friendliness toward the Captain to in
uence my
actions. I was insuÆciently assertive once the incident was in progress and prior to the
incident I presumed rather than checked the reasons for his 
ight pro�le." [173]

This incident report illustrates how individuals still fail to question the actions of their colleagues
even when they believe that their safety and the safety of their passengers might be threatened. This
failure is all the more remarkable given that CRM training deliberately includes help in recognising
when to question such behaviours. Given such reluctance it should not be surprising that very few
contributors will use alternative procedures to implicate the normal `primary recipients' of incident
reports. The previous quotation is, however, more complex than this analysis suggests. It illustrates
the way in which individuals may contribute information about an incident even though they failed
to question their colleagues actions during the occurrence itself. It can, therefore, be argued that
it illustrates the importance of providing alternative reporting mechanisms. If these procedures
are used then it provides mixed news about the wider safety of any system. On the one hand,
it may indicate a strong safety culture in which individuals are happy to question the actions of
their colleagues. On the other hand, these reports are disappointing if subsequent analysis indicates
potential problems with the behaviour of `primary recipients' who play an important role in the
success of any incident reporting system.

6.1 Safeguarding the System

Figure 6.2 illustrates part of the checklist that is to be used whenever US Army commanders receive
noti�cation of an accident or incident [806]. This check-list is intended to support their actions in
the crucial �rst hours after an adverse occurrence has been reported. This initial response is critical
because the primary recipient must act both to safeguard their system and to protect any necessary
data about the course of an incident. As can be seen, the �rst items on the checklist are to secure
the site of any incident and to obtain witness statements. Further items cover survey procedures
and the noti�cation of relevant authorities that an incident or accident has occurred.

The primary recipient's �rst responsibility is to safeguard any systems that are involved in an
incident. Chapter 4 has described how the operators who are involved in an incident are often
removed from further operation. This provides them with an opportunity to gather their thoughts,
to document the events leading to the incident and to complete an initial report form. It also removes
the additional fear of committing further `errors' in the aftermath of an incident. Regulators often
view such compound failures as indicative of a failure by the primary recipients to take adequate
measures to safeguard the system.

6.1.1 First, Do No Harm

It is critical that any remedial actions should not exacerbate the consequences of any initial failure.
This is, however, a non-trivial requirement. Feelings of guilt or loyalty can encourage individuals
to take ill-advised risks in the aftermath of an adverse occurrence. Inadequate training, incomplete
information about the nature of an incident or the potential impact of their actions can all predispose
`primary recipients' to act without adequate forethought. The following quotation illustrates many of
these issues. It is important to note that the investigators were anxious both to praise the initiative
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Figure 6.2: US Army Preliminary Incident/Accident Checklist

and endeavour of the crew but also to point out the potential consequences of an ill-considered
response to an adverse occurrence:

The 2nd Mates muster station was on the �rst bridge deck, the helicopter landing
area, and his �re duty to take charge of a �re team. However, after the evacuation of
the engine room, the 2 nd Mate took it upon himself to go alone and search for the 3 rd
Engineer. He mistakenly understood that the 3 rd Engineer was still making his way out
of the shaft tunnel. Although he advised the bridge by radio of his intended actions, he
had no breathing apparatus and nobody was standing by to assist him. He went alone
down the vertical after tunnel escape, along about 20 m of the shaft tunnel and into
the engine room. He did not know if the atmosphere in the shaft tunnel was safe and,
more particularly, whether the atmosphere in the engine room could support life. Fires
deplete oxygen and, although the �re would have drawn air through the shaft tunnel,
the combustion of fuel and the breakdown of insulation produces poisonous gases. The
Inspector acknowledges that the 2 nd Mates actions were well-intentioned but he could
easily have fallen, become disorientated or overcome by smoke, thereby hazarding the
lives of any search party and compromising the �re �ghting e�ort...

Conclusions. In general the response to the �re by the ships crew and the expedition-
ers on board was measured, e�ective, demonstrated initiative and re
ects great credit
to all on board. Entry into any area adjacent to a �re, however, alone and without
breathing apparatus or backup, is extremely hazardous and could compromise an entire
�re-�ghting e�ort. [48]

`Primary recipients' must address a number of complex problems in order to safeguard complex
application processes. These problems are determined both by the nature of the failure and by the
support that is a�orded by remaining protection systems. For example, automatic deluge systems
can quickly establish control over a reported �re. Similarly, critical tasks can be delegated to
other members of a crew if an incident indicates excessive workload for key individuals. A drug
mis-administration error may require both immediate and long term intervention to stabilise the
patient's condition. It is important to remember, however, that any subsequent intervention must
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not exacerbate an adverse occurrence. A number of factors help to determine whether such reactions
are likely to safeguard the continued operation of a complex system:

� poor training. Many industries have drafted guidelines that are intended to ensure that per-
sonnel are trained in emergency response techniques. Many of these guidelines focus on the
need to ensure that skills are reinforced through simulated exercises. There are many potential
problems, however. It can be diÆcult to organise simulations that involve representative of
the di�erent groups that must coordinate their activities in the aftermath of an incident [745].
There are considerable barriers to such joint simulations. These include organisational and
�nancial constraints. They also include the underlying problems of ensuring a common `mental
model' both of the nature of any potential incident and the best means of addressing it [217].
There is also a danger that simulations may not re
ect the challenges posed in the aftermath
of an actual incident [874]. One means of ensuring that simulations do re
ect potential failures
is to ensure that they are based upon accurate observations of the previous failures that have
been submitted to incident reporting systems.

� situation awareness. Chapter 3 described the general problems that arise when individuals and
teams must continually predict and respond to changes in application processes. Interruptions,
high-workload and a myriad of other `performance shaping factors' jeopardise accurate assess-
ments of the current and future states of complex systems. This creates particular problems if
individuals must respond to incidents that resulted from a loss of situation awareness. If the
primary recipient has been called from other duties then they must quickly assess the state
of the system. However, any information that they gain from the operators will re
ect their
initial loss of situation awareness. It is likely to be incomplete and possibly inconsistent. This
can have an adverse e�ect on any subsequent intervention by the primary recipient.

� time pressure. Time pressures compound the problems of accurately assessing the state of
a system prior to any response to a reported occurrence. As with many aspects of incident
reporting, the precise nature of these pressures will vary from domain to domain [437]. In air
traÆc management, air proximity warnings must be resolved almost immediately if collisions
are to be prevented. In other domains, such as batch chemical processing, operators may have
minutes and even hours to rectify an adverse occurrence. There are two di�erent dangers
associated with time pressures in the immediate response to an incident and both are closely
related to the more general problems of situation awareness, mentioned above. Firstly, if
a process changes gradually over time then it may be diÆcult for people to notice slowly
developing trends that emerge over many hours [438]. Secondly, in processes that require
rapid intervention there is a danger that personnel will intervene before they understand the
true nature of the problem at hand. Several regulatory agencies have responded to these
di�erent pressures by requiring that operator wait for some speci�ed period of time, or that
they ensure agreement with their colleagues, before actively intervening in the aftermath of
an incident. Duncan describes how such measures have created delays that, in turn, have
threatened the safety of a number of nuclear systems [219].

� lack of information. In order to act e�ectively to safeguard any system, it is important that
the primary recipient of any incident report can rapidly access relevant information. This
includes details about the state of the system prior to the incident and information about any
interaction with an application as the incident develops. It also includes accounts of any initial
actions that sta� may have taken to mitigate the immediate e�ects of an adverse occurrence.
This is particularly important in the medical domain when the patient's reaction to these
interventions provides important guidance for further remedial actions. In consequence, both
the medical and aviation industries specify protocols and procedures that govern the passing
of information following particular incidents. When these protocols are broken then these is a
considerable danger that the primary recipients will fail to recognise the nature of the incidents
that they must address [10]. However, it is important not simply to consider ways in which
this information can be made accessible to primary recipients. It is also critical that they are
trained to avoid problems of interpretation and analysis, such as the con�rmation bias that can
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impair an individual's ability to consider alternative hypotheses. Later sections in the Chapter
will consider the sister problems of recognition and judgement bias that can also impair the
primary recipient's ability to use information in the aftermath of an incident.

� lack of system support. The primary recipient's ability to safeguard their system is, at least
partially, determined by the level of available system support. An incident can often compro-
mise their ability to intervene e�ectively. In many situations this forced them to resort to ad
hoc measures or deliberate fall-back mechanisms to retrieve the situation, in other incidents
they are not so fortunate:

\During the 
ight, the en route air traÆc controller inadvertently cleared the aircraft
to descend to an altitude that was below the minimum vectoring altitude (MVA) for
the area. The MVA is the lowest altitude that meets obstruction clearance require-
ments in the speci�ed airspace, and is the lowest altitude that Transport Canada
has approved for vectoring of aircraft by air traÆc control (ATC). The crew of
ABL814 accepted the clearance and descended. By the time the controller recog-
nised the problem, the aircraft had descended below radio coverage and could not be
contacted directly using NAV CANADA's ground-based communications network".
[620].

This incident illustrates how those who are involved in an incident can use alternate safety
systems to mitigate the consequences of an initial failure. However, the same system limitations
a�ect the primary recipients who must also use the available infrastructure to safeguard their
system.

� need to preserve levels of service. The primary recipient's ability to intervene to safeguard their
system can also be constrained by external pressures to maintain particular levels of service.
This raises particular problems, as we shall see in later sections, when primary recipients must
both protect evidence of a failure and yet also enable the system to continue to operate. This
is illustrates by the UK MDA's regulations for incident reporting:

\Defective items should not be repaired (either in-house or by a third party),
returned to the manufacturer/supplier or discarded before an investigation has been
carried out. The manufacturer or supplier should be informed promptly, and al-
lowed to inspect the items if accompanied by an appropriate person... If devices
are required to be kept in use, where possible remove defective parts so that the
equipment may be repaired for re-use. Any parts so removed must be quarantined
and securely stored pending investigation. MDA's advice should be sought and, in
all cases, the defective parts should be clearly identi�ed and kept secure. If it is not
possible to remove defective parts or withdraw the machine from use, sta� should
be made aware of the need for increased vigilance and extra caution during use (see
Evidence below). [535]

At �rst site, it might seem that remedial actions must take priority over such `quality of service'
issues. However, the denial of Air TraÆc Management services is likely to create further
incidents and accidents. In other situations, poor situation awareness, the lack of necessary
information and inadequate system support can place key individuals in an invidious position.
For example, O�shore Installation Managers initially decided not to shut-down production on
connected installations following the initial reports of �re on the Piper Alpha [193]. This had
signi�cant consequences because these inter-connections enabled gas to continue to escape from
ruptured pipes on the Piper Alpha. If they had shut down production it would have caused
an \almost immediate reduction in the 
ow of oil that was fuelling the �re in the centre of
the platform".Their decision was justi�ed because they had reason to believe that the Piper's
on-board systems could cope with the emergency.It took a number of communications with
company representatives and their fellow installation managers before the decision was taken
to shut-down production. Their response was delayed not simply by a desire to continue
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production during what they believed to be a controllable incident, it was also exacerbated
by the failure of communications systems. This incident illustrates how several of the factors
in this list can combine to delay or frustrate an e�ective response to adverse occurrences.
Emergency planning and disaster management programmes, mentioned above, are speci�cally
designed to help sta� cope with the `wicked' problems posed by such compound failures.

6.1.2 Incident and Emergency Management

The previous list mentioned that many organisations compile detailed plans for incident manage-
ment. These are then rehearsed during simulated rehearsals. The amount of guidance that is
provided for the compilation of these plans varies from industry to industry. The level of guidance
also varies between particular types of incidents within the same industry! For example, these are
very few national standards that guide the immediate response to iatrogenic injuries. In contrast,
the UK MDA [535] and the US Food and Drug Administration (FDA) [272] issue detailed guid-
ance on the primary recipients duties in response to reports of equipment failures. The degree to
which emergency procedures are integrated into wider safety management practices also varies con-
siderably. For instance, the following guidelines present the International Maritime Organisation's
requirements for the integration of contingency planning into shipboard safety management systems:

\The Guidelines provide a framework for preparing an emergency response plan to
deal with emergency situations. The International Safety Management code requires con-
tingency planning as part of the ship's Safety Management System (SMS). The Guidelines
set out a modular designed structure for contingency planning which provides a quickly
visible and logically sequenced source of information and priorities which can reduce
error and oversight during emergency situations. The system should be applied to each
individual ship, taking into account ship type, construction, cargo, equipment, staÆng
and route. A typical system would include six modules:

Module I: Introduction - providing guidance and an overview;
Module II: Provisions - should contain information and explanations for the develop-

ment of the system based on the suggestions for improvement gained from the individual
company and shipboard personnel;

Module III: Planning, - preparedness and training should provide for emergency train-
ing and education of shipboard personnel to develop general awareness and understanding
of actions to be taken in the event of an emergency;

Module IV: Response actions - should provide for emergency training and education
of shipboard personnel to develop general awareness and understanding of actions to be
taken in the event of an emergency, including potential emergency situations;

Module V: Reporting procedures - the System must specify procedures for making the
initial report to the parties concerned since any ship involved in an emergency situation,
or in a marine pollution incident, will have to communicate with the appropriate ship
interest contacts and coastal State or port contacts;

Module VI: Annex(es) - other requirements." [389]

Such general requirements can be supplemented by special provisions that guide intervention in the
aftermath of particular types of incident. In other words, the development of an incident response
plan must be guided by risk assessment techniques. Clearly, more detailed provising ought to be
made for higher risk incidents. For example, the IMO issues special regulations to govern emergency
procedures for ships carrying irradiated nuclear fuel (INF) [386]. Ships transporting these materials
must develop shipboard emergency plans that include the procedure to be followed in reporting
an incident involving INF materials. They must also have prepared a list of the authorities to be
contacted in the event of an incident. They must have compiled a checklist of action to be taken
immediately to \prevent, reduce or control the release of INF Code materials". Finally, contingency
plans must describe procedures and points of contact for co-ordinating with local and national
authorities. Such general requirements can also be supplemented with more detailed guidelines
about the sorts of incidents that should be explicitly considered within a contingency plan. Problems



152 CHAPTER 6. PRIMARY RESPONSE

arise, however, from the diÆculty of predicting the precise types of incidents that will be arise. Later
sections will go on to argue that it is often diÆcult for primary recipients and their colleagues to
accurately assess the potential risk of an incident in its immediate aftermath. For now it is suÆcient
to realise that the level of detail required in a contingency plan, in part, re
ects the degree of risk
associated with the consequences both of the potential incidents and of a failure to adequately deal
with those incidents.

The previous paragraphs have described how the primary recipient must safeguard the system
following an incident report. The problems of gathering information and of assessing the severity of
an incident combine to make it likely that such responses will be error prone and may even exacerbate
an adverse occurrence. As a result, many organisations codify procedures for the initial response
to an incident in the form of emergency management systems. There are, however, a number of
additional factors that complicate attempts to safeguard application processes in the aftermath of
an incident. For example, some regulatory bodies use the immediate response to an incident as
one means of measuring its criticality. This raises a number of complications, for example when
the response to an incident is based upon a precautionary approach in which the primary recipient
ensures the safety of the system by assuming the `worst case' scenario. This has led the US Federal
Railroad Administration to explicitly state the extent to which precautionary treatment can be
taken into account when assessing the severity of an adverse occurrence:

\Treatment provided in response to an event such as a dog bite may be precautionary.
For example, a rabies shot following a dog bite is precautionary treatment, so the injury
would be reportable. The single stated exclusion to reporting injuries which require
precautionary treatment is a tetanus shot, since the decision to give this shot is generally
based on the date of the last injection rather than the severity of the injury. Under certain
circumstances some treatments occurring prior to a diagnosis may not, by themselves,
make a case reportable. For example, it is often a standard procedure of emergency rescue
teams to administer preventive treatment such as oxygen or apply an intravenous saline
solution while a patient is being transported to a medical facility for further evaluation.
Such preventive treatment does not make the injury reportable." [233]

It is important to emphasise that the primary recipient's actions in safeguarding the system are
unlikely to provide adequate long-term �xes. Testing is required in order both to ensure that any re-
medial action actually does protect against the recurrence of an incident and that any recommended
�xes do not introduce unwanted side-e�ects that may themselves threaten safe and successful opera-
tion. Typically, any longer term changes to the design or operation of a system must be documented
and justi�ed through changes in any supporting safety case that is approved by a regulator [434].
Further actions are also required if investigators are to determine whether particular �xes are ad-
equate for similar systems in other plants or operating conditions. Further information about the
causes of an incident often creates the need to implement additional remedial actions. In particu-
lar, the primary recipients view of a single incident must be placed in the context of any previous
incidents with similar causes or consequences. These concerns make it likely that any initial actions
in safeguarding the system are unlikely to provide long-term solutions:

\The discovery that a remedial action is necessary may be a direct result of one or
more medical device adverse event reporting (MDR) reportable events occurring, or may
be discovered through the performance of internal analyses using appropriate statistical
or other acceptable methodologies. Action taken to �x a single device involved in an
MDR reportable event is not remedial action." [258]

In an ideal world, there would be a point in time when the primary recipient is con�dent that
they have ensured the continued safety of their system. This would enable them to start acquiring
additional logs and eye-witness statements about an adverse occurrence. In practice, however, data
gathering activities are likely to be punctuated by the knock-on e�ects of their immediate actions
in the aftermath of an incident. For example, high workload incidents often force managers to
reallocate tasks to other members of sta�. This creates the potential for further incidents until
`normal' working patterns are resumed. However, there is still the potential for further incidents
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to occur before long-term changes can be implemented. Similarly, back-up systems are typically
less reliable than the primary systems that they replace [762]. In consequence, primary recipients
can �nd themselves under a considerable amount of stress as they struggle to coordinate the initial
response to an adverse occurrence.

6.2 Acquiring Evidence

The primary recipient of an incident report is, typically, responsible for ensuring that any relevant
evidence is secured in the aftermath of an incident. This raises the problem of de�ning what is, and
what is not, relevant to the course of any future investigation. The United States Federal Rules of
Justice (Article II, Judicial Notice) de�ne relevant evidence to mean \evidence having any tendency
to make the existence of any fact that is of consequence to the determination of the action more
probable or less probable than it would be without the evidence". In other words, evidence helps in
the determination of fact.

6.2.1 Automated Logs and Physical Evidence

The importance of any fact cannot easily be predicted in the immediate aftermath of an incident.
For example, 
ight data recorders are routinely inspected in the aftermath of an incident. ICAO
requirements specify that e�ective use shall be made of 
ight recorders in the investigation of an
incident (Annex 13, Section 5.8 [384]). However, this does not necessarily mean that this source of
data will actually be useful in any subsequent investigation:

\The 
ight recorders �tted to both aircraft were not removed for analysis. Adequate
data for the investigation was available from the recordings of Air TraÆc Control Radio
Telephony frequencies and secondary radar returns." [14]

The diÆculties in predicting precisely what evidence will be relevant to any investigation has led a
number of organisations to publish check-lists that specify the sources of data that must be secured
in the aftermath of an adverse occurrence. These documents must embody international agreements,
such as ICAO Annex 13 mentioned above. They must also meet national and institutional guidelines
that are intended to specify minimum standards across comparable organisations. However, it is
important that such checklists also explicitly identify any local systems that might provide useful
information about an incident. For example, the following sources of information must be gathered
if an incident is reported to EUROCONTROL's Upper Air Control Centre in Maastricht: Record-
ings of system data (including PCPAMPLAY, PAMFLG, PAMTRK, PAMPOS); Voice Recordings;
Statement by sta� involved; DCFEP Recordings; Daily Log entries; Position Log, Break Lists and
Shift Rosters; Personal Databank Information - ATC Related; Eurocontrol Operations Manual Part
1 and 2; Systems Manual Maastricht UAC; Internal Notes, Brie�ng Sheets and Attachments to
Brie�ng Sheets; Supporting Technical Information; Letters of Agreement; National Documentation;
ICAO Documentation [68]. As can be seen, the safety manager who compiled this took considerable
care to enumerate the local systems that must be inspected to provide the data that is required by
the ICAO and recommended by EUROCONTROL's Safety Regulation group.

Such lists can be deceptive. They hide the practical diÆculties that primary recipients have to
address in order to gather necessary data .

\The �rst reported tampering with an event recorder was noted in the investigation of
a 1982 side collision of two freight trains near Possum Grape, Arkansas. A deadheading
conductor stated the speed-recording device was working properly prior to the accident;
but several hours after the accident, a railroad oÆcial found the case broken open and
the tape missing, even though the locomotive cab had not been damaged." [214]

Much has been done to improve the crash-worthiness of these recording devices and their logs.
However, there may still be considerable personal danger involved in taking the necessary actions
to safeguard automated logs.
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\In the 1994 investigation of rear-end collision of between a moving freight train with
a standing freight train at Cajon, California, the Safety Board again found that 3 of the
4 solid state multi-event recorders had been destroyed by �re
indexData recorders!limitations. Only the carriers quick action to remove the data pack,
as the �re approached the locomotive, salvaged the fourth event recorder, which provided
important data for the investigation. In June 1997 two freight trains collided and derailed
in Devine, Texas. All of the event-recorder data were lost because impact forces or �re,
or both destroyed the recorders. The Safety Board issued Safety Recommendation R-
98-030 to the Federal Railroad Administration, asking them to develop and implement
event recorder crashworthiness standards for all new or rebuilt locomotives by January
1, 2000." [214]

As we have seen, the necessity of safeguarding a system can also delay an eÆcient response. There
can also be bureaucratic and technical barriers to data collection. It is important that these are
minimised within any emergency response plan. If such issues are not addressed then these is
a danger that necessary data can be destroyed, repaired or deleted. For example, many cockpit
voice recorders (CVR) rely upon solid state storage devices that have enough capacity to hold
approximately thirty minutes of conversation. Previous recordings are continually erased in order
to make space for current data. As a result, if the recording is not halted in the aftermath of an
incident then the CVR will be over-written. The report into the Puerto Plata air accident illustrates
how a failure to safeguard critical data can occur even in the aftermath of major incidents. The
need to motivate train sta� to ensure the protection of necessary evidence is correspondingly greater
for less critical incidents:

\The CVR, which was of thirty minute recording duration, had been allowed to continue
to operate after the aircraft had landed. This, together with the diversion 
ight from
Puerto Plata, ensured that the audio recorded during the accident 
ight had been over-
written. It thus proved to be of no use to the investigation. " [16].

This is one of a large number of similar incidents in which CVR data has been lost [19] . This
incident is instructive for other reasons. In particular, it suggests that any attempts to introduce
cockpit video monitoring, as described in Chapter 5, must also consider e�ective procedures for
protecting such recordings once they have been made. Partly as a result of these concerns, the
ICAO have initiated a campaign to increase the duration of CVR devices from thirty minutes to two
hours [383]. Further problems complicate the primary recipient's task of collecting evidence about
the causes and consequences of adverse occurrences. In particular, the increasing development of
heterogeneous and distributed systems makes it highly likely that any data acquisition will depend
upon the cooperation of several di�erent organisations. In the immediate aftermath of an incident,
the primary recipient may be able to do little more than alert their colleagues that some of their logs
and transcripts must be saved. However, as time goes on they or other appointed investigators will
have to collate the information from these disparate sources. For example, the European Turbulent
Wake Incident Reporting System initially received forms from pilots that detailed the type of aircraft
involved, its position, 
ight phase and control settings [547]. The pilot also assessed the e�ect of
the vortex on the aircraft. They could submit a shortened version of the form if they could back
up their submission with Flight Recorder information. After receiving noti�cation of an incident,
the primary recipients would obtain information about leading and following aircraft form the Air
TraÆc Service providers. This together with terminal radar data was used to verify the position and
separation of the aircraft involved. Meteorological data was also collated in response to an incident
report using the METAR reports that are made every half hour at all terminals during operating
hours. The METARs immediately preceding and succeeding the incident provide information about
wind, temperature, cloud cover, humidity and visibility. This brief description reveals that for
every potential windshear incident the primary recipient would have to collate information from the
pilot, from their data recorders, from en-route and terminal air traÆc control systems and from
meteorological records.

This section has reviewed some of the problems that arise when the primary recipient of an
incident report, such as the \local liaison oÆcer" for the MDA [535] or Air TraÆc Management
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supervisor [423], must safeguard necessary evidence. These problems include the need to meet
national and international requirements for the collection of data in the aftermath of particular
incidents. In order to do this they must ensure that automated logs are not deleted or corrupted.
They must also ensure the cooperation of their colleagues in other agencies who often control other
sources of corroborative information. Previous paragraphs have, however, focussed on the collection
of data from automated sources. There are many other potential sources of evidence that must
be protected in the aftermath of an incident. These can have create some particular problems
for the primary recipients. For example, in order to meet ICAO requirements they must ensure
that accident and incident investigators have \unhampered access to the wreckage and unrestricted
control over it to ensure that a detailed examination can be made without delay by authorised
personnel participating in an investigation" [384]. Pragmatically this can force the primary recipients
of an incident report to instigate police and crowd control measures to preserve the physical evidence
associated with severe near-miss incidents. In the medical domain, the collection of physical evidence
raises even more complex issues. For instance, contaminated equipment must be labelled and kept
in some form of quarantine. If this is not possible, then the state of the device at the time of the
incident must be recorded by any and all means available for that it can be reconstructed during
an investigation [535]. The following excerpt illustrates these concerns and recommends means of
ensuring that physical evidence is protected in the aftermath of an incident:

Contaminated items. \Where decontamination/cleaning would destroy vital evidence,
the item should be placed in protective containment, labeled and placed in quarantine.
MDA and the manufacturer/supplier should be contacted for advice prior to any further
action being taken. IT IS ILLEGAL TO SEND CONTAMINATED ITEMS THROUGH
THE POST

Evidence. All material evidence should be labeled and kept secure. This includes
the products themselves and, where appropriate, packaging material or other means
of batch identi�cation. The evidence should not be interfered with in any way except
for safety reasons or to prevent its loss. If necessary, a record should be made of all
readings, settings and positions of switches, valves, dials, gauges and indicators, together
with any photographic evidence and eye-witness reports. If it is believed that an urgent
examination of the defective item (or related items) is needed, then consideration should
be given to sending the item(s) to MDA's Adverse Incident Centre, or inviting MDA's
device specialists to inspect them on site." [535]

This quotation illustrates the emphasis that many regulators place upon documented procedures
for the handling of physical evidence and automated logs. This information is critical to the suc-
cess or failure of any subsequent attempts to reconstruct an incident or analyse its causes. MDA
requirements also include detailed instructions that restrict the primary recipients interaction with
product manufacturers. They are entitled to provide them with samples of unused stock from a
large batch of similar products. However, they must ensure that manufacturer are not be allowed to
\exchange, interfere with, or remove any part of the product" implication in an incident if it could
prejudice subsequent investigations [535]. Such concerns are not simply based upon a natural desire
to support the causal analysis of any incident. Legal consideration a�ect the ways in which evi-
dence is handled in the aftermath of an adverse occurrence. ICAO requirements explicitly consider
some of the problems that this creates. For example, possible `con
icts' between investigating and
judicial authorities regarding the custody of 
ight recorders and their recordings \may be resolved
by an oÆcial of the judicial authority carrying recordings to the place of readout, thus maintaining
custody" [384]. Previous sections have mentioned that investigatory bodies, such as the UK Air
Accidents Investigation Branch (AAIB), determine the circumstances and causes of accidents and
incidents rather than apportion blame or liability. However, their �ndings are often used in sub-
sequent litigation. Similarly in no-blame incident reporting systems, such as the ASRS , there is
still the possibility that an incident report may trigger a criminal prosection that will depend upon
the primary recipient's ability to safeguard necessary evidence. As a result, it is important that the
techniques that are used in gathering and protecting evidence should be beyond reproach.
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The primary recipient of an incident report must not simply collate and safeguard data for
any subsequent investigation. They must also ensure that this data is protected from (ab)use by
unauthorised individuals and organisations. The information that they acquire will be extremely
sensitive for the people involved in the incident and for the organisations that they represent. This
evidence can also have important implications both for regulatory authorities and, increasingly, for
political administrations. Much of this sensitivity stems from public and media interest in incidents
and accidents. As a result, many organisations argue that strong sanctions must be taken against
individuals who `leak' information before the publication of an oÆcial report. In addition to these
more general concerns, there is a particular sensitivity about the release of data and voice recordings
in the aftermath of aviation incidents. This stems from the ethical issues that are raised by attempts
to broadcast the last actions of crews who are struggling to ensure the safety of their passengers [302].
Even in less serious incidents, there is a strong concern that the disclosure of evidence to the media
or other partial sources could jeopardise con�dentiality. Unless such disclosures are prevented then
the natural fear of retribution will dissuade individuals from contributing to a system. As a result,
international regulations have been drafted to explicitly restrict the disclosure of any information
that is gathered by the primary recipient and other investigators in the aftermath of an adverse
occurrence:

\ 5.12 Disclosure of Records The state conducting the investigation of an accident or in-
cident, wherever it occurred, shall not make the following records available for purposes
other than accident or incident investigation unless the authority responsible for the ad-
ministration of justice in the State determines that their disclosure outweighs the adverse
domestic and international impact such action may have on that or any future investiga-
tion: all statements taken from persons by the investigation authorities in the course of
their investigation; all communications between persons having been involved in the op-
eration of the aircraft; medical or private information regarding persons involved in the
accident or incident; cockpit voice recordings and transcripts from such recordings; and
opinions expressed in the analysis of information including 
ight recorder information."
[384]

Not only must primary recipients be aware of their duties of con�dentiality, it can also be important
for everyone involved in gathering evidence to understand how it may contribute to any subsequent
legal proceedings. As mentioned previously, in the early stages of an investigation it may not be
apparent whether an incident involves a criminal act. Even if the incident itself does not directly
fall under the criminal law, evidence that is gathered in the aftermath of an adverse occurrence
can be used by subsequent litigation. For example, individuals, trades unions and other commercial
organisations may all seek redress if they feel that an incident has a�ected them in some material
way. The statutes that govern the use of evidence vary from country to country. It is important
that the personnel who are involved in incident investigations are familiar with at least the basic
implications of these laws. For example, the following excerpt from the Law Commission for England
and Wales provides an overview of criminal law in relation to the physical evidence and automated
logs that can be gathered in the aftermath of an incident:

\At present section 69 of the Police and Criminal Evidence Act 1984 requires a party
to prove that the computer was working properly and was not being used improperly
before computer evidence can be given. The Law Commission says this requirement is
unnecessary and recommends its repeal... [The Law Commission's proposal on this point
was implemented by section 60(1) Youth Justice and Criminal Evidence Act 1999 which
provides that section 69 of the Police and Criminal Evidence Act shall cease to have
e�ect.]

The Commission recommends making automatically admissible those business doc-
uments which do not appear to be unreliable. At present all business documents are
only admitted in evidence subject to the court's discretion. This discretion is exercised
in di�erent ways by di�erent judges and magistrates, and parties cannot always predict
whether the document will be admitted." [477]
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The primary recipient of an incident report must �rst safeguard their system. They must then
organise the acquisition of any evidence that might be relevant for the subsequent reconstruction
and analysis of an adverse occurrence. This section has focussed on the acquisition of automatic
logs and of physical evidence. The following section extends this analysis by looking in detail at
the problems that arise when primary recipients must interview personnel in the aftermath of a
safety-related incident .

6.2.2 Eye-Witness Statements

Witness statements are crucial to our understanding of the events that contribute to adverse oc-
currences. Without the evidence of those who were involved in an incident, it can be diÆcult or
impossible to chart the ways in which multiple concurrent failures contribute to the eventual out-
come. This data is particularly important for incidents that involve human factors issues. For
example, the following excerpt from an incident report relies almost entirely upon the recollections
of those involved. It is also instructive in that the analyst clearly does not take this evidence at face
value:

\At 0800, there were three persons on the bridge of Eternal Wind, the Mate, the
3rd Mate and the 4-8 AB1. The AB had been occupied writing up the deck log and
plotting the position on the navigation chart, he had not been engaged in keeping a
lookout after 0730 and, when interviewed, could not recall seeing any other vessels at
all at that time. The Mate, who had been keeping his own lookout, at hand-over of the
watch pointed out two vessels to the 3rd Mate, one northbound 13.5 miles to the west,
the other four points on the starboard bow and southbound. Although Melina T would
have been on the visible horizon of 8.5 miles at 0744 and had closed to a distance of four
miles at 0800, the Mate had not seen the �shing vessel. The 3rd Mate, in taking over
the watch, checked the horizon, using binoculars, and the radar, both on the 24 and 12
mile ranges, for other shipping. Visually he saw only the two ships handed over by the
Mate, which he stated at interview were the only two targets indicated on the radar. He
too did not see Melina T, which was at the same distance o� as the southbound vessel
and approximately midway between it and the ships head. Neither did he see the �shing
vessel during the following 10 minutes, in which time it closed to a distance of 1.35 miles.
It is evident that the lookout being kept aboard Eternal Wind was not e�ective. The
3rd Mate claimed that the reason for his not seeing Melina T was that he was blinded by
the re
ected glare of the sun. The strong glare was evident in a video �lm of the rescue,
shot by one of the Eternal Wind crew-members, but despite this, the 3rd Mate was not
wearing sunglasses." [520]

It can be diÆcult for the primary recipient of an incident report to determine the best time to
interview the personnel who were involved in an adverse occurrence. If they meet with them in the
immediate aftermath of an incident then feelings of shock and guilt can bias their responses. If they
wait too long then memories of the incident may fade. There is also the danger that colleagues will
gradually accept a shared view of events that may not initially have been held by all of the members
in a group. Some organisations have established interview procedures to address these issues. For
example, an initial debrie�ng session is held by the initial recipient. Subsequent interviews help to
con�rm the results of this preliminary meeting. They also help to elaborate any areas of remaining
uncertainty. These subsequent interviews may be conducted by regional or national investigators or
by the primary recipient depending on the seriousness of the occurrence [423].

There are many potential problems in conducting interviews. As we shall see, it is possible for the
interviewer to bias responses by asking leading questions. For instance, asking `why do you think
the controller failed to spot this' presupposes that the controller actually did fail in the manner
described. It is also possible to mis-interpret the responses that are provided to an interviewer. As
a result, the US Occupational Health and Safety Administration (OSHA) has published a number
of practical recommendations that are intended to guide interviews during incident investigation:

1This refers to an Able Seamen (AB) on the 4-8 watch
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\In general, experienced personnel should conduct interviews. If possible, the team
assigned to this task should include an individual with a legal background. In conducting
interviews, the team should: Appoint a speaker for the group. Get preliminary state-
ments as soon as possible from all witnesses. Locate the position of each witness on a
master chart (including the direction of view). Arrange for a convenient time and place
to talk to each witness. Explain the purpose of the investigation (accident prevention)
and put each witness at ease. Listen, let each witness speak freely, and be courteous and
considerate. Take notes without distracting the witness. Use a tape recorder only with
consent of the witness. Use sketches and diagrams to help the witness. Emphasize areas
of direct observation. Label hearsay accordingly. Be sincere and do not argue with the
witness. Record the exact words used by the witness to describe each observation. Do
not `put words into a witness' mouth'. Word each question carefully and be sure the
witness understands. Identify the quali�cations of each witness (name, address, occupa-
tion, years of experience, etc.) Supply each witness with a copy of his or her statements.
Signed statements are desirable." [649]

Such pragmatic advice may seem like common sense. It is surprising, however, that many incident
reporting systems rely upon ad hoc interview techniques. It is important to provide more coherent
support when di�erent interviewers are used to gather information about incidents that are reported
to regional, national and international systems. There is a danger that inconsistencies in the elicita-
tion of interview data can introduce systematic biases in the causal analysis of adverse occurrences.

Interview Structures

When providing advice or drafting procedures to support interviews about adverse occurrences,
there are a number of issues to consider. These are illustrated by the US Department of Justice's
guidelines of eliciting eye-witness statements:

\When interviewing a witness, the preliminary investigating oÆcer should:

1. Establish rapport with the witness.

2. Inquire about the witness condition.

3. Use open-ended questions (e.g., What can you tell me about the car?), augment with
closed-ended questions (e.g., What colour was the car?). Avoid leading questions
(e.g., Was the car red?).

4. Clarify the information received with the witness.

5. Document information obtained from the witness, including the witness identity, in
a written report.

6. Encourage the witness to contact investigators with any further information.

7. Encourage the witness to avoid contact with the media or exposure to media ac-
counts concerning the incident.

8. Instruct the witness to avoid discussing details of the incident with other potential
witnesses." [582]

These guidelines are intended to support interviews during criminal investigations. There are, how-
ever, a number of constraints that complicate their application to incident reporting. For instance,
economic considerations may prevent face-to-face meetings if colleagues are geographically dispersed
or if their work involves signi�cant amounts of travel, as in the case of pilots. Face to face interviews
can also compromise the con�dentiality of a system if the other members of a team become aware
of such meetings. There are a range of further issues. For instance, it is important to determine
whether or not a prede�ned set of questions will be used to structure the course of an interview.
Similarly, it is important to decide whether or not to focus respondents answers by providing a
prede�ned set of responses:
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1. Unstructured or 
exible interviews. These typically have a set of prede�ned topics but no
prescribed questions. These topics might include the interviewees observations about the state
of the system in the run-up to the incident. The interviewee might be prompted to provide
their opinion about causal and mitigating factors. They could also be asked about the ways
in which an incident was detected. These topics help to identify generic areas of concern
that are common to many di�erent incident investigations. For instance, the New Zealand
Department of Labour urges health and safety representatives to ask a number of questions.
\Who? Get the names of everyone involved, near, present or aware of possible contributing
factors. What? Describe materials and equipment involved, check for defects, get an exact
description of chemicals involved, etc. Where? Describe exact location, note all relevant facts,
i.e. Lighting, weather, etc. When? Note exact time, date and other factors, i.e. shift change,
work cycle, break period, etc. How? Describe usual sequence of events and actual sequence of
events before, during and after the accident. Why? Find all possible direct and indirect causes
AND How to keep it from happening again." [654] The general nature of these questions
leaves the interviewer free to phrase them in a form that is appropriate to the particular
incident under investigation. The interviewer is free to follow the interviewees' replies and to
�nd out personal opinions in response to previous answers. There are a number of dangers
with this approach. In particular, interviewers can be `seduced' into pursuing the ideas and
recollections of articulate interviewees. There is also a danger that the interviewee can lead
the interviewer into prolonged discussions about topics that have little signi�cance for the
overall understanding of the incident under investigation. Unfortunately, it can be extremely
diÆcult to determine whether this is a deliberate intention or an innocent preoccupation of
the interviewee [686].

2. Structured interviews. These rely upon a tightly de�ned set of questions that are, typically,
asked in a prede�ned order. There is little scope for exploring individual attitudes. This
approach is often used in the immediate aftermath of an incident when a primary recipient
simply needs to gain a coherent overview of the occurrence. A more prolonged investigation of
individual attitudes can either be postponed until more is known about an incident or can be
incorporated into stress counselling. Structured interviews can also be used to ensure that the
minimum set of information is gathered about relatively minor incidents. This is important if
organisations are to meet the documentation requirements that are often speci�ed by regulators
for adverse occurrences. There are a number of limitations with this approach. In particular,
it can be diÆcult to ensure that the minimum set of questions actually capture all of the
relevant information about an incident. There is also evidence that individual interviewers can
also bias answers to pre-de�ned questions. Such concerns potentially jeopardise some of the
supposed bene�ts of this structured approaches over unstructured interviews [360].

3. Semi-structured interviews. In semi-structured interviews, the interviewer may have a list of
pre-de�ned questions that they can draw upon during the course of an interview. Some of these
questions might be omitted if they are considered not to be relevant to a particular incident.
Other questions can be introduced if particular issues are raised during the interview. OSHA
recognises that this approach is often inevitable given the diversity of incidents that can occur:

\Prior to the interviews, the team leaders and members shall develop key, critical
and screening questions to ask all witnesses. Such questions may be written down
and provided to all interviewers. While a speci�c list of questions is highly desirable,
it may be more practical in some cases to have only a list of the topics to be covered.
This list shall be developed before any interviews are conducted and shall include:
1 What is your name, address, telephone number, job, and employer? 2 How long
have you done your present job? Have you ever seen any problem like this before?
3 Where were you at the time of the accident? What were you doing? Is that your
normal job? Did you notice anything unusual? 4 How did you discover the accident?
Were you close enough to physically sense (see, hear, feel, smell) anything?" [647].
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In order to maintain consistency, several incident reporting systems distinguish between `manda-
tory' questions that are designed to satisfy regulatory requirements for the documentation of
an incident. Other questions are explicitly labelled as optional.

4. Prompted interviews. These are a particular form of semi-structured interview. They consist
of a list of questions that are deliberately designed to provoke more detailed responses from
the interviewee. For example, the interviewer may begin by asking; what exactly did you
see? After an initial response they can then elicit further information by asking; can you
tell me a little more about that? Alternatively, the user can be prompted to provide further
explanation by asking; what do you mean by...? As with 
exible interview techniques, there is
a danger that the interviewee can deliberately lead the interviewer away from signi�cant areas
of investigation. There is also a danger that they will focus on hear-say rather than direct
observations of an incident.

5. Closed response interviews. The previous types of interview technique have looked at the ways
in which the interviewer asks questions of an interviewee. Other forms of interview focus on the
ways in which an interviewee can answer those questions. For example, interviewers can ask
interviewees to select their answer to a question from a number of cards that are laid out in front
of them. Alternatively, preferences can be expressed by sorting the cards into a particular order.
A more constrained version of this technique, relies upon asking the interviewee questions that
can only elicit either yes or no as an answer. These approaches have the advantage that they
place the interviewer in control of the course of the interview. However, they clearly restrict
the interviewee's opportunity to express their opinions. Although these techniques have been
exploited by market research organisations and in requirements engineering, they have not
been widely used to support incident reporting.

Wellbank [858] observes that the more structured an interview, the greater the interviewer's control.
As a result, greater skill and expertise is required if 
exible or semi-structured techniques are to
be used. Preece et al [686] comment that structured interviews also provide considerable bene�ts
if interviewers must elicit information from domain specialists. There is a danger with more open-
ended questions that the interviewer may not be able to interpret the technical information that
this being provided in response to a particular question. This analysis has important implications
for particular domains. For example, in air traÆc control there is often the requirement that any
interview procedures be conducted by controllers with at least ten years of experience in a particular
centre [423]. However, in medicine it is certain that no individual will possess the complete range
of technical skills that are necessary to understand the many di�erent factors that contribute to
particular incident. Even in the case of air traÆc control, skilled controllers are unlikely to have
the technical expertise to understand the complex hardware and software interactions that can
contribute to systems failures.

It is important not to underestimate the costs of interviewing contributors and witnesses in
national and international systems. For instance, the UK CIRAS rail reporting system sends a
investigator out to conduct a follow-up interview in response to every report form that is submitted.
Similarly, NASA personnel go back to the contributors of many ASRS submissions. This approach
requires considerable resources. There must be enough trained analysts to elicit the necessary
information during follow-up visits. Alternatively, novel computational techniques might be recruited
to improve the quality of information that is initially contributed in response to an incident. These
techniques might, therefore, reduce the expense associated with site visits. Equally importantly, they
might also avoid the biases that a�ect follow-up interviews. A number of social concerns must a�ect
contributors during safety-related discussions with external interviewers. Eliciting more information
in the immediate aftermath of an incident also helps to reduce any delay between the contribution
of a report and a follow-up interview.

The problems of extracting information from domain experts has been addressed by work on
knowledge elicitation in general and by computer-aided interviewing techniques in particular [725].
These interviewing techniques, typically, rely upon frames or scripts that are selected in response
to information from the user. For example, the user of an air traÆc management system might
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�rst be prompted to provide information about the stage of 
ight in which an incident occurred.
If it happened during landing then a script associated with that stage of 
ight would be selected.
This might provide further prompts about the activities of arrivals and departures oÆcers or about
speci�c items of equipment, such as minimum safe altitude warning (MSAW) protection. These
detailed questions would not be appropriate for incidents during other stages of 
ight, such as those
�led during en route operations.

The relatively simple script-based techniques, described above, o�er a number of further bene-
�ts. In particular, the use of computer assisted interviewing can reduce the biases that stem from
the di�erent approaches that are used by many interviewers. Inter-analyst reliability is a continuing
concern in many incident report systems [414]. The scripts embodied in computer assisted interview-
ing systems might also be tailored to elicit particular information about regulatory concerns. For
instance, if previous accidents had indicated growing problems with workload distribution during
certain team-based activities then scripts could be devised to speci�cally elicit information about
these potential problems. Of course, this analysis must be balanced against the obvious limitations of
computer-based interviewing techniques [725] . Further evidence is needed to determine whether the
weaknesses of computers assisted interviewing in employment selection or the analysis of consumer
behavior also apply to their application in incident reporting.

Interview Formats

The structure of the questions and responses that are expected from an interview represent one of
several issues that must be addressed by primary recipients. They must also decide upon the format
of any elicitation exercises. There are a number of alternative approaches ranging from one-to-one
interviews through to team meetings and focus groups. As before, the following comments also apply
to investigators who follow-up these initial enquiries:

1. Individual interviews (one to one). This has the potential bene�t of being relatively informal.
Questions can be asked to clarify any of the information that was uncertain from the forms
mentioned in Chapter 5. They can also be used to elicit information that might be missing in
the original submission. This approach also has the bene�t of protecting con�dentiality and,
as a result, has been recommended by several regulatory agencies: \Witness interviews shall
always be conducted in private unless the witness requests otherwise" [647]. The problems
are that the interview can be seen as combative and antagonistic if the interviewee lacks the
support of their colleagues and workplace representatives. It is usually better to conduct
interviews with two investigators present in the room and to allow the personnel involved to
bring in a colleague or other representative.

2. Interview panels (many to one). This approach can avoid the inter-personal problems of a
one-to-one interview. Several people, including friends and colleagues of the person being
interviewed, can meet to discuss the occurrence. However, if such a meeting is not chaired
correctly then it can appear to be an inquisition rather than a meeting to elicit necessary safety
information.

3. Team-based interviews (one to many). In this approach, one interviewer meets with members
of the shift during which an incident occurred. This reduces the inter-personal problems that
can arise from a one-on-one interview. It may also help to uncover information from others
who were present but not directly involved in an incident. The disadvantages include the
practical problems of gathering everyone together but also the problems of accounting for
group dynamics. The interview may be dominated by forceful personalities within the group.
They may also compensate for the failures of one of their friends or exacerbate the weaknesses
of those who are less popular.

4. Group discussions (many to many). This approach enables teams of investigators and works
to get to together to discuss an occurrence. This has the bene�t that neither group need be
seen to be `in control'. Conversely, of course, it can lead to a general meeting that produces
few tangible results and which reduces to a very general discussion.
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There a number of techniques that primary recipients can exploit to address some of the problems
that stem from team-based interviews. In particular, it is possible to use a number of map-based
plans to illustrate the 
ow of conversation during a meeting. Figure 6.3 illustrates this approach.
Firstly, an observer notes down the name and position of every person in the room. Secondly as
each person contributes to the discussion, the observer draws a line between that person and their
intended audience. At the end of each meeting these diagrams can be inspected to determine which
of the participants contributed most to the meeting. If particular individuals are shown to have
dominated proceedings then the interviewer must determine whether this re
ects their involvement
in the occurrence. If not then some of the �ndings from the meeting may have been biased by
the views of this individual. If other people are shown not to have participated so actively in
a discussion then follow-up interviews can be used to determine whether or not their views were
adequately re
ected during the course of the meeting. Such di�erences in participation can even
out during the course of a meeting. It can often be helpful, therefore, to begin a new diagram each
time the topic of conversation changes. This can re
ect the way in which di�erent individuals may
have di�erent degrees of participation in the lead-up to an incident and in any mitigating actions.

Figure 6.3: Interview Participation Diagram

This approach can also be used post hoc if the interviewees agree to have their contributions
recorded. This raises a number of further issues. Audio tapes provide important reminders of passing
comments that can easily be overlooked as interviewers struggle to control and direct a meeting.
However, they lose the facial expressions, gestures and other forms of non-verbal communication
that can be necessary in interpreting the force and meaning of an utterance [226]. Alternative,
video recordings can provide much more of this contextual information. Unfortunately, our ability
to analyse this data has not kept up with our ability to collect it. The rich information that can
be obtained from such recordings makes it correspondingly more diÆcult to transcribe and analyse
[724]. For both video and audio recordings, it is important to remember the OSHA directive that
\interviews shall not be tape recorded as the only record of the interview" [647]. If such recording
devices are used then the interviewer must also arrange for an alternative physical transcript in case
the devices fail or the recordings are later corrupted.
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There are a number of key principles that should guide any interview process. Firstly, the
interview should have a purpose. As mentioned previously, interviews are costly in terms of the time
needed to prepare for and attend such meetings. They also involve considerable resources if their
results are to be accurately transcribed and analysed. Secondly, the results of any interview should
be recorded in either written or electronic form so that both the interviewer and the interviewee
can subsequently review the products of the meeting. Thirdly, these results should be reviewed.
There is little point in conducting such an exercise if it is not to be used as part of a subsequent
enquiry. Finally, the �ndings from any interview should be documented in a formal way and (ideally)
communicated to the interviewee. Otherwise, such meetings can increase stress on an individual and
ultimately lead to rumour and discontent within a working group.

Legal Issues Surrounding Eyewitness Statements

Previous sections have argued that even within no-blame systems, there are circumstances in which
an initial investigation can uncover criminal actions. It is for this reason that OSHA recommend
that each interview panel should include at least one member with at least some legal training
[649]. The law governing witness statements varies from country to country, although there are a
number of common features such as rules against hearsay. Hearsay, in a general sense, refers to the
repetition of information received from others rather than from personal knowledge. Within the UK
legal system there are a number of exceptions that make such information admissible in court. In
particular, hearsay can be used for the purposes of identi�cation. The Law Commission for England
and Wales have recently sought to extend this exception:

\...the identi�cation exception extends only to identi�cations of people, and referred
to cases such as Jones v Metcalfe (31) as revealing a de�ciency in the law. Thus, where
it is sought to establish the registration number of a car involved in an incident, and
an eye-witness A, who saw the incident, related the number to B, who did not, it is
inadmissible hearsay for B to tell the court what the number was for the purpose of
proving which car was involved." [477]

It is a sobering thought that many accident and incident reports make extensive use of hearsay
evidence that would not be admissible in a court of law. The following extracts illustrate the
complexity of legal provisions regarding eyewitness evidence. It describes a number of exceptions
that apply to the rule of previous consistent statements. This is signi�cant because under this rule
when a witness does give evidence it is not usually possible to put in evidence previous statements
by that witness. As a result, evidence gathered at interview is `superceded' by the witness' direct
testimony. This raises particular problems for the subsequent handling of any incident enquiry if
the the witness cannot signi�cant information when it comes to trial. Previous statements cannot
be used to reinforce the original terms of an identi�cation or description.

\(4) What we called in the consultation paper (5) the rule against previous consistent
statements (and what others have called the rule against narrative) is the rule that such a
statement cannot even be used to enhance the credibility of the witnesses oral evidence,
by demonstrating the consistency of his or her story. This rule is subject to several
exceptions.

10.88 A witness may be cross-examined on an oral or written statement made before
the trial which is inconsistent with his or her oral testimony. The evidential use of the
earlier statement is governed by the common law. If the witness accepts the earlier
statement as being true, it is evidence of its facts; but where the witness denies the truth
of the earlier statement it is not evidence, being nothing but hearsay, in which case the
earlier statement re
ects only on the witnesses credibility. If the witness does not admit
making the earlier statement then the making of the statement may be proved.

10.63 A witness may refresh his or her memory from a statement in a document made
contemporaneously with the events it concerns and while the facts were fresh in his or her
memory. If the statement was recorded by someone else, the witness may nevertheless
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make use of it if the witness veri�ed or adopted the statement. The document does not
become an exhibit merely because a witness refreshes his or her memory from it."

The previous analysis focuses on criminal law within England and Wales. The intention is not to
identify generic issues that a�ect all legal jurisdictions. In contrast, these provisions have been
used to illustrate the importance of ensuring that primary recipients understand at least the basic
legal framework that supports any subsequent litigation. If they do not have an appreciation of
these constraints then any subsequent interpretation of the evidence may be open to legal challenge.
These considerations a�ect con�dential, proportionate-blame systems as much as they a�ect open
reporting systems. For instance, interviewees often ask investigators about the legal implications of
answering particular questions. It is important that the answers to such questions are both honest
and truthful. It is also important to stress that no-blame systems continue to operate within the
rules established by national legal systems.

Interpreting Eyewitness Statements

Previous sections have described several interview structures ranging from 
exible question and
answer sessions through to more restrictive closed response approaches. We have also introduced
di�erent interview formats including one-to-one reviews and many-to-many group meetings. Previ-
ous sections have also brie
y described some of the legal issues, such as hearsay and the rule against
previous consistent statements, that must be considered when gathering evidence about adverse
occurrences. In contrast, this section looks more closely at the reliability of witness statements and
the factors that can in
uence individual recollections of incidents and accidents.

There have been numerous experimental studies of eye-witness recollection [7, 223, 860]. A typical
method involves showing a witness a simulated `crime'. They are then asked if the `criminal' is in a
line-up potential suspects. If they are in the line-up then they are asked to identify them. Witnesses
show a bias towards answering yes to the �rst of these questions irrespective of whether the criminal
is actually in the line-up [223]. As Wickens notes; this would not be so worrying if individual
eye-witness recall of brief incidents were not so poor [863]. He argues that studies into eye-witness
responses reveal numerous biases that can a�ect both recognition and judgement. For example,
individuals who express the greatest con�dence in positive identi�cations are typically the least
sensitive observers. Informing participants that a suspect may not be in a line-up can signi�cantly
reduce potential false-positives [223, 759]. They also argue that dressing individuals as similarly
as possible will not only reduce the likelihood of biasing witnesses towards certain individuals but
will also reduce the `false alarm' rate. There are other factors that can bias individual eye-witness
statements. For instance, Steblay identi�es what has become known as the `weapon focus' [758].
This biases the eye-witness to focus their attention on any weapon that is used in a crime rather
than the perpetrator or the victim.

The basic psychological research into the eye-witness recollection of crimes has some relevance
to accident and incident reporting. For example, it is possible to �nd evidence of the con�dence
bias in incident reports. Individuals who express the greatest con�dence in their interpretation
of an event may not be the most sensitive observers. This extension of the existing psychological
literature is, partly, supported by judicial �ndings that must weigh the evidence provided by eye
witness statements. For example, the following except shows how doubt can be cast on the evidence
provided by witnesses who express undue con�dence in their analysis. It is drawn from an OSHA
case following an explosion in a detonator factory. The initial blast led to a secondary explosion
involving a trailer that was parked nearby. The original judgement cleared the company of two
violations of the US Occupational Safety and Health Act of 1970. The following quotation comes
from a judicial review of the �rst decision and, therefore, reviews the quality of evidence provided
by various witnesses:

\I do not �nd the testimony of Prows and Del Regno summarily referred to by the
majority to be compelling. First, neither Prows nor Del Regno testi�ed that the cited
trailer under the conditions existing at the time of citation was a service magazine. They
o�ered only general opinion testimony to the e�ect that a trailer loaded with explosives
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and not moved for `several days' or until `ultimately loaded' would be a `service magazine'.
While neither Prows nor Del Regno gave further substantiation or quali�cation to the
term `several days,' I note that Prows made the contradictory statement that even `one
day would be too long'. Finally, Prows did not make a speci�c objection that the trailer
was indeed in violation of the quantity-distance requirements during his prior inspection.
Rather, Prows only observed that `a loaded trailer would exceed' the limits. Given the
lack of evidence regarding the amount of explosives on the trailer, the length of time the
trailer remained at the dock is not relevant, even under the majority's test. In sum, there
is no evidence that the trailer remained at the dock without fuses being loaded onto it
and without proceeding to shipment. Therefore, I conclude that the trailer was spotted
at the building for loading and shipping purposes rather than for the intermediate storage
of explosives." [642]

This quotation is interesting because it provides indirect evidence to support the previous psycho-
logical studies into eye witness evidence. These studies identi�ed a form of bias that occurs when
over-con�dent witnesses are likely to miss signi�cant information. The previous citation, arguably,
shows that judges develop considerable expertise in spotting the 
aws in evidence which is provided
by such witnesses. However, such an interpretation goes well beyond the more focussed laboratory
studies that characterise previous research in this area. More work is clearly need to determine
whether or not these biases a�ect witness reports in the aftermath of incidents. Similarly, further
research is needed to determine whether or not individual judges become skilled in �ltering for these
biases. For example, there is some evidence to suggest that the power of these e�ects varies even
within the legal profession. Brigham and Wolfskiel surveyed 89 public defenders, 69 state prosecu-
tors and 77 private defence attorneys in Florida [95]. 75% of prosecutors believed that witnesses
who are more con�dent are more likely to be accurate. However, only 40% of defence attorneys
agreed with this statement. It is readily apparent, however, that considerable weight is often placed
upon the evidence of witnesses who recognise the limits of their statements. This is particularly
apparent when reviewing the treatment of expert testimonies before the Occupational Safety and
Health Review Commission that resolves disputes arising out of enforcement actions brought by the
US Secretary of Labor:

\We would comment that this was a diÆcult case, which we have decided solely on
the preponderance of the evidence test. Weighing and reconciling con
icting opinion
testimony from expert witnesses is never a simple task. Here, we were impressed by
the candor of Professor Hochman, who did not attempt to convince us that the wires
could not possibly have been broken before the accident. Instead, he explained that,
because of the court's injunction, he was not able to perform the necessary examination
in order to make that determination. He explained how, without such an examination,
one kind of break may be mistaken for another. His testimony leads us to �nd that the
other witnesses' opinions were formed without adequate empirical data to draw de�nitive
conclusions." [645]

As mentioned, there has been relatively little work into the biases that a�ect eye-witness statements
in the aftermath of incidents and accidents. Most previous research has focussed on individual
and group recollections of criminal acts. These studies have been used to inform police procedures
during the gathering of evidence for subsequent prosecutions. They have not been used primarily to
inform safety improvements. As a result it is diÆcult to know whether or not observed behaviours
can be used to help interpret witness statements in these two di�erent domains. For example, it is
possible to �nd parallels with the `weapon focus' mentioned above. Eye-witness' who observe major
equipment failures often focus on the behaviour of that equipment in subsequent accounts of an
incident. As a result, they often omit important information about the behaviour of other systems
or operators who indirectly in
uenced the eventual failure of that equipment. This analysis also
has strong links to psychological research into `post-event' reconstruction. This examines the ways
in which individual memories change over time [500]. For example, an individual may be asked to
observe a scene. They are then provided with information that is either consistent or inconsistent
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with the image that they have observed. Later when asked to recall aspects of that scene, the
responses of individuals who received inconsistent information can be shown to be less reliable than
those that had the reinforcement of consistent information. In psychological terms these studies
are important because they long-term memory might be shaped by subsequent events. The legal
implications of post-event reconstruction are clear [859]. For example, eye-witness evidence in the
detonator explosions investigated by OSHA, cited previously, indicates the diversity of opinions
that can exist over relatively straightforward estimates of physical distance even when supported by
photographic evidence:

\At the time of the explosion on the production line, a semi-trailer truck was parked
at the loading dock adjoining the work bay. Referring to a photograph in evidence,
Harrold Owen, Respondent's president, testi�ed that the distance between the end of
the loading dock and the work bay was 48 feet. Other witnesses estimated the distance
as 10 feet and 20 feet." [642]

These e�ects need not, however, simply be seen as the e�ects of post-event reconstruction. They
can be interpreted as the result of social in
uences rather than more direct cognitive e�ects. For
example, the relative distances cited in the previous excerpt were used in a more complex argument
about the safe positioning of the trailor. The witnesses were not, therefore, simply recalling a
physical distance. They were providing evidence that, in turn, supported or weakened particular
lines of legal argument. Hence their recollections might have been in
uenced by their knowledge of
the context in which their evidence was being elicited.

There remains considerable disagreement about the impact of repressed memory syndrome on
eye witness testimony. As with previous studies, most of the work in this area has not focussed
on eye-witness statements in the aftermath of incidents and accidents [861]. It has, in recent years,
focussed on recollections of childhood abuse. Critics of this work have shown that \children who
witness traumatic events seem to have trouble forgetting it rather than showing signs of repression"
[859]. However, Lindsay and Read have also shown that false autobiographical memories can be
created by suggestion and by repeated imagination [495]. They can also be correlated with a belief
in the concepts of repression and recovery of repressed memories and by hypnosis or hypnotic-like
interventions.

Cultural Issues

The previous paragraphs have brie
y reviewed the many complex factors that must be considered
when interpreting eyewitness statements. For example, we have cited studies in which individual
recollections of an incident can be a�ected by prompts and questions that they receive during post-
event reconstruction. These factors have received considerable attention as a result of the increasing
number of unsafe convictions in which DNA tests have been used to exonerate individuals who have
been convicted on the strength of eyewitness statements [180]. As a result, national guidelines have
been developed to minimise such in
uences during subsequent interviews [861]. For instance, the
following excerpt provides the US Department of Justice's guidance on the interpretation of eye
witness testimony:

\Principle: Point-by-point consideration of a statement may enable judgement on which
components of the statement are most accurate. This is necessary because each piece of
information recalled by the witness may be remembered independently of other elements.
Policy: The investigator shall review the individual elements of the witness statement
to determine the accuracy of each point. Procedure: After conducting the interview,
the investigator should:

1. Consider each individual component of the witness statement separately.

2. Review each element of the witness statement in the context of the entire statement.
Look for inconsistencies within the statement.

3. Review each element of the statement in the context of evidence known to the inves-
tigator from other sources (e.g., other witnesses statements, physical evidence)."[582]
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There are further issues that arise in using witness statements from individuals who have been
trained within particular organisational cultures. Again, many of these concerns stem from the use
of evidence in police investigations. However, the underlying issues also a�ect the use of witness
statements in more general investigations. For instance, police oÆcers have often been criticised
as witnesses in criminal cases because they may hold certain beliefs and biases that a�ect their
perception, recognition and recall of events in a way that might not a�ect other members of the
public. These biases can stem from the recruitment and selection process, from training, from
working culture or from experience. For example, training manuals have in the past directed oÆcers
to look for particular characteristics of groups. The clothes that they wear, the way in which
they stand and walk, their use of language all provide indications of a potential criminal intent.
This reinforces stereotypical categories that can support everyday police tasks. These categories
can also reinforce inappropriate cultural stereotypes that lead individual oÆcers to ill-considered
assumptions about the perpetrators and course of a crime. In the UK, these concerns crystalised
in the Macpherson's Inquiry into the death of Stephen Lawrence [511]. Stephen Lawrence was
murdered by a group of �ve or six white youths while he waited for a bus on 22nd April 1993 .
Initially it was thought that he had been involved in a �ght rather than an unprovoked racist attack.
The subsequent investigation failed to result in the conviction of anyone involved in the incident.
Prolonged police investigations, in two distinct phases, produced only one witness. The Police
Complaints Authority engaged the Kent Police to investigate complaints by Stephen Lawrence's
parents that the �rst Metropolitan Police Service (MPS) investigation had been bungled. The
resulting report roundly criticised many aspects of the MPS investigation. Public concern over
the �ndings of this document and the justi�ed indignation of Stephen Lawrence's parents led the
Home Secretary to instigate a more general inquiry. The resulting Macpherson report proposed the
following de�nition for `institutional racism':

\Institutional Racism consists of the collective failure of an organisation to provide an
appropriate and professional service to people because of their colour, culture or ethnic
origin. It can be seen or detected in processes, attitudes and behaviour which amount
to discrimination through unwitting prejudice, ignorance, thoughtlessness, and racist
stereotyping which disadvantage minority ethnic people." [511]

It is readily apparent that the Macpherson report deals with the failure of a criminal investigation
rather than a `near-miss' incident. However, the �ndings of this inquiry are extremely important
for any reporting system that collects and analyses accounts of complex human behaviour. Organ-
isational factors not only e�ect the sorts of occurrences that are contributed, through its reporting
culture, they also a�ect the organisations interpretation and response to those occurrences. The
problem of institutional racism, or other forms of discrimination, are clearly not restricted to the
UK police service. The Macpherson report goes on to describe in precise detail how the problem
of institutional racism a�ected many di�erent stages of the investigation into Stephen's death. For
instance, the initial investigations failed to consider the evidence of the main witness that Stephen
Lawrence had been the victim of an unprovoked attack. This inquiry is unusual in that it provides
arguably the only analysis of the corrosive e�ect that organisational `bias' has upon a professional
organisation. The concern is that if these factors a�ected the Metropolitan Police's investigation of
a murder then the biases may be even more pronounced in the elicitation and analysis of evidence
in less serious incidents by less well-trained personnel [379]:

1. \Inspector Groves' insensitive and racist stereotypical behaviour at the scene. He assumed
that there had been a �ght. He wholly failed to assess Duwayne Brooks as a primary victim.
He failed thus to take advantage of the help which Mr Brooks could have given. His conduct in
going to the Welcome Inn and failing to direct proper searches was conditioned by his wrong
and insensitive appreciation and conclusions.

2. Family Liaison. Inspector Little's conduct at the hospital, and the whole history of later liaison
was marred by the patronising and thoughtless approach of the oÆcers involved. The treatment
of Mr and Mrs Lawrence was collective, in the sense that oÆcers from the team and those
controlling or supervising them together failed to ensure that Mr and Mrs Lawrence were dealt
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with and looked after according to their needs. The oÆcers detailed to be family liaison oÆcers,
Detective Sergeant Bevan and Detective Constable Holden, had (as Mrs Lawrence accepted)
good intentions, yet they o�ended Mr and Mrs Lawrence by questioning those present in their
house as to their identity, and by failing to realise how their approach to Mr and Mrs Lawrence
might be both upsetting and thoughtless.

3. This sad failure was never appreciated and corrected by senior oÆcers, in particular Mr Wee-
den, who in his turn tended to blame Mr and Mrs Lawrence and their solicitor for the failure
of family liaison. The failure was compounded by Mr Barker in his Review.

4. Mr Brooks was by some oÆcers side-lined and ignored, because of racist stereotyping par-
ticularly at the scene and the hospital. He was never properly treated as a victim (Chapter
5).

5. At least �ve oÆcers, DS Davidson, DC Budgen, DC Chase, DS Bevan and DC Holden simply
refused to accept that this was purely a racist murder. This (as we point out in the text) must
have skewed their approach to their work (Chapter 19).

6. DS Flook allowed untrue statements about Mr and Mrs Lawrence and Mr Khan to appear in
his statement to Kent. Such hostility resulted from unquestioning acceptance and repetition of
negative views as to demands for information which Mr and Mrs Lawrence were fully entitled
to make. DS Flook's attitude in
uenced the work which he did (Chapter 16).

7. The use of inappropriate and o�ensive language. Racism awareness training was almost non-
existent at every level." [511]

Previous paragraphs have used the Stephen Lawrence inquiry to illustrate the ways in which cultural
norms can bias the direction of police investigations. Whist the problems of institutional racism have
not been identi�ed to the same degree in other safety-critical professions, including medicine and
aviation, it is possible to �nd other forms of organisational bias [409]. For example, many profes-
sional groups can in
uence the reporting behaviour of its members by exerting a strong normalising
in
uence [342]. The esoteric nature of the knowledge and skills that are required by professions,
typically, implies that their members are self-regulating. This a�ords a degree of protection from
the general public. In exchange the members of the profession accept the `social control' of their
peers. This normalising in
uence is not common to all professions. For example, the role of the
external regulator in aviation makes it more diÆcult to preserve the internal regulation of an `old
boy network'. However, there are other forms of profession bias. In particular, the `self-concept'
has been used to describe the self evaluations that people make with reference to other groups of
their peers. There are striking parallels between this analysis of the cultural barriers to professional
change within the medical and aviation communities and the problems faced by the Metropolitan
Police in the aftermath of the Macpherson report:

\Since work is the central aspect of being for many, the internalised values of profes-
sional culture are likely to be important components of the self-concept. The positive
aspects of professional culture, including prestige, contribute to a positive self-concept in
the work domain and to self-esteem. Unfortunately, the negative aspects of the culture
including the sense of invulnerability, also become integral parts of the self-concept. One
of the more provocative �ndings regarding the self-concept is that individuals seek to
maintain their established self-concepts, even when they are recognised as negative. The
resistance of self-concepts to discom�rming evidence can explain why attitudes about
personal limitations seem to fall on death ears and why change proceeds at a slow pace"
[342]

This section has introduced a number of factors that complicate the elicitation and the interpreta-
tion of evidence from eye-witnesses. Some of these problems stem from basic properties of human
cognition. For instance, it seems likely that individual memories of complex events can be a�ected
by the witness' subsequent re-appraisals of the events they have observed. Other problems relate
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more narrowly to the biases that a�ect those individuals who collect eye-witness statements. It is
relatively easy to guide evidence by posing leading questions or by suggesting particular lines of
argument. Later sections have gone beyond the e�ects of individual bias to look at the cultural
norms that prevent, or conversely promote, the e�ective use of eye-witness statements.

6.3 Drafting A Preliminary Report

A number of national and international bodies require that incident information is disseminated to
other organisations that might be involved in similar adverse occurrences. For instance, the ICAO
specify that if incident reports help a State to identify safety matters that are considered to be
\of interest" to other States then that State should forward the information to them \as soon as
possible". They are require that member States \promote the establishment of safety information
sharing networks" that facilitate the free exchange of information on actual and potential safety
de�ciencies [384]. As a result, they require that member states should draft a preliminary report
within thirty days of a severe incident and \as soon as reasonably practicable' for minor occurrences.
For more severe incidents, the report must be sent to the State of registry of an aircraft or the State
in which the incident occurred. It should also be sent to the State of the operator, the State of
design and the State of manufacture. A copy of this prelimiary report must also be sent to states
that provided relevant information, signi�cant facilities, or experts. A copy must also be sent to
the ICAO. For less sever incidents, the distribution requirements for a preliminary report are more
limited:

\The State conducting the investigation should upon request provide other States
with pertinent information additional to that made in the Accident/Incident Data report.

Aviation is not the only domain in preliminary initial reports are used to warn other organisations
about adverse occurrences. For example, the FDA require what is known as a 5-day report after the
noti�cation of a medical incident to a device manufacturer [258]. The International Atomic Energy
Authority (IAEA) require a \short preliminary report" within one month of a nuclear incident being
reported in a national incident reporting system coordinator [382]. Although there are signi�cant
di�erences in the regulatory requirements for these initial reports, there are also a number of common
features. For example, the primary recipient of an incident report is often left to draft the preliminary
report into less severe incidents. They must collate the available evidence in the manner described
in previous sections. The primary recipient then use this evidence to perform an initial severity
assessment. They typically, conduct an informal causal analysis of the events that contributed to
the failure. The preliminary report is then passed to regional or national safety managers who can
supplement the report if necessary. For more severe incidents, the task of drafting a preliminary
report is typically to professional incident investigators.

6.3.1 Organisational and Managerial Barriers

Irrespective of who produced the initial report, safety managers must decide who should receive
copies of this document. A number of factors in
uence their decision. Most importantly, managers
must determine whether there is a signi�cant risk of a similar incident recurring at other sites both
inside and outside their organisation. If the preliminary report suggests that such a risk exists then
information must be passed on. There are clear ethical and legal implications about any failure to
pass on reports of previous failures if a similar incident does occur in the future. The decision to
pass on a preliminary report can also be in
uenced by explicit requests to receive information on
particular topics. For example, the European Turbulent Wake incident reporting system registered
an interest in hearing about any of these incidents that involved commercial aircraft [547]. At a
local level, managers may decide to pass on preliminary reports if they identify an incident as part
of a regional trend. This depends upon a careful monitoring of incidents over time and, in the
eraly stages of an investigation it may be impossible to accurately determine whether a particular
occurrence does or does not form part of a wider pattern.
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It may at �rst sight appear that preliminary reports should, by default, be broadcast as widely
as possible. For instance, the International Atomic Energy Authority reporting system encourages
national coordinators to provide information about all incidents that might be of international
interest. In all cases, preliminary reports are followed-up by the publication of a �nal report:

\Each participating member country designates a national Incident Reporting System
(IRS) co-ordinator. An event report is submitted to IRS when the event is considered
by the national co-ordinator to be of international interest. IRS when the event is
considered by the national co-ordinator to be of international interest. Only events of
safety signi�cance are reported. When information is considered time sensitive, a short
preliminary report is distributed within one month of the event." [382]

However, the decision to publish all preliminary information is not as simple as it might seem.
Con�dence in reporting systems can be jeopardised if a large number of preliminary reports are
subsequently revised in the light of more detailed investigations. Warnings about potential incidents
can threaten long-term safety if organisations forget to revise their initial corrective actions in the
light of any subsequent �ndings. There is a danger that a large number of `spurious' reports can
mask preliminary information about more critical incidents. As a result, some incident reporting
systems actively prioritise or �lter the dissemination of these initial reports [806]. Only the most
critical documents are released until more evidence is obtained about the causes and consequences of
an adverse occurrence. Other systems adopt a multi-tier approach in which a succession of regional,
national and international committees determine whether information about an incident should be
passed onto the next level of investigation. This approach characterises some aspects of the European
Space Agencies Alert system:

\The providers and users of the information channelled through the European Space
Agency (ESA) Alert System are the participating organisations. They play a key role in
actively notifying failures and problems, which they do by initiating a PAI (preliminary
alert information); they also participate in the investigation of a PAI. If the PAI is
oÆcially adopted it achieves the status of an ESA Alert. Participating organisations
also act upon the information promulgated through an ESA Alert and provide feedback
on the e�ectiveness of the suggested corrective actions. Each participating organisation
nominates an Alert Coordinator who manages communications with ESA. Due to the
sensitive nature of the information contained in an ESA Alert, ESA requires that all
PAIs be subject to a rigorous scrutiny and a well de�ned authority is maintained for
the release of an ESA Alert. The parties involved in these processes are: the ESA
Alert Committee; the ESA Alert Focal Point; technical specialists. The ESA Alert
Committee, chaired by the Head of the Product Assurance & Safety Department, ESTEC
(Research and Development Arm of ESA), has overall responsibility to decide whether
or not an identi�ed failure or problem should be published as an ESA Alert. The ESA
Alert Focal Point, is a centralised function within the ESA Product Assurance and
Safety Department which administrates the ESA Alert system and maintains its e�ective
functioning." [230]

There are further managerial and organisational factors that complicate the dissemination of initial
information about incidents and accidents. There is a natural reluctance to publicise a potential
failure in safety mechanisms prior to more detailed investigations. For example, the UK Major Haz-
ard Incidents Data Service (MHIDAS )deliberately delays the publication of some incident reports
in order to ensure that the information which it provides is as complete and as accurate as possible:

\The database is updated every quarter, but incidents are not generally entered onto
the database until a year after they have occurred so that as much information as possible
can be collected for each incident from a number of di�erent types of journals. Because
of their nature, information published in reports soon after an incident occurred may
be incomplete and for major incidents some early reports may contradict each other as
the exact number of fatalities or injuries may not immediately be apparent. It is thus
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important that information on an incident is collected from as many information sources
as possible." [323]

This quotation illustrates two di�erent approaches to the publication of incident information. On the
one hand, there is a requirement to provide as much accurate information about adverse occurrences
as possible. This helps to ensure that lessons from past failures are not propagated into the future
design and operation of safety-critical systems. On the other hand, there is a more immediate
requirement to warn other operators about the potential for previous failures to recur. Clearly, there
must be some alternate means of ensuring that adverse occurrences cannot be repeated in the twelve
months before they appear in the MHIDAS database. This implies not only that preliminary reports
must be published but also that thy must contain subsequent information for other organisations to
be able to act on the warning. This is illustrated by the FDA's criticisms of Atomic Energy of Canada
Limited's (AECL) response to exposure incidents involving the THERAC-25 linear accelerator. The
following paragraph forms part of the FDA's response to a letter that was sent by AECL to each
Therac user recommending a temporary `�x' to the machine that would allow them to continue to
be used:

\We have reviewed [AECL's] April 15 (1986) letter to purchasers and have concluded
that it does not satisfy the requirements for noti�cation to purchasers of a defect in an
electronic product. Speci�cally, it does not describe the defect nor the hazards associated
with it. The letter does not provide any reason for disabling the cursor key and the tone
is not commensurate with the urgency for doing so. In fact, the letter implies the
inconvenience to the operator outweighs the need to disable the key. we request that you
immediately re-notify purchasers." (FDA to AECL, Director of Compliance, centre for
Devices and Radiological Health, cited in [486]).

This quotation illustrates how regulators will intervene if they believe that preliminary reports do
not provide suÆcient information about the potential risks of future failures. Such responses are
usually symptomatic of a deeper breakdown in the relationship between the manufacturer or supplier
and the organisations who must intervene to ensure the safety of the market place.

6.3.2 Technological Support

AECL's letter was sent almost twelve months after the initial incidents took place but less than one
month after a lawsuit was issued by the �rst patient. These is evidence that this delay in issuing a
preliminary report stems from the lack of any mechanism within AECL to follow-up on suspected
accident or incident reports [486].Many organisations, therefore, explicitly publish deadlines for their
initial response to an adverse occurrence [806]. Previous paragraphs have mentioned the FDA's 5 day
rule and the ICAO's 30 day deadline for preliminary reports into the most serious incidents. Other
organisations are forced to specify deadlines that vary according to the operational demands upon
its sta�. Figure 6.4 provides an extreme example of this. It illustrates the US Army's time-scales for
the submission of preliminary, interim and �nal reports [806]. Unit commanders and safety oÆcers
can provide prelimiary reports over the telephone. The AGAR form, typically, provides an abridged
form of interim information about accidents and incidents. The DA 285 form provides greater detail
and in many cases represents a �nal accident report. IAI refers to an Installation Accident/incident
Investigation, CAI refers to a Centralised Accident Investigation. As can be seen, these time-scales
depend not simply upon the severity of the incident but also upon whether or not the unit reporting
the incident is involved in a combat operation. For example, the abridged AGAR form can be used
used under combat for category A and B accidents that would normally require the more exhaustive
DA 285.

These deadlines can impose considerable burdens upon operational sta�. As a result, organisa-
tions such as the US Army make extensive use of telephone noti�cation procedures. Again, as can
be seen from Figure 6.4 these are reserved for the preliminary reports associated with high-criticality
incidents and accidents. The preliminary reports associated with less `severe' incidents are submit-
ted using the AGAR forms. Figure 6.5 shows the forms that operators must complete when they
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Figure 6.4: US Army Incident/Accident Reporting Procedures

receive a preliminary oral report of an incident. In passing it is worth noting that this form is quite
di�erent from some of those shown in Chapter 5. It is not intended to be completed by the sta�
who were involved in an incident nor is it expected that those sta� would telephone-in an account
of an incident. Instead this form represents a preliminary report because it is assumed that it will
provide a record of the initial observations made by either a unit commander or by a trained safety
oÆcer. The degree of planning re
ected in Figures 6.5 and 6.4 contrasts sharply with the FDA's
criticisms of AECL. It also illustrates what is required if large, relatively complex organisations are
to meet relatively tight deadlines for the investigation and analysis of adverse occurrences.

Information technology is increasingly being recruited to support more traditional communication
media in order to meet the deadlines shown in Figure 6.4. For instance, Figure 6.6 illustrates the
web-based interface to the US Army Aviation and Missile command preliminary incident reporting
system [821]. As with the telephone form shown previously, this interface provides a rapid means
for primary recipients to provide a safety management group with a preliminary report about an
incident. The relatively open format, typi�ed by the �eld labelled `Description of incident', can be
contrasted with the more tightly de�ned �elds of the CIRS form illustrated in Chapter 5 [756]. This
web-based system elicited reports directly from anaesthetists. The user of the CIRS system selects
the types of incident from a prede�ned list of possible events. In contrast, the Army system covers
may di�erent engineering and military applications. As a result, the open �eld format provides
greater scope for the initial analysis in the preliminary incident report.

6.3.3 Links to Subsequent Analysis

The previous sections have focussed on a number of organisational issues that complicate the dis-
semination of information contained in preliminary reports. It has been argued that concerns over
the sensitive nature of information about system failure must usually be addressed by regulatory
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Figure 6.5: US Army Preliminary Incident/Accident Telephone Reports

intervention. Subsequent sections went on to brie
y describe how �xed time-scales are usually im-
posed for the completion of preliminary and interim reports, such as the AGAR forms used by the
US Army. Telephone procedures can be used to ensure that necessary information is passed from
the primary receiver to central safety managers. Web-based systems are also playing an increasing
role in the communication of initial information about adverse occurrences.

It is important to emphasise, however, that the drafting of a preliminary report only represents
an initial step in the response to a safety-critical incident. This point is illustrated by the FDR's
reporting system for the manufacturers of medical devices.

\There are �ve types of Medical Device Reporting (MDR) reports that FDA requires
the manufacturer to submit. Each type of report is to be submitted within the mandatory
time frame by completing the appropriate form. MDR reports for manufacturers include
a:

1. 30-day report,

2. 5-day report,

3. baseline report,

4. supplemental report, and

5. annual certi�cation." [258]

The 30-day, 5-day and baseline reports represent re�nements on the general concept of a preliminary
report that has been presented in this chapter. If a manufacturer receives information about an MDR
reportable event, they must submit a 5-day form within �ve work days after: (1) becoming aware
that a reportable event necessitates remedial action to prevent an unreasonable risk of substantial
harm to public health; or (2) becoming aware of an MDR reportable event from which FDA has made
a written request for the submission of a 5-day report involving a particular type of medical device
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Figure 6.6: US Army Aviation and Missile Command Preliminary Incident Form

or type of event. The thirty day report must be submitted by any manufacturer within 30 calendar
days after becoming aware of a reportable death, serious injury, or malfunction. Baseline reports
illustrate a further development of the preliminary report; they must be submitted in response
to the �rst MDR reportable incident involving a particular device. This report provides basic
device identi�cation information including: brand name, device family designation, model number,
catalogue number and any other device identi�cation number. This information helps ensure clear,
unambiguous device identi�cation.

The last two classes of document required by the FDA's MDR scheme illustrate the way in
which preliminary reports form part of a more complex process in which regulators may intervene
to monitor any subsequent analysis, to oversee the implementation of any further remedical actions
and to assess the overall e�ectiveness of those actions. Manufacturers must submit a supplemental
report if they obtain additional information denoted as unknown or not available at the time of the
preliminary 30 and 5-day reports. A supplemental report is also required when new facts prompt
the manufacturer to alter any information submitted in the original MDR report. This must be
submitted within one month of the receipt of the information.

Follow-up reports document important stages in the investigative process after the primary recip-
ient has �led an initial noti�cation with the MDR system. Typically, medical device manufacturers
must seek this additional information by follow-up interviews with the end-users of their devices.
This raises the question of how many attempts must manufacturers make to obtain additional con-
textual information about particular incidents. The FDA requires that a `good faith e�ort' be made
to obtain information. At least one request for information should be made in writing. In a sense,
therefore, the preliminary 5 and 30-day reports help to identify the more detailed information needs
that must be addressed during a subsequent investigation.

Annual reports provide a further monitoring tool for the FDA and the operators of the MDR
system. Section 510(d) of the Federal Food, Drug, and Cosmetic Act (the act) [21 U.S.C. 360I(d)]
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provides that each manufacturer, importer, and distributor shall certify that they �led a certain
number of medical device reports (MDR's) in the previous twelve months or that they did not �le
any MDR's. The legal requirement helps to ensure that the FDA keeps an overview of the relative
performance of particular commercial organisations from year to year. By requiring that named
individuals sign these annual reports, there is an additional means of verifying the internal MDR
audit mechanisms.

The MDR procedures illustrate how prelimiary reports, at 5 and 30 days, can be used to provide
an initial noti�cation of an adverse occurrence. Previous sections have argued that these initial
reports often contain omissions and inaccuracies. The FDA have addressed these concerns by pro-
viding for supplementary reports that are intended to resolve any ambiguities or gaps that could
not satisfactorily be explained within the relevant time limits. Each of these reports, in turn, must
be accounted for in an annual report that provides an overview of the longer-term safety record of
an organisation. Importantly, this mechanism also forces individuals to document the multiple 5
and 30 day reports that can arise when the same device generates numerous incidents. Base line
reports provide the necessary identi�cation information to ensure that reports of these failures are
not disguised by arbitrary distinctions within a product line. The key point behind all of this is
that preliminary reports only provide an initial glimpse of the information that must be collected for
more serious incidents. There must be some mechanism for ensuring that these additional details
are collected and recorded. There must also be some means of assessing the e�ectiveness of the
entire reporting process, for instance through annual surveys of incidents and accidents.

6.4 Summary

This chapter focussed on the responsibilities of the `primary recipient'. This term is used to describe
the supervisors, managers or other nominated personnel who �rst receive an incident report. Initially,
their �rst priority is to safeguard their system. This can involve removing operators from positions
of control if their involvement in an incident makes them susceptible to further `errors'. It may also
force them to instigate back-up procedures or to restrict the level of service that is provided. It is
critical, however, that any remedial actions should not exacerbate the consequences of any initial
failure. A number of factors were identi�ed that can combine to frustrate attempts to safeguard the
system. These include poor training in emergency procedures and a lack of situation awareness that
can prevent primary recipients from accurately predicting the consequences of any intervention.
Their tasks can also be complicated by time pressures in the aftermath of an incident. Lack of
information and a lack of necessary system support can deprive primary recipients of the necessary
resources to e�ectively direct their interventions. The pressing need to preserve levels of service, for
example in air traÆc control, can also further complicate attempts to safeguard a system. Previous
sections then went on to review a number of emergency management procedures that can be used
to address many of these potential pitfalls. Documented procedures, reinforced through simulated
emergency training, have proven to be e�ective in many di�erent domains. There are, of course,
concerns that such techniques may do little more than establish stereotypical responses that can
even hinder an individual's ability to respond to pathological failures. One solution to this potential
weakness is to ensure a close link between the scenarios that are used during simulated emergencies
and the incident information that is gather by reporting systems in similar organisations.

Later sections went on to discuss the problems that primary recipients face in gathering au-
tomated data about adverse occurrences. It can be diÆcult to predict which logs will actually
contribute most to any subsequent investigation. In consequence, many regulatory organisations
specify a minimum list of information sources that must be secured after any incident. It is impor-
tant, however, to realise that many automated systems cannot be relied upon to produce accurate
information about a failure. For example, the loop recording facilities of cockpit voice recorders
make it particularly important that primary recipients instigate measures to stop the recording pro-
cess if they do not want important information to be over-written. Subsequent paragraphs reviewed
the legal issues surrounding the disclosure of evidence in the aftermath of an incident. This area
is of particular concern when the anonymity of potential contributors might be jeopardised by the
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subsequent release of automated recordings.
Primary recipients are also often involved in collecting evidence from eye-witnesses. A number of

techniques were therefore presented to help in this task. Di�erent interview formats were considered.
These included one to one interviews, many to one interview panels, one to many team-based
interviews and many to many group discussions. Interview structures were also discussed. These
included 
exible interview techniques, more formal interview structures, semi-structured interviews,
prompted interviews and closed response techniques. However, the information that is provided by
these approaches can be subject to a number of biases that a�ect eye-witness testimonies. These
biases stem from both cognitive factors, including post-event reconstruction, as well as the more
obvious social pressures to conform to a `group-view' of an adverse occurrence. Later sections also
went on to consider ways in which more fundamental, institutional and organisational factors can
in
uence the entire elicitation or interview process. This analysis drew heavily upon recent reports
into the biases that a�ect the ways in which police agencies have taken and analysed eye-witness
testimonies.

The closing sections of this chapter have reviewed the primary recipient's role in drafting a
preliminary report. This document, typically, provides a summary of the initial data gathering tasks
and may also describe the initial actions that were taken to safeguard the system. Our analysis has
focussed on the way in which time limits are usually established for the presentation of these reports
so that other organisations can be warned about potential failures. However, there is a natural
reluctance to present what might be premature reports about commercially sensitive failures. As a
result, regulatory intervention is typically required to ensure that other organisations are alerted of
a potential hazard. Other industries rely upon a less rigorous approach in which the publication of
safety information can be �ltered or postponed until the results of a more complete investigation are
compiled. The next chapter looks at the next stage in such a detailed investigation. In particular,
it focuses on the reconstruction techniques that can be used to form a coherent account from the
individual events that are identi�ed in a preliminary report.



Chapter 7

Secondary Investigation

This chapter looks at the immediate follow-up to a preliminary report. It begins by examining the
role of specialist incident investigators who may be called in to supplement the work of the primary
recipient. In particular, it looks as the way in which they must de�ne the scope of any inquiry.
Subsequent sections describe ways in which further evidence is gathered about an incident. This is
then used in Chapters 8 and 9 to reconstruct the events that contributed to an adverse occurrence.

In some cases, it may be decided that the investigation of an incident should be terminated after
the publication of a preliminary report. Such a decision could be based on a preliminary risk assess-
ment; the apparent criticality of the incident does not justify the expenditure involved in additional
investigatory resources. Alternatively, such a decision could be based on the workload that must
be supported by investigation teams. An incident that might receive further consideration under
`normal' circumstances might be neglected through pressure of work with other adverse occurrences.
As a result, it is important to document the reasons why an investigation is stopped:

\The reporting oÆcer will ordinarily decide whether or not an incident is accountable
or reportable. This decision cannot be an arbitrary one, but must be based on a thorough
review of all evidence, as opposed to speculation, related to the incident in question and
be in accordance with the requirements of the accident reports statute and the guidelines
provided in this Guide. If you are certain that a particular situation is outside the scope
of the reporting requirements, then the basis on which this determination was made must
be thoroughly documented before the case may be omitted from the monthly submission.
If there is any uncertainty as to whether or not to report an incident, it is recommended
that a report be made." [233]

Clearly the decision to terminate an investigation must be monitored to ensure that it does not
jeopardise an important `learning opportunity'. Typically, the documentation that justi�es such a
decision should be forwarded to regional or national safety management groups for further analysis
[423]. For instance, certain units might consistently assign relatively low risk levels to incidents that
have the potential to cause more serious failures if any available protection measures are compromised
[701].

The secondary investigation takes place after the primary recipient of an incident report has
drafted their preliminary account. This document is based on initial witness statements and a
cursory examination of any physical evidence. However, it is unlikely to be complete. The timelimits,
mentioned in Chapter 6, that govern the production of these reports typically imply that these
initial accounts will be based on partial evidence. For instance, it can take some time to extract
information from automated logging systems. Similarly, lab-tests on metallurgical failures can take
weeks or months to complete. It is, therefore, important that procedures are speci�ed to coordinate
any subsequent investigations.

The simplest approach to any secondary investigation is to allow the primary recipient to continue
with an investigation. This has numerous potential bene�ts. In particular, it is likely that they will
understand the local context in which an incident occurred. This is important because it can be
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diÆcult for external investigators to quickly come to terms with this situation. The primary recipient
is also likely to be a trusted individual. For instance, we have described how they are often `local
champions' for the reporting system. The primary recipient may also have been nominated to
perform this role by their per group. There are, however, a number of potential problems with this
approach.

Some of these problems inspired the writing of this book. Later sections of this chapter will
provide primary recipients with a number of techniques that can be used to support the secondary
investigation of adverse occurrences. Subsequent chapters introduce analytical techniques that sup-
port more detailed causal analyses. Such written material can be supported by training courses that
provide primary recipients with this information in a manner that can be tailored to the particular
needs of their organisation. For example, Section 4.7 of the US Lawrence Livermore Laboratory's
Health and Safety Manual states that \Training course EM2010 (Occurrence Reporting) is required
for managers, supervisors, and others involved in occurrence reporting activities" [478]. The problem
with this approach is that it can be extremely expensive to sustain an in-house training capability
in incident investigation. In particular, it can be diÆcult to ensure that such guidance continues
to conform with national and international guidelines. As a result, a number of organisations o�er
training courses that are intended to provide sta� with the information and skills that are required
during a secondary investigation. For instance, the American Institute of Chemical Engineers o�ers
a course on Investigating Process Safety Incidents:

\You should attend if: You are a technical professional who wants to be a team leader
in critical process safety investigation situations. Process engineers, superintendents,
managers, operating supervision personnel and Process Safety Management program
coordinators have all found this course to be a valuable resource for developing a solid
system for investigations.

You can expect to: Learn how to be an e�ective process incident investigation team
member or team leader. Focus on the structure and function of the investigation man-
agement system but not on root cause analysis techniques. Discover how to create a
turn-key investigative management system tailored to your organisation's needs. Gain a
comprehensive view spanning the scope of the investigation management system rang-
ing from pre-planning to report generation...from structure to function. Broaden your
knowledge of process related incidents, speci�cally vs. personnel injuries. Apply practical
techniques based on up-to-the-minute reports like the AIChE/CCPS Incident Investiga-
tion Guidelines. Utilise key principles and practical skills in two stimulating workshops
intended to reinforce your knowledge.

Content you can count on: Multiple Root Cause Concept and Investigation

Methods: Management System Development, Evidence Gathering and Analysing, Wit-
ness Interviewing, Determining Root Causes, Forming and Evaluating Recommenda-
tions, Preparing Written Reports.

Interactive Workshops: Witness interview; Incident investigation." [24]

The use of such professional courses helps to ensure that sta� are kept up to date with regulatory
reporting requirements without incurring the costs associated with maintaining local training pro-
vision. However, professional courses can also incur signi�cant costs for organisations that want
to train primary recipients in secondary investigation techniques. As a result, many organisations
only send regional or national investigators to these training sessions. There are also a number of
further pragmatic issues that limit the use of local, primary recipients during subsequent stages of
incident investigation. As mentioned, it is likely that the employee representatives, supervisors and
local managers who initially receive incident reports will have a good grasp of the environmental and
contextual factors that contribute to adverse occurrences. However, they may lack an awareness of
regional or national safety priorities. In particular, it can be diÆcult for these individuals to �nd out
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about whether or not a particular incident forms part of a wider pattern of similar failures. There
are also concerns that the standard of skill, training and commitment to secondary investigations
will not be consistent across all branches of an organisation. As a result of these concerns, many
organisations allocate subsequent investigation tasks to a small group of regional or national investi-
gators. For example, the US Army speci�es a number of detailed training requirements that must be
satis�ed by the relatively small number of individuals who can lead aviation incident and accident
investigations [803]. These fall into two phases. In the �rst phase, they must complete the Aviation
Safety OÆcer Course, they may additionally have to sit a Chemical Accident Investigator Class.
They must complete classes on Blood-borne Pathogen and Hazardous Materials and Human Factors
in Accident Investigations. They must also display a knowledge of the relevant military investigation
guidance; AR 385-95, AR 385-40, AR 385-10, DA Pam 385-40 and USASC Investigations Handbook.
Finally, they must have participated in an aircraft accident investigation orientation. The second
phase of training for these `professional' investigators includes courses on Aircraft Accident Investi-
gation, Rotorcraft Accident Investigation, Basic Crash Survivability Investigation and on Advanced
Crash Survivability Investigation. Investigators must also demonstrate pro�ciency in investigative
and brie�ng skills to a board of peers and group commanders. Additionally, these individuals must
ensure that they maintain `accident investigation currency'. if more than six months passes between
investigations then oÆcers can be required to participate in a subsequent accident investigation ori-
entation. The Chief, Aviation Systems and Accident Investigation must ensure that investigators
continue to satisfy these various requirements.

As can be seen from the previous paragraph, `professional' investigators will be better trained
in incident investigation techniques than the primary recipients who initially pass on information
about an adverse occurrence. However, as noted, there is a danger that national and regional
inspectors will lack important local knowledge. There is also a danger that, over time, they may
become isolated from the practical experience of performing the functions whose failure they must
subsequently investigate. For example, many European air traÆc service providers require that
incident investigators have a minimum of ten years active service as controllers. However, their
appointment as investigators necessarily places demands on their time that can prevent them from
acting as controllers. After a relatively short period of time they must be re-trained not simply in
investigation techniques but in the revised procedures and new systems that their colleagues must
exploit to support their everyday tasks.

It is important to emphasise that the use of highly trained and well motivate personnel will
not guarantee the overall success of an investigation. Even though a secondary investigation is
performed in a reliable and consistent manner, it is still possible for the recommendations not to
be acted upon. For example, incident investigators who work for the Train Operating Companies
(TOC) on UK railways must satisfy the following regulatory requirement:

1. preservation and collection of evidence, including securing the scene of an accident;

2. accident investigation;

3. maintenance of con�dentiality;

4. forensic and interview techniques;

5. human performance assessment; and

6. root cause analysis. [350]

However, Her Majesty's Railway Inspectorate (HMRI) enquiry into the investigation of incidents
involving `Signals Passed at Danger' (SPADs) found that \in some cases greater emphasis was placed
on completing a multi-page form than getting to the root cause of the SPAD incident". This was
apparent even though the actions of regional investigators were governed by railway group standard
GO/RT3252 `Signals Passed at Danger':

\Inspectors identi�ed shortcomings in the competence of those charged with investigat-
ing SPAD incidents in some Train Operating Companies, whereas others were seeking
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to address this by suitable training in root cause analysis in order to ensure greater
competency in root cause investigation techniques."[349]

The consequences of this were identi�ed in a recent internal report that examine the failure of
the HMRI to respond adequately to previous problems at the signals which were involved in the
Ladbroke Grove rail crash:

\During the almost �ve years preceding the Ladbroke Grove accident, there had been
at least three occasions when some form of risk assessment analysis on the signaling
in the Ladbroke Grove area has been suggested or proposed. The requests were: the
Head of Technical Division's letter of 11 November 1996 which requested a layout risk
assessment of the re-signaling (paragraph 43); the Field Inspector's letter of 16 March
1998 to Railtrack (paragraph 64); and the Railtrack Formal Inquiry of 1 July 1998
(paragraph 66). In addition there was an earlier request for details of measures taken to
reduce the level of SPADs in the area around SN109 recorded in the Head of Technical
Division's letter of 1st March 1995 (paragraph 39). None of these requests appear to
have been pursued e�ectively by HMRI." [351]

These quotations illustrate systemic failures in the conduct and monitoring of the secondary inves-
tigations that are the focus for this section of the book. Local TOC inspectors were expected to
investigate and report on any SPADs that were reported. However, the enquiry showed that these
primary recipients had not received suÆcient training to perform their duties. The HMRI inspectors
were supposed to ensure that TOC inspectors investigated and acted upon those reports. However,
the internal report argues that they failed to respond to the shortcomings of the TOC inspectors.
In consequence, the root causes of many SPADs were not addressed before the Ladbroke Grove
accident.

7.1 Gathering Evidence about Causation

Previous paragraphs have argued that the primary recipient of an incident report must be trained
in investigation and analysis techniques if they are to follow-up on the information that is contained
in a preliminary report. However, training courses and their supporting documentation provide no
guarantees either that a secondary analysis will be performed in a rigorous and consistent manner or
that any consequent recommendations will be acted upon. This chapter looks at some of the reasons
why it is so diÆcult to build on the primary report of an incident. Subsequent chapters present
a range of techniques that can be used to address these barriers to the secondary investigation of
adverse occurrences

7.1.1 Framing an Investigation

One of the main decisions to be made during any subsequent investigation of an incident is to
determine the scope of the analysis. This raises a number of theoretical and pragmatic problems.
For example, some authors have suggested that it is possible to separate an analysis of what happened
from the more causal investigation of why those events occurred [415]. This provides considerable
analytical bene�ts. Later sections will describe how it is possible to build mathematical models
of causation that link the events identi�ed during an investigation to explain the reasons why an
incident occurred. However, this division of what and why creates pragmatic diÆculties for the
incident investigator. For example, without some preliminary ideas about the probable causes of
an adverse occurrence, it can be diÆcult to determine what evidence should be gathered. It is
often infeasible to gather every possible item of evidence in response to a preliminary report. For
example, the previous chapter cited instances in which investigators choose not to gather CVR data,
because they believed that it would not make any contribution to the overall understanding of the
incident. Initial informal ideas of causation, therefore, seem to play a critical role in guiding the
initial investigatory process. Several of the mathematical techniques that support the causal analysis
of accidents and incidents now recognise the importance of this iterative process [469]. Evidence
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that is obtained about the course of an incident can force investigators to revise their initial ideas
about the causation of an adverse occurrence. This iterative loop is illustrated between the various
phases of data gathering, reconstruction and analysis in Figure 5.1.

This chapter focuses on reconstruction techniques that help investigators to determine what
happened. In consequence, we postpone an analysis of tools that can be used to support the causal
modelling of why an event occurred until Chapter 10. As notes in the previous paragraph, however,
it is diÆcult in practice to separate the causal analysis from the process of gathering evidence. As a
result the remainder of this section introduces the notion of root cause analysis that motivates many
of the techniques that we shall introduce in subsequent chapters. This is justi�ed by the observation
that any secondary investigation must uncover suÆcient evidence to identify there root causes.

The US Department of Energy argues that investigations must help line management to avoid
future failures by identifying the causal factors of previous incidents [207]. This implies that any
investigation must detect and remove any local factors that, if corrected, might help to prevent a
future failure. Investigatory boards must also identifying and describing any failures in management
systems and oversight processes that allow hazards to exist:

\Modern accident investigation theory indicates that generally the root causes of
accidents are found in management system failures, not in the most directly related
causal factor(s) in terms of time, location, and place. Generally, the higher the level in
the management and oversight chain at which a root cause is found, the broader the scope
of the activities that the root cause can a�ect. Because these higher-level root causes, if
not corrected, have the largest potential to cause other accidents, it is incumbent on a
board to ensure that the investigation is not ended until the root causes are identi�ed.
If a board cannot identify root causes, this should be stated clearly in the investigation
report, along with an explanation." [207]

A key question that emerges from this analysis is; what exactly is a root cause and how does it di�er
from other contributory causes? Not only is this subject of considerable practical signi�cance for
incident investigators but it has also been the focus of philosophical debate for many years. Brevity
prevents a thorough explanation of the various positions within this debate but it is worth reviewing
two di�erent stand-points because they have been used to guide a number of di�erent incident
and accident investigation techniques. The �rst of these philosophical approaches to causation was
initially stated by Hume [376] and then developed by David Lewis [490, 491]. It has recently been
developed into a causal reasoning tool by Peter Ladkin [470, 469], see Chapter 10, and hence is
introduced in this section. Hume's contribution can be summarised in the following two de�nitions
where objects can refer both to events and to states in a system:

\...we may de�ne cause to be an object, followed by another, and where all the objects
similar to the �rst are followed by objects similar to the second. Or in other words where,
if the �rst object had not been there, the second never had existed."

These de�nitions characterise what has become known as counterfactual reasoning. The general
form of this argument is that if some event had not occurred as it did then the accident would never
have occurred. This provides useful leverage because incident investigations must identify those
events that we can eliminate to prevent future accidents from occurring. Lewis' contribution was
to provide a mathematical model to support counterfactual reasoning; this model lies at the heart
of Ladkin's Why-Because Analysis (WBA) that will be discussed in subsequent chapters. Lewis
argues that necessary causal factors can be distinguished using a particular form of counterfactual
argument. If A and B are states or events, then A is a necessary causal factor of B if and only if it is
the case that if A had not occurred then B would not have occurred either. Lewis builds on this to
consider alternative scenarios in which A did not occur and neither did B . In mathematical terms,
he exploits a Kripke structure to de�ne a nearness relationship between possible worlds. This enables
us to reason about the nearest possible world in which A and hence B did not occur. All of this
would be of only academic interest if it were not for the strong parallels between Lewis' philosophical
approach and the activities of secondary incident investigation. For instance, there is a very real
sense in which investigators are look for the closest possible world, i.e. the minimal system change,
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that would prevent an accident from being caused. The importance of the counterfactual approach
is also illustrated by the US Air Force's de�nition of a causal factor:

\A cause is a de�ciency the correction, elimination, or avoidance of which would likely
have prevented or mitigated the mishap damage or signi�cant injury." [794]

The second line of theoretical thought on causation stems from Mackie's work on singular causality
[508]. This is included within our analysis because Johannes Petersen has recently extended Mackie's
work to analyse the ways in which operators respond to incidents and accidents [677]. Mackie argues
that a cause (in the singular) is a non-redundant factor which forms part of a more elaborate causal
complex. It is the conjunction of singular causes within the causal complex that leads to a particular
outcome. Crucially, the causal complex is suÆcient for the result to occur but it is not necessary.
There can be other causal complexes. If any of the necessary causal factors within a causal complex
are not present then the e�ect will not be produced. However, Mackie argues that it is a subjective
decision by the investigator if they attempt to identify a single cause within the collection of necessary
causes of a causal complex. He goes on to develop the notion of a causal �eld that describes the
normal state of a�airs prior to any incident. Investigators try to identify the causes of an incident
by looking for disturbances or anomalies within the causal �eld. This causal �eld is, therefore, a
subjective frame of reference that individuals use when trying to explain what has happened in a
particular situation. If a cause does not manifest itself within the causal �eld then its in
uence is
unlikely to be detected. This is important because Russell points to the uncertainty of any causal
analysis that is based on partial observations of `causal' sequences [716]. He argues that if we see
a stone beside a broken window then we can never be absolutely sure that the stone caused the
window to break; a bird may have 
own into the glass or there may have been an inherent weakness
in the material etc. Mackie's work explains this by suggesting that an individual's interpretation of
cause depends upon the subjective frame of reference determined by their causal �eld. As before,
this analysis would not be particularly signi�cant if it had not been used to guide the causal analysis
of incidents and accidents. For instance, Petersen's work builds on previous studies by Rasmussen
[695] and Lind [493] in which they advocated that any analysis of system failure must be grounded
on the functional structure of the system because this provides what Mackie describes as the causal
�eld. The notion of a causal �eld also has strong implications for our previous discussion about the
iterative nature of evidence gathering and causal analysis. For example, if an investigator develops
an initial view about the causes of an incident then they may restrict their view of the causal �eld
only to those system behaviours that provide evidence about those causes. Several of Mackie's ideas
are re
ected in the UK Health and Safety Executive's guidance on the incident and accident analysis
that support railway safety cases:

\There is much evidence that major accidents are seldom caused by the single direct
action (or failure to act) by an individual. There may be many contributing factors
that may not be geographically or managerially close to the accident or incident. There
might also be environmental factors arising from or giving rise to physical or work-induced
pressures. There is often evidence during an investigation that some of the contributory
factors have been observed before in events that have been less serious. Accident and
incident investigation procedures need to be suÆciently thorough and comprehensive to
ensure that the deep-rooted underlying causes are clearly identi�ed and that actions to
rectify problems are carried through e�ectively. For such arrangements to be adequate
under the Regulations, it is essential that incidents that have a potential to endanger peo-
ple are examined e�ectively and that those that could lead to more serious consequences
are treated with similar rigour to accidents that actually do cause harm." [350]

The idea that accidents and incidents are not caused by single factors has strong parallels with
Mackie's causal complexes. The argument that accident and incident investigation must be thorough
and comprehensive enough to identify possible causal factors also re
ects Mackie's work on causal
�elds.

There are strong similarities between the work of Lewis and Mackie. However, Lewis' work
focuses on more narrowly on necessary causal factors while Mackie's work on causal complexes
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focuses on conditions that are suÆcient for an outcome but which are not necessary. The same
e�ect may be achieved by several other causal complexes. This di�erence has profound practical
implications. Lewis suggests that it is possible to avoid incidents by blocking the necessary and
suÆcient causes of failure. Mackie suggests that the best that we can do is to expand the scope
of our causal �eld to provide a better view of a causal complex. There can, however, be little
assurance that the same incident will not recur in ways that we have not been able to predict from
our examination of a single causal complex. This debate, therefore, has strong similarities with the
di�erent positions adopted by Sagan and Perrow. As we have seen in Chapter 1, Perrow's work
on normal accidents suggests that it is impossible to entirely engineer out certain forms of failure
that are inherent in complex, tightly coupled systems [675]. In contrast, Sagan's initial position has
been to argue that high-reliability organisations can systematically address the causes of failure in
complex, technological systems [718].

Part of the motivation for introducing this theoretical material has been to try to clarify the
underlying distinctions that often become lost in the plethora of competing de�nitions that have
been proposed for everyday terms such as `root cause' or `contributory factor'. It is also important
to stress that many incident investigators introduce further distinctions that build on, or arguably
confuse, the concepts introduced by Lewis and Mackie. For example, the US Department of Energy
introduces the concept of direct causes [207]. A direct cause is the immediate events or conditions
that led to the accident. An example might be the contact between the chisel bit of the air-powered
jackhammer and the 13.2 kV energised electrical cable in a sump pit that is being excavated. The
US Department of Energy argues that \while it may not be necessary to identify the direct cause in
order to complete the causal factors analysis, the direct cause should be identi�ed when it facilitates
understanding why the accident occurred or when it is useful in developing lessons learned from the
accident" [207]. This notion of directness is a recurrent theme in many investigatory handbooks
and manuals. It is also often referred to in the distinction between proximal and distal causes [486].
However, it can be diÆcult to explain this notion of directness in terms of the models developed by
Lewis and Mackie. In some respects these proximal, direct causes are both necessary and suÆcient.
Using a counterfactual argument, if the chisel bit had not hit the 13.2 kV energised electrical cable
then the accident would not have occurred. However, a counterfactual argument at this level provides
few insights for the secondary analysis of an adverse occurrence. It can also be argued that from the
point of view of the outcome, a direct cause is suÆcient but not necessary. There may be a number
of other direct causes for the resulting shock that was delivered to the jackhammer operator. In
order to account for such paradoxes, several authors have introduced a distinction between general
and singular causality [677]. Singular causality refers to relations between the particular set of
events that were observed during an incident. In the case of the Department of Energy example, the
direct causes were singularly necessary and suÆcient for that particular adverse occurrence. General
causality refers to relations between more abstract types of events that could lead to several di�erent
instances of the same failure. In the previous example, the direct causes of the particular failure
were suÆcient for the incident to occur but were not necessary in terms of the general outcome.
There may have been several di�erent ways in which the accident could have occurred. Clearly,
incident investigation must focus on general causality if it is to prevent the outcome from recurring.
Experience shows, however, that many accidents occur because safety managers focussed on the
singular causes of particular failures [701].

Secondary analysis, typically, proceeds by the iterative formation and validation of various hy-
potheses about the causes of an incident. This validation, in turn, depends upon gathering evidence
that is then used to reconstruct the events leading to an adverse occurrence. Three classes of causal
factors can be identi�ed amongst these `events':

� Contextual Factors: neither necessary not suÆcient. Contextual factors are events or condi-
tions that did not directly contribute to an incident. There are many reasons why these events
are considered during an incident investigation and why they can be included in the synopses
that often support �nal reports about the causes of an incident. Firstly, they help to set the
scene and establish the context in which an adverse occurrence took place. Secondly, they can
help to establish that certain factors were NOT signi�cant in the events leading to failure. For
instance, incident reports often state that meteorological conditions were favourable. Adverse
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weather conditions might then be excluded as potential causal factors. Thirdly, although con-
textual factors may not have contributed to the particular view of an incident, they may play
a more active role within a general analysis of alternative causes of an incident. For example,
the fact that a platform was wet may not have contributed to a particular fall, however, it
remains a potential cause of future slips.

� Contributory Factors: necessary but not suÆcient. Contributory factors are events or condi-
tions that collectively increase the likelihood of an accident but that individually would not
lead to an adverse occurrence. These are the `banal factors' in Reason's observation that \...
a detailed examination of the causes of these accidents reveals the insidious concatenation of
often relatively banal factors, hardly signi�cant in themselves, but devastating in their com-
bination" [700]. Contributing causes can be thought of as latent conditions that, alone, are
insuÆcient to cause a failure but which were necessary for it to occur. For example, disabling
a necessary protection mechanism can create the potential for a triggering event to have more
serious consequences. Similarly, the failure to erect barriers or to post warning signs can
contribute to an adverse occurrence. It is important not to underestimate the importance of
these contributory factors as they often have the greatest general signi�cance for future fail-
ures. It may be diÆcult or impossible to predict all of the catalytic events that can lead to a
failure. However, the consequences can be reduced by ensuring that contributory factors are
adequately dealt with in the aftermath of an incident.

� Root Cause: necessary and suÆcient. Root causes capture Lewis' notion of causation estab-
lished by counterfactual reasoning. If a root cause had not occurred in the singular causes of
an incident then the incident would not have occurred. If a root causes were corrected then
that the same incident would not recurr. However, as noted above, we can also introduce the
stronger notion of a general root cause. These are causes that represent the globally necessary
and suÆcient causes that go beyond the immediate direct causes of an incident, as de�ned by
the US Department of Energy. It is important also to emphasise that root causes can be formed
from several contributing causes. This captures part of Mackie's vision of a causal complex.
They are higher-order, fundamental causal factors that address classes of de�ciencies, rather
than single problems or faults. For example, the HSE stress that:

\In these criteria the term `root causes' includes consideration of management's real
and perceived messages to workers, environmental and human factors, as well as
plant failures and inadequate procedures. Human errors arising from poor operating
conditions, procedures, management expectations or plant design are not root causes;
the predisposing factors are." [350]

The root causes of an incident might, therefore, include the failure to implement a safety
management system. Individual contributory causes might then involve failures to: de�ne
clear roles and responsibilities for safety; ensure that sta� are competent to perform their
responsibilities; ensure that resource use is balanced to meet critical mission and safety goals;
ensure that safety standards and requirements are known and applied to work activities; ensure
that hazard controls are tailored to the work being performed; ensure that work is properly
reviewed and authorised [207].

It is important to notice that the `exacerbating factors' introduced in Chapter 9 does not �t naturally
within these distinctions. Having raised this caveat, it is important to note the signi�cance of
the �nal point in this list, which focusses on managerial root causes. Safety-critical systems are,
typically, designed with defences that are based upon the premise of causal independence. In order
for an accident to occur any technical failure or human error involving a production systems would
have to `circumvent' the available automated protection systems. It would also have to breach the
numerous physical barriers that are usually erected to protect personnel and equipment. However,
the managerial root causes of many incidents often conspire to overcome these `independent' defences.
As Reason notes, the Bhopal disaster showed that \three supposedly independent defences failed
simultaneously: a 
are tower to burn o� the deadly methocyanate gas; a scrubber to clean air
emissions and a water sprinkler system to neutralise the remaining fumes" [701].
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7.1.2 Commissioning Expert Witnesses

The previous sections has argued that the scope of a secondary investigation is de�ned by an iter-
ative process in which investigators form hypotheses about the root causes of an incident. These
hypotheses are then validated by gathering relevant evidence. However, this evidence may reveal
inconsistencies that force the investigator to revise their initial hypotheses. They must then, in turn,
seek further evidence to validate their new ideas about the causes of an incident.

Chapter 6 introduced some of the problems of evidence gathering that e�ect the initial investi-
gation of an adverse occurrence. Many of these problems, such as the diÆculty of gathering and
interpreting eye witness statements, also a�ect subsequent enquiries by trained investigators. Other
problems stem from the iterative process of formatting and validating hypotheses. For instance,
previous chapters have introduced the con�rmation bias that makes individuals more likely to ac-
cept evidence that supports a hypothesis. It also makes them more likely to ignore evidence that is
inconsistent with their initial views. Other forms of bias e�ect the secondary analysis of incidents
by individuals working within the organisations that are under investigation. For example, attribu-
tion errors occur because individuals are more likely to attribute the causes of failure to situational
aspects if they are potentially implicated in that failure. However, if they are not themselves impli-
cated then they are more likely to look for evidence that others were to blame rather than look for
wider contextual factors [121]. It is diÆcult to avoid what are often implicit biases. Investigators
may not be aware that such factors in
uence their behaviour. These biases are often exacerbated
by their omission from many of the courses that are intended to train incident investigators.

Further problems complicate the secondary investigation of adverse occurrences. For example,
the primary recipient of an incident report usually does not have time to call for specialist reports
in the immediate aftermath of an adverse occurrence. However, expert witnesses are often solicited
after a preliminary report has been published. In most cases, these witnesses help to mitigate the
biases mentioned above. Attribution errors can be addressed because expert witnesses may take
an independent view of the investigatory agencies role in any incident. Con�rmation biases are
resolved because expert witnesses can use their experience to look beyond the initial hypotheses
being proposed by incident investigators. Of course, a more cynical view is that these sources of
additional evidence may do little more than to bolster or con�rm these preliminary judgements
about the causes of an incident [410]. Such cynicism contrasts sharply with the guidelines that
determine the role of expert witnesses within boards of inquiry:

\Expert witnesses also may be called to testify on selected topics to assist the Chemi-
cal Safety and Hazard Investigation Board in its investigation. The testimony is intended
to expand a public record and to assure the public that a complete, open objective inves-
tigation is being conducted. The witnesses who are called to testify have been selected
because of their ability to provide the best available information on the issues related
to the chemical incident, or who had direct knowledge of the events leading up to the
incident." [161]

This quotation stresses the positive role of expert witnesses in helping to determine the causes of
incidents and accidents. However, things are not always so clear cut. For instance, the evidence of
one group of experts can often be rebutted by evidence from their colleagues. As a result, regulatory
organisations often publish explicit advice about the role of scienti�c evidence in safety assessments
and risk analysis. For example, the UK Health and Safety Executive have considered this issue in
a number of recent studies [330]. Although the remit of these enquiried has extended well beyond
the scope of secondary incident investigation, some of the interim �ndings are applicable within this
context:

\Identify trusted, independent parties who your audience are likely to turn to for
advice, or from whom they will form their opinions. Get them on board early. Con
ict
among experts will always damage credibility." [328]

If such advice is not heeded then the consequences for any incident investigation can be profound.
Any subsequent litigation will be reduced to a dispute between the relative credibility of expert
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witnesses. In such circumstances, courts rule on the weight of the scienti�c and technical evidence
that is presented to them. They must assess the credibility of expert evidence.

\The administrative law judge who heard the case decided that Dr. Hochman's
`opinion is entitled to considerable weight'; nevertheless, he further decided that the
opinion testimony of the Secretary's three experts about breaks before the rope snapped
is of `greater value'." [643]

If outside opinion is to be relied upon, it is therefore essential that incident investigators seek
advice from a well quali�ed source. Most expert witnesses gain a reputation for their work within
a particular area of technical expertise. As a result, information about their particular skills is
often exchanged by incident investigators who need particular services. However, if investigators
cannot �nd an expert witness through the recommendations of their peers then there are a number
of alternative techniques that can be used. For example, some experts advertise their services in
trade publications or directly through promotional 
yers that are sent to lawyers and investigators.
There is an obvious concern to validate the credentials of such individuals. One of the main means of
achieving this is to consult the national professional association of the discipline concerned. However,
this does not provide a guarantee of competence.

It is important to emphasise that expert witnesses do not simply need to be skilled within their
own domain. There is an obvious requirement that they have some understanding of the legal
framework that supports their role within a safety system. This is not always as straightforward
as it might appear. For example, some aspects of the English and Welsh legal system can appear
`surprising' to potential witnesses:

\The Royal Commission on Criminal Justice was concerned that because of the rules
on hearsay evidence, an expert witness may not, strictly speaking, be permitted to give
an opinion in court based on scienti�c tests run by assistants unless all those assistants
are called upon to give supporting evidence in court. It seems to us that this rule is badly
in need of change. The Law Commission agrees, and recommends that the prosecution
and the defence should give advance notice of the names of anyone who has supplied
information on which an expert will rely, and the nature of that information. The
expert could then base any opinion or inference on the information supplied by any such
person, without the party having to call that person, unless the court directs otherwise
on application by any other party to the proceedings. This should result in a reduction
in pointless cross-examination of experts' assistants." [477]

It may seem paradoxical to stress this issue again, when many of the reporting systems that we
have considered are both voluntary and non-punitive. However, expert witnesses are most typically
called to support the analysis of incidents within `proportionate blame' systems. It is also important
to remember that even `no blame' systems must operate within the law.

Expert witnesses must possess a range of further skills in addition to their domain expertise.
They must also be able to explain their insights to the many di�erent groups who can have a stake
in the results of an incident investigation. Spohrer and Maciejewski [754] illustrate this point when
they stipulate ten commandments for expert witnesses. They focus on the role of expert chemists
during litigation. However, their advice is generic. The following guidelines re-interpret them for
incident reporting:

1. Know the proper standard for admissibility of your testimony. In certain areas, there are
standard tests for establishing particular hypotheses. For example, in the United States post-
incident examinations of trucks and buses are, typically, based around the Commercial Vehicle
Safety Alliance (CVSA) criteria. There are also OÆce of Motor Carrier (OMC) inspection
guidelines that must be followed by any independent expert. These guidelines provide a set
of standards that can be used to determine whether, for example, the brakes on a commercial
vehicle were satisfactorily maintained before an incident. In other areas, things are less clear
cut. For example, there are several competing theories about the impact of workload on human
decision making [863]. As a result, experts may use one of several approaches to determine
whether or not this was a factor in a particular incident.
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2. Do your homework. There is a legal trick which goes as follows. The lawyer asks the expert
witness if they agree that some standard text is an authoritative source on a particular topic.
If the expert witness agrees then the lawyer takes them carefully through the paragraphs that
rebut their evidence. The standard response to this ploy is to claim that no published source
can ever be authoritative because by the time that they are published there will usually be
more advanced research that could not be included. In consequence, it is important for expert
witnesses to keep up to date with recent developments. For instance, the tests mentioned
in the previous bullet point have recently been reviewed by the NTSB following a number
of incidents in which vehicles brakes failed even though they were OMC certi�ed [607]. Any
evidence that is based on the OMC certi�cation would have to be re-interpreted in the light
of this NTSB study.

3. Always maintain your \cool" during a deposition and at trial. This commandment relates
narrowly to the role of the expert witness within litigation and so it more diÆculty to ap-
ply more generally in the secondary analysis of safety-critical incidents. However, Spohrer
and Maciejewski introduce a number of important pitfalls that witnesses should be aware of
[754]. For instance, they warn against the negative e�ects of cross-examinations that include
questions such as \Have you stopped beating your wife?". These `no-win' questions could
be phrased as \Dr. Engineer, is your company still manufacturing these defective widgets?"
or \Doctor, are you still performing this discredited surgical procedure?". Spohrer and Ma-
ciejewski procedure recommend that experts should never give a `yes' or `no' answer to such
questions but should use the opportunity to restate their opinion. For instance, \I disagree
with your assumption. Our widgets are among the safest in the marketplace and have been
used by millions of customers without an incident..."

4. Be an expert, not a \hired gun". The Chemical Safety and Hazard Investigation Board's terms
of reference for expert witnesses, cited above, emphasised that they are intended to convince
the public that an investigation is `complete', `open' and `objective' [161]. In other words, they
must not simply support the existing hypotheses proposed by an investigator. Fortunately, it
is relatively common to �nd experts who are willing to act in this independent manner. For
instance, the following excerpt comes from a US Coast Guard judgement in which even the
government's expert witnesses agreed with the appellant:

\The only testimony to be found in the record on this issue is favorable to Appellant.
The sole expert witness to testify stated that he approved of Appellant's decision
(Tr. 194-195). The Marine Superintendent for Ecological Shipping Corp., called by
the government, testi�ed on cross examination that he thought Appellant had made
the right choice (Tr. 124-126)." [825]

It is also important to emphasise the any initial discussions between an expert witness and an
incident investigator must consider the ways in which they are to be paid for their work. It is
clearly unethical to make such payments contingent on the outcome of any analysis.

5. Request a thorough brie�ng. Incident investigators must provide expert witnesses with infor-
mation about the general scope of an investigation. In particular, they must provide experts
with access to any necessary data. It is also important that investigators explain their reasons
for engaging the services of an expert witness. The expert, in turn, must determine whether
they are able to provide the evidence that is expected by the investigator.

6. Know when and when not to `blow your own horn'. It is important for experts to provide the
information that establishes their credibility. For instance, the following quotation comes from
an NTSB investigation into a non-fatal aviation incident. Although the information seems
very plausible, it is impossible to know the basis of this analysis from the report alone:

\According to an expert on the Long-EZ, following a loss of engine power, you must
maintain 
ying airspeed just like a regular airplane, otherwise the canard will stall.
When the canard stalls the aircraft's nose will drop 10 to 30 degrees. After the
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canard stalls, if the control stick is kept fully aft and 
ying airspeed is regained, the
nose of the aircraft will rise." [595]

It would have been far better to state the level of expertise that backs such an assessment.
This does not necessarily imply that every expert ought to be named even in minor incident
reports, although this is good practice. In this case, it might have been suÆcient to state the
number of hours that the expert had completed on this type of aircraft.

7. Don't guess or go out on a limb. It is important for expert witnesses to remember that some
questions defy simplistic answers. In particular, many investigations rely upon evidence derived
from tests that do not provide de�nitive answers. The majority of scienti�c test provide results
that are based on con�dence intervals. This is illustrated by the US Occupational Safety and
Health Administration's (OSHA) use of expert witnesses in assessing the risks of exposure to
1,3-Butadiene (BD). The witnesses provided the following analysis:

\In the Downs study (Ex. 34-4, Vol. III, H-2) the standardised mortality ratio
(SMR) for all causes of death in the entire study cohort was low (SMR 80; p < .05)
when compared to national population rates. However, a statistically signi�cant
excess of deaths was observed for lymphosarcoma and reticulum cell sarcoma com-
bined (SMR 235; 95(The issue of reference population selection is discussed below
in paragraph (viii).) When analysed by duration of employment, the SMR for the
category of all LH neoplasms was higher in workers with less than �ve years employ-
ment (SMR = 167) than for those with more than �ve years employment (SMR =
127). However, neither of these �ndings was statistically signi�cant." [650]

As can be seen, the experts are carefully to note both the problems of determining a refer-
ence population for their epidemiological study. They also state which of their �ndings were
statistically signi�cant and which were not.

8. Don't talk down to the investigator or other colleagues in the investigation. It is important to
note the language that was used by the experts that are cited above. This excerpt assumes that
the readers can correctly interpret the use of statistics and will be aware of some of the control
issues involved in such a study. The tone is of one scientist or engineer talking to another.
Although the previous citation does not show them, it also included numerous footnotes so that
additional details could be obtained if the reader failed to understand some of the points that
were being made. However, such references in turn assume a certain technical background and
scienti�c expertise. This is completely appropriate given the nature of the report. However,
considerable additional care is required when expert witnesses must communicate their �ndings
to groups without more diverse backgrounds. Chapter 14 will introduce a range of techniques
that are intended to address these communications issues.

9. Don't try to be an expert on everything. It is important that expert witnesses know the limits
or bounds of their expertise. Investigators are, typically, aware of the limitations in their own
expertise. This often a primary reason for the use of expert witnesses. It is also illustrated
by the way in which many investigatory agencies deliberately partition the skills that they
require into a number of specialist areas. Sta� develop skills in a subset of those areas. For
instance, the Federal Railroad Administration employs railroad inspectors who investigate
possible breaches of Federal laws, regulations, rules and standards and to conduct and report
on incidents or accidents.

\The Inspector writes reports of �ndings and seeks correction of unsafe conditions
and may be called upon to testify as an expert witness in civil suits. The demands
of these jobs are many, requiring skill in evaluation, fact-�nding, report writing;
comprehension and application of technical and regulatory standards; the ability to
gain the cooperation of individuals and organisations; and knowledge of methods
used in installation, operation, maintenance or manufacturing of railroad equipment
and systems." [236]
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As a result, inspectors are groups around a number of specialisations including track inspectors;
motive power and equipment inspectors; hazardous materials inspectors; operating practices
inspectors. As can be seen, each of these divisions carefully de�nes the scope of expertise for
each of these `professional expert witnesses'. It is important that a similar degree of care is
taken when recruiting free-lance expert witnesses.

10. Never sacri�ce your credibility. This might seem like little more than common sense. However,
it is instructive to spend a little time reviewing the way in which a court treats expert testimony
during subsequent litigation about the course of an incident. For example, the following excerpt
comes from the OSHA review Commission's judgement on an appeal against a decision that
went in favour of the US Secretary of Labour and against the expert opinion:

\Keco's argument against classifying its facility as a `blast-cleaning room' is
based primarily on the opinion testimony of its expert witness, Nicholas Corbo.
We conclude, however, that that testimony is entitled to little weight... In essence,
therefore, Mr. Corbo concluded that Keco's facility was not a `blast-cleaning room'
because it did not have a forced-draft ventilation system. This is not, however, how
the standard de�nes the term. The de�nition in section 1910.94(a)(1)(iv) says noth-
ing about a forced-draft ventilation system. The standard's de�nition is controlling
here. Moreover, adopting Mr. Corbo's de�nition would create an absurdity in the
standard. Section 1910.94(a)(3)(i) sets forth a requirement that `[b]last-cleaning en-
closures [including blast-cleaning rooms] shall be exhaust ventilated in such a way
that a continuous inward 
ow of air will be maintained at all openings in the enclosure
during the blasting operation'. Yet, this standard would be rendered inapplicable to
the unventilated enclosures it forbids if we were to de�ne `blast-cleaning enclosures'
as ventilated enclosures." [644]

Such decisions illustrate the consequences when expert witnesses lose their credibility either
through a failure to apply the relevant standard or through apparent contradictions within the
arguments that they present.

It is possible to add a further requirement that all expert witnesses should \keep a written record of
the supporting analysis that helped in forming particular conclusions". Without this information it is
impossible both to assess the validity of the witnesses conclusions or to replicate their method. This
is a particular problem for the human factors analyses that frequently form part of the secondary
investigation of an adverse occurrence [408]. For example, the following excerpt emphasizes the
problems that high workload can create for aircrews during adverse situations. Here the term is
used colloquially even though there are many more technical de�nitions of the concept [863]

\There can be little doubt, however, that the high workload in the cockpit contributed
to the failure of the crew to notice the abnormally high reading on the No 1 engine
vibration indicator that was evident for nearly four minutes after the initial vibration.
It is, therefore, recommended that the CAA should review the current guidance to air
traÆc controllers on the subject of o�ering a discrete RT frequency to the commander
of a public transport aircraft in an emergency situation, with a view towards assessing
the merits of positively o�ering this important option." [8]

In contrast, the following excerpt from a far less severe incident illustrates how expert evidence
can be backed-up with information about the reconstruction techniques that support particular
conclusions. Here the pilot's workload was assessed in terms of direct observations about what could
and what could not be seen in a similar cockpit under similar lighting conditions. Although it is
possible to argue with the interpretation of `workload' that is being used in this incident report, the
documentation of supporting evidence does provide the reader with a clear interpretation of what
was meant by the human factors analysis in this context:

\Pilot workload was evaluated whilst 
ying an AS 355 along a low-level route at night
in full moonlight conditions. One hour was spent simulating the VFR mode whilst navi-
gating with a half-million topographical chart and stopwatch at between 1,200 and 2,000
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feet altitude. This phase also included an assessment of the ground lighting conditions
in the accident area. A further 30 minutes was spent evaluating handling and navigation
in the IFR mode at 3,500 feet altitude. The following observations were noted. The

ight instruments were well lit, although a variety of lighting installations exist and no
comparison was possible with the accident aircraft. The cabin dome lighting was too
weak for easy chart reading. (The primary function of these lights is to provide back-up
illumination of the 
ight instruments; they were not intended for use as chart reading
lights). When dimmed the dome lights had a yellow tint and the yellow coloured towns
on a 1:500,000 topographical chart could not be easily identi�ed. Minor terrain features
on the chart, depicted in yellow, could not be seen in 
ight due to the yellow tinted light.
The cabin dome light eyeball could be vectored far enough forward to shine on the pilot's
left knee..." [13]

The key point here is that without such supporting information about the analytical methods that
scienti�c and technical experts use during the secondary stages of an incident investigation then
it is highly likely that their �ndings may be questioned during the later stages of analysis. In the
worst case, their results may stand until they are examined during subsequent litigation. Without
necessary information about the method and scope of the expert's techniques then it is highly
likely that their insights will be discredited or rebutted by the evidence of other, equally quali�ed,
professionals.

7.1.3 Replaying Automated Logs

Chapter 6 introduced the problems that arise when attempting to safeguard the automated logs that
are increasingly being used as evidence in the subsequent investigation of adverse occurrences. This
section builds on the previous introduction and goes on to consider the use of these data sources to
yield important insights into the causes of near miss incidents.

It is important to emphasise that the use of data recorders to support incident investigation is not
a new phenomena. The maritime industry has for a long time exploited log books, navigation charts,
bell and engine order logs, course recorders and hull stress meters. However, these traditional sources
of information are being supplemented by more recent developments. These include propulsion and
auxiliary engine computer logs, vessel traÆc service systems, Rescue Coordination Center radio
transmission tapes and Automatic Identi�cation System logs [114]. As mentioned in Chapter 6, this
creates logistical problems for the primary recipients of an incident report. They must safeguard
these diverse information sources and coordinate their collection for later analysis. Fortunately, a
range of marine voyage data recorders have been developed to collate the various measurements that
can be taken on board a vessel. These systems also ensure that they are recorded and protected in
one data store so that they can be retrieved for later analysis. As Brown notes, the usefulness of
these systems goes beyond their role in incident investigation; \ Many companies have already taken
the initiative of installing Voyage Data Recorders (VDRs) not only to obtain data in the event of
an accident or incident, but also to assist in managing their 
eets" [114]. The following paragraphs
summarise the bene�ts of automated logging systems. Particular emphasis is placed on their role
in incident investigation, however, we also consider some of the wider bene�ts that these logging
systems can provide.

Most automated logging systems are introduced to provide investigators with the data that is
necessary during the subsequent reconstruction of adverse occurrences. These devices were initially
deployed to support air accident investigations. However, they have since been installed in a wide,
and ever expanding, range og safety-critical systems. For instance, tachographs are now routinely
used during the investigation of road traÆc incidents:

\(Vehicles) with the electronic tachograph capability graphically show simultaneous
engine and vehicle speed, and show how a vehicle was driven for a 24-hour period. This
function identi�es driver compliance with speed limit changes along routes. It also pro�les
basic driving habits. For example, if the graph shows that the vehicles speed decreased
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suddenly but the engine speed did not, the driver may have been tailgating and had to
slam on the brakes to avoid an accident." [215]

Information from such sources is not simply used to analyse human and system performance imme-
diately before an incident. Records can also be kept to determine whether or not there is evidence
of similar failures over a much longer period of time. They can also be used more pro-actively. For
example, tachograph records can be used to trigger US Department of Transport violation reports
if drivers exceed certain operational limits [215].

As mentioned, automated logging systems have a number of uses. Not only do they record infor-
mation about system performance during potential failures, many of the applications also provide
live output that can be monitored. This provides potential rescuers with direct information about
the events that contribute to an incident:

\Current generation recorders now permit a watchman monitoring distress channels to
instantly play back a distress call without interrupting the recording process, even as ad-
ditional voice or data signals are received. Weak, unintelligible signals can be enhanced
and ampli�ed by signal processing. This allows search and rescue workers to save lives
that might otherwise be lost. Tapeless magneto-optical drive systems provide immedi-
ate playback of data when there is uncertainty concerning the exact message that was
received or transmitted." [222]

This illustrates how automated logging equipment can support secondary investigations long before
the analysis actually begins. By providing potential eye-witnesses with important and accurate
information about the the state of an application, these systems can help observers to more accurately
recall the events leading to a failure. Arguably the most obvious use of automated logging systems
is to validate the testimonies of people who are involved in an incident. The following excerpt cites
an NTSB summary of cases in which rail recording systems were either available to validate the
crew's interpretation of events or were unavailable and the subsequent investigation had to rely on
witness testimony alone. Chapter 6 has summarised the many biases that complicate the task of
interpreting such evidence derived from those who are involved in an incident:

\After reviewing the information from the trains event recorders the Safety Board inves-
tigators determined that the St. Louis Southwestern Railway Company (Cotton Belt)
was lax in enforcing speed restrictions. In the investigation of a 1985 head-on collision
between two Amtrak trains at Astoria, Queens, New York, Safety Board investigators
performed a comparative analysis of the data from the recorders. The recorded train op-
erator activity data was compared to crewmember statements for cab signal indications
and applicable wayside signal indications to develop �ndings in the investigation... The
investigation of a 1989 derailment with the release of hazardous materials from a freight
train near Freeland, Michigan was noted as being hindered by the absence of multi-
event-recorder data. The Safety Boards report stated that train-handling information
was derived from what the train crew stated. The paper-tape-recorded train speed was
of limited usefulness since the manner in which the train was controlled was more impor-
tant than its speed. Vital information, such as quanti�ed braking, throttle manipulation,
and the chronological relationship between power-to-braking and braking-to-power, was
not available". [214]

It is important not to underestimate the practical diÆculties that are involved in using automated
logs to validate eye-witness testimonies. As the previous citation shows, these systems do not always
provide the evidence that is necessary to prove or disprove key aspects of their statements. Simply
recording more data does not always provide straightforward solution. Later sections will identify
some of the problems that can arise in both �ltering and in interpreting the mass of data that these
systems can record. You may be able to determine that the operator did issue a particular command
at a particular moment in time, but no logging system will currently tell you why that command
was selected.

The positive side of automated logging focuses on the use of these records to encourage future
improvements in operator performance and system reliability. This provides another aspect to the
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way in which some organisations blur the distinction between a safety-critical incident reporting
system and a more general approach to quality improvement:

\The Navy uses recording devices as training tools to improve air traÆc control oper-
ations for both ship and shore-based facilities. Operators are given the opportunity to
hear themselves and see the consequences of their actions in replicated scenarios. This
enhances readiness by allowing total system simulation, and by providing both individual
and team training. Managers and commanders can better measure readiness, identify
whether proper operational procedures are being used, and evaluate the outcome of using
those procedures. Recorders o�er the opportunity for students to safely learn from their
mistakes in an unbiased, objective mode."[222]

The same techniques of replay and simulation that are described in this citation can also be used
more directly to support the secondary investigation of an incident. Showing automated logs to
an operator or eye-witness can trigger recollections that might otherwise not form part of their
testimony. There is, however, a danger that such an approach may evoke a form of false memory
syndrome. This is particularly apparent when the automated logs are presented through sophisti-
cated, three-dimensional simulations. For this reason, several organisations have moved to limit the
use of such reconstruction techniques during some stages of incident investigation [423]. Witnesses
should only be shown replays on the equipment that they actually had available to them during the
incident itself. It can be argued that this is an unnecessary restriction. Further work is urgently
needed to determine whether these are valid concerns during the subsequent investigation of an ad-
verse occurrence. However, there is often a justi�able fear that automated logging systems will not
primarily be used as a safety tool. Instead they will be used to monitor employee compliance with
organisational objectives and performance criteria. Later sections will describe how many automated
monitoring systems are deliberately developed so that they can be customised to the requirements
of the companys that buy them. The previous positive comments about the use of these systems
must, therefore, be balanced against their more sinister application:

\Competent personnel love them, while incompetent personnel loathe them. What
better documentation for management to have in an incident than an exact record of
actions that were (or were not) taken. Multi-tiered security systems embedded in the
design of todays naval recorders prevent unauthorised access to the recorded information,
thus preserving the integrity of the data for use in accident investigations or analyses.
Additional features prevent the overwriting of data previously recorded on another ma-
chine. Modern recorders can also be synchronised to a universal time standard such as
global positioning system (e.g., Havequick time). This allows platform-unique data to be
recorded and played back in synchronisation with recording systems in other locations,
thereby improving time-sensitive accident investigations." [222]

The previous paragraphs describe some of the bene�ts that can be obtained both for the sec-
ondary analysis of an adverse occurrence and also more widely in the operation of safety-critical
systems. However, all of these bene�ts depend upon the deployment of the monitoring equipment.
Typically, in spite of the claimed commercial bene�ts, there systems are not widely used unless
they are backed by regulatory requirements. There are notable exceptions, however as usual, these
tend to be companies that already have a high reputation for their safety management systems.
The problems that arise when attempting to introduce reporting systems can be illustrated by the
complex negotiations within the International Maritime Organisation (IMO). The 44th session of
the IMO Sub-Committee on Safety of Navigation considered the adoption of Voyage Data Recorders
(VDR). Several options were considered during this meeting:

\The proposed options include a provision limiting the new requirement for VDRs to
Ro-Ro (roll on-roll o�) passenger ships on international voyages. Other options, which
were submitted by the United Kingdom and supported by the European community, the
United States, Canada, Australia, and New Zealand, require that all new vessels built by
a certain date have a VDR and that all existing vessels install a VDR during a phase-in
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period, which will be at a later date... Some countries opposed the VDR requirement
for all vessels. Japan and others stated that the carriage requirement should apply only
to vessels on international voyages; Panama maintained that the VDR should only be
required on self-propelled vessels." [114]

Coordinating the adoption of automated monitoring equipment is simpler when a single national
regulator has jurisdiction over an industry. However, regulators must still address the problems of
gaining employee trust and of convincing industry that such systems are not an unnecessary burden.
Even once automated logging systems are widely deployed, a host of further problems complicate
their use within the secondary investigation of adverse occurrences. These problems range from
design limitations through to installation issues and the diÆculty of maintaining often complex
digital equipment in potentially `hostile' environments:

\There are no (Federal Railroad Administration) requirements for records to be kept
about recorder system speci�cations, or applicable readout software... While a readout of
the data is required every 92 days for tape-based recorders only, there is no requirement
(for any type of recorder) to test the sensors or other system components or to verify that
accurate data is actually being recorded. Furthermore, under current FRA regulations,
microprocessor based recorders are not required to be readout, tested, or examined unless
the recorder itself indicates a fault from its self-diagnostic test... (These tests) detect
the presence of certain sensors, they cannot test the validity of the signals coming from
the sensors. If an errant axle generator continuously sends a signal representing 0 mph,
the self-test feature will not detect a malfunction. Failures such as this one may never
be detected, because there are no requirements to ever read out, test, or evaluate this
type of recorder. Additionally, self-test features can not detect improper programming
or set-up of the recording system." [214]

The following list builds on this analysis and identi�es a number of more detailed barriers to the
e�ective use of automated logs in the secondary analysis of adverse occurrences. A common thread
running through each of these items is that the installation of particular devices and the protection
of their data in the aftermath of an incident do not provide any guarantee that reliable information
will be obtained about the causes of failure.

Automated recording devices may simply fail to operate. In some ways this simpli�es the in-
vestigators task because they do not have to piece together partially corrupted data. On the other
hand, they are left to determine the reasons why such critical equipment was not being operated.
Chapter 6 provided a number of examples in which data recorders were either sabotaged. It also
described some comparatively rare incidents in which equipment was lost as the result of extreme
forces in the aftermath of an incident or accident. The failure of most data recorders, however, often
stems from more complex causes:

\During normal operation of the system, when aircraft power was applied, the tape
transport would run for 1 minute without recording data to enable di�erent 
ight sectors
to be separated upon replay. The system would then enter standby mode with no tape
motion and the mechanical indicator on the control panel indicating `STBY'. Once the
crew had started both engines, as part of the startup procedure, they would select the
aircraft generators to `ON'. This action would switch the tape transport on, initiating
the recording of data and setting the control panel indicator to `RUN'. From this point
a further 2 minute period was required to allow the Built-In Test Equipment (BITE)
to detect and indicate a system fault. A later item in the checklist required the crew
to ensure that the control panel mechanical indicator was showing `RUN' and that the
BITE fault indication was extinguished. A fault in the track change sensing of the tape
transport of G-ATMI's recorder had allowed the tape to run o� the end of one reel,
become stuck to the tape drive capstan and then wind backwards around the capstan
until it had jammed. Following the engine starts, prior to the accident take-o�, the crew
had selected the generators to `ON', thus setting the FDR system to `RUN'. However,
the CVR recording showed that the checklist item to ensure normal operation of the
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FDR system had been carried out within 1 minute of switching the generators, which
did not allow suÆcient time for the system BITE to detect and indicate the fault in the
tape transport. The position of the control panel on the 
ight deck was such that neither
crew member would have been able to see the fault indication without turning to look
over their shoulder." [17]"

The previous quotation illustrates the care with which incident investigators must investigate the
sources of such failures. Although automated logging systems do not directly contribute to the causes
of an adverse occurrence, their failure jeopardises the investigators ability to accurately identify those
causes.

There are many ways in which automated recording equipment can fail to provide necessary
information about the course of an incident. As we have seen, the design of the equipment may not
record all of the parameters that are necessary during any subsequent investigation. Such problems
are being addressed by the development of an increasingly sophisticated range of digital recording
devices. There are also a number of common technological problems that can a�ect the analysis of

ight data recorders. For example, many recorders fail to deal adequately with information that is
bu�ered in a volatile store immediately prior to any adverse occurrence:

\The Universal Flight Data Recorder (UFDR) takes 
ight data into one of two in-
ternal memory stores, each holding about one second of data. When one memory store
is full, the data 
ow is switched to the other store. While the data is being fed to this
other store, the tape is rewound and the previous second of data is checked. A gap
is left on the tape and the data in the �rst store is then written to the tape, and the
�rst memory store emptied. This whole 'checkstroke' operation takes much less than
one second to complete... Thus the UFDR tape is not running continuously. The tape
�rst accelerates from stationary to 6 inches per second to read the previous data block,
leaves an inter-record gap and then writes the new data block. The tape then slows and
rewinds ready to begin the next 'checkstroke' operation. A total of 0.48 inches of tape
is used to record one block of data and inter-record gap... When power is lost from the
recorder, the data held in the volatile memory which has not been recorded on the tape
is lost. As can be seen from the way in which data is temporarily stored on this UFDR
and then recorded, this can mean that up to 1.2 seconds of data may be lost just before
impact." [8]

The AAIB continue to report similar problems. For instance, the bu�ering of data by a digital 
ight
data recorder led to signi�cant problems for the investigators of a recent loss of control incident [18].
The data bu�er was not crash protected and required electrical power to retain the contents. When
it was replayed, it was also found that the recorder had an undetected fault which resulted in the
random corruption of all parameters over the duration of the recording. The recorder's built-in test
circuitry was incapable of warning the operators about the presence of this particular fault.

Secondary investigations must make the best use of data that is provided by automated mon-
itoring equipment. However, experience with failures in this equipment varies considerably from
industry to industry. The previous problems noted with 
ight data recorders do not seem to have
been such a concern in the railway industry. For example, the following citation describes the
NTSB's experience with these systems:

\The actual recording device itself is seldom, if ever, at fault. In fact, none of the
microprocessor recorders that the NTSB has had tested thus far has ever been found to
have failed, be out of tolerance, or to have malfunctioned." [214]

In contrast, most problems seem to arise from the data supplied to the recording device. Anomalous
or missing data often results from inoperative, incorrectly installed, or out-of-calibration sensors.
Many of the NTSB's concerns about this class of recording system focus upon the quality of main-
tenance that these devices receive.

\The event recorders maintenance and its location within a locomotive were addressed
in the Safety Boards report of the 1996 freight train derailment near Cajon, California.
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The post-accident testing of the microprocessor type of event recorder showed that one
event recorder had a broken wire in the axle generator, as a result of an improper mod-
i�cation, and that another was improperly programmed. In addition, the self-diagnostic
indicators were insuÆcient to fully examine the recording status of the units. The pre-
accident inspections had been inadequate." [214]

Such concerns have complex organisational and regulatory causes. It is unclear whether substandard
maintenance and inspection stem from a perception that these devices are not `essential' for the
actual operation of the railroad. It could also be argued that maintenance problems also stem
from the inherent complexity of the monitoring devices and the relatively fragile nature of some
sensors. Alternatively, better self-test functions could provide operators with a clearer indication
that equipment is not functioning as intended. Further work is urgently required to resolve some of
these outstanding issues.

Current generations of automated data recorders o�er great 
exibility. For example, in the rail
and maritime industries it is possible to con�gure or progam these devices to monitor and record
information about events that are of speci�c interests to the companies that operate them. In avi-
ation this has led to the growth of Flight Data Monitoring (FDM) and Flight Operational Quality
Assurance (FOQA) programs. The growth in the scale and complexity of the devices that support
these initiatives can be illustrated by the increasing number of parameters that are simultaneously
recorded. The �rst generation systems read from 5 to 30 parameters from metal foil storage. More
recent versions of what have become known as Quick Access Recorders, to distinguish them from
accident recorders, now sample from 200-300 parameters [92]. It is hard to underestimate the tech-
nical challenges that these systems can pose. As mentioned, microprocessor recording systems are
typically con�gured to meet the customers speci�c requirements. As a result, it is likely that one
operators requirements will be di�erent form anothers. Additional problems arise because an indi-
vidual operator can change their own requirements over time. Recorder manufacturers also update
and revise system con�gurations as new technology is introduced. Incorrect setup or programming
can lead to certain parameters being recorded incorrectly or not being recorded at all [214].

Problems can still arise even if sensor signals are reliably received by a recording system and
the system is correctly con�gured to receive those signals. In particular, a signi�cant amount of
incident data has been lost in recent years by improper or incorrect handling procedures while the
data is being prepared for analysis. These handling problems take a variety of forms. For example,
recording media have been placed too close to strong electro-magnetic sources. They have also been
placed in direct sunlight and even accidentally immersed in water so that even relatively resilient
housings have been compromised after the equipment has been removed from the system that is being
monitored. Further problems have arisen during the process of transferring data from a primary
recording medium to a secondary or back-up source:

\When the copy tape was �rst replayed it yielded 60% bad data, making analysis of
the readout diÆcult, and it was not possible to determine whether this data contained
the landing. This copy tape was then replayed by AAIB using both the original Copy
Recorder and the AAIB replay facilities, and this yielded 95% good data for the incident.
Analysis showed that this data ended when the aircraft touched down, giving incident
data for 116 seconds additional to that recovered directly from the Universal Flight Data
Recorder (UFDR). The copying process appeared to have repositioned the tape in the
UFDR incorrectly after the down load, allowing the �nal approach data to be overwritten
by the engine ground runs." [12]

Fortunately in this incident, the primary source was uncorrupted and the analysis could proceed as
planned. However, such incidents reinforce the point that simply gathering and recording data does
not guarantee that it will survive in an uncorrupted form until an eventual analysis.

The increasing 
exibility and capacity of the recording systems that can support incident analysis
also raises further problems for the interpretation of the data that they collect. Increasingly, these
problems are being addressed by a range of sophisticated reading tools that provide and visualisation
capabilities:



196 CHAPTER 7. SECONDARY INVESTIGATION

\The Decision Support System is a uniquely designed relational database system
that allows for extraction of information such as what-if and queries of a large number
of events stored in the system. FOQA II uses high �delity visualisation and simulation
whenever feasible, to display a situation or an analysis. Visualisation is 3-dimensional.
The Visualisation and Simulation can be used to display and replay Allied Signal En-
hanced Ground Proximity Warning events using a photo realistic terrain database." [92]

Later sections will consider the use of simulation and visualisation techniques to support incident
analysis. For now it is suÆcient to realise that di�erent con�gurations will be required so that any
reader can correctly interpret the di�erent con�gurations of recording devices: As a result; \a record-
ing system installed on a particular operators locomotive requires a readout program that is unique
to that operator" [214]. If a similar recording system were to be installed on another operator's
rolling stock then there is a good chance that it would require a di�erent readout program. Some
rail recorder manufacturer support more then 50 di�erent con�gurations, each requiring di�erent
software to properly extract the data. If a recorder is analysed using an incorrect or outdated reader
then it is likely that some of the resulting data will be corrupted.

Chapter 5 brie
y outlines the bene�ts of automated logging systems as a means of monitoring
performance and, thereby, detecting potential incidents. This chapter also described the personal,
social and organisational barriers to the introduction of these devices. Chapter 6 went on to identify
the problems that occur when primary recipients have to safeguard automated logs in the aftermath
of an incident. They must protect systems from deliberate sabotage. They must also prevent the
inadvertent damage to logs when there are considerable pressures to resume operation. On looped
recording devices, they must intervene ensure that critical data is not over-written. This section has
focussed on the challenges that arise once data has been retrieved in the aftermath of an incident.
Technical problems in the con�guration of sensors, of the recording media or of playback devices
can corrupt automated logs. In particular, installation and maintenance problems can reduce the
e�ectiveness of these devices as reliable sources of information about the causal factors behind
adverse occurrences .

7.2 Gathering Evidence about Consequences

The previous section argued that these are mutual dependencies between the search for evidence and
the formation of causal hypotheses. The search for evidence is often guided by hypotheses about the
root causes of an incident. This evidence, in turn, helps to re�ne preliminary hypotheses. This is
only on aspect of the situation that confronts many incident investigators. The previous de�nitions
of contextual factors, contributory factors and root causes looked at the events which occur before
an incident. However, evidence about these events can often only be obtained by looking at the
events immediately after an adverse occurrence. From the previous argument, this implies that
causal hypotheses are e�ected both by evidence about those events that contributed to an incident
and by those events that occurred as a consequence of an incident. For example, a recent NTSB
report found that metal fractures could only have been caused by a container being loaded on top of
a `foreign object' as it was installed on a railcar. There was no direct evidence of the foreign object
but it was argued that such a cause is the only explanation for the consequences that were observed:

\Investigators found that the cracks discovered in Thrall cars were not related to
car age, mileage, service pattern, maintenance, or previous repairs but to stress forces
caused by the presence of a foreign object on the 
oor of these cars. The UP inspections
of Thrall cars that ultimately prompted EW-161 provide additional evidence of this
phenomenon. Further, inspections of 1,653 cars still in service since EW-161 was issued,
in December 1997, have resulted in the repairs of 27 Thrall double-stack container cars,
all of which had damage due to foreign objects. No evidence suggests that any of the
weld failures found by the FRA or during the EW-161 inspections were the result of any
other condition or phenomenon. Therefore, the Safety Board concludes that a direct
causal relationship exists between the misloading of a loaded container on top of a hard
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foreign object and the weld failures at the 
oor shear plate to bulkhead bottom angle on
Thrall 125-ton deep-well double-stack cars." [612]

This quotation illustrates many of the complexities that arise during the secondary investigation of
adverse occurrences. Firstly, the lack of direct evidence for the foreign object forces the investigator
to form and test a number of alternative hypotheses. The report tells us that the cracks were not
related to car age, mileage, service pattern, maintenance etc. Although the report does not inform
us of the techniques that were used, the reader must assumed that considerable e�orts were made
to obtain the necessary evidence to eliminate these possible alternatives. We are then left with the
hypothesis that a foreign object caused the weld failures. This illustrates another form of causal
reasoning which is similar to the counterfactual approach of Lewis. The previous quotation provides
an example of a more general form of argument known as `reductio ad absurdum'. This proceeds
by assuming the opposite of the thing that you want to prove. In this case, we assume that the
fractures were caused by the age of the car or by mileage. The investigator then looks for evidence
to show that it is impossible or irrational to believe these alternative hypotheses. For example, by
showing that the car was only three years old or that it had done signi�cantly less miles than other
comparable cars. By eliminating all of the alternatives and by proving that it is incorrect to assume
otherwise, you indirectly provide support for the thing that you want to establish.

7.2.1 Tracing Immediate and Long-Term E�ects

The secondary investigation of the consequences of an incident is not simply intended to gather clues
about the root causes of an adverse occurrence. In many cases, this information is used to assess
the severity of the incident. Chapters 1 and 2 have introduced the problems associated with any
estimate of the potential `cost' of an incident. However, a qualitative estimate of the consequences
of an incident can be given by some (qualitative) function of the proximity to a particular event and
the losses associated with that event. The severity of an incident is most easily assessed when there
are objective physical measures these values. For example, the nearness to a airspace collision can
be measured in Cartesian space. The consequent loss associated with that event can be represented
by the number of lives that are threatened by such a collision. These criteria were used to calculate
that the following incident should be ranked as a category C air proximity violation:

\Shortly afterwards, the Mentor heard the Air Arrivals controller announcing that
he had turned SAB 603 onto 310 degrees and immediately informed him that a British
Airways aircraft, callsign BAW 818, was also airborne on a 'Brookmans Park' SID. The
two controllers then instructed their respective aircraft to alter heading and noted from
their Air TraÆc Monitor (ATM) screens that the two aircraft symbols were very close.
Subsequent calculations revealed that the minimum separation was 200 feet vertically
and 0.16 nm horizontally when the highest aircraft was at 2,400 feet agl. All the 
ight
crews involved in the incident complied fully and correctly with ATC instructions. At
the time of the incident, both SAB 603 and BAW 818 were in cloud and none of the crew
members in either aircraft saw the other." [15]

This incident is relatively straightforward. The air traÆc controllers' who contributed to the incident
were almost immediately made aware of the consequences of their actions. This simpli�es any
secondary investigation because the individuals who are involved in an incident can help to piece
together the events both before and after an adverse occurrence. This task is made far more diÆcult
when the individuals and teams that contribute to the causes of an incident, have little or no idea
about the impact of their actions. Such incidents are particularly incidious. There is a danger
that the groups who contribute to an initial failure will not alter their behaviour unless they are
made aware of the consequences of their actions. These sorts of failures are typi�ed by maintenance
incidents. Two frequent scenarios reappear in the incident reports that are submitted in many
di�erent industries. In the �rst scenario, engineers fail to correctly reassemble some sub-component
that is then placed in service for a prolonged period of time. This component might fail at any time
given the presence of some catalytic event. The maintenance problem is only identi�ed during the
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next scheduled maintenance interval when the original engineer might have incorrectly assembled
many other devices [502]. The second scenario is illustrated by the following example. In this
incident, maintenance procedures are not completed. As a result, there is a system failure and an
accident is only avoided by a number of fortuitous circumstance:

\Following an indicated loss of oil quantity and subsequently oil pressure on both
engines, the crew diverted to Luton Airport; both engines were shut down during the
landing roll... The investigation identi�ed the following causal factors: 1.The aircraft
was presented for service following Borescope Inspections of both engines which had
been signed o� as complete in the Aircraft Technical Log although the HP rotor drive
covers had not been re�tted. 2.During the Borescope Inspections, compliance with the
requirements of the Aircraft Maintenance Manual was not achieved in a number of areas,
most importantly the HP rotor drive covers were not re�tted and ground idle engine
runs were not conducted after the inspections. 3.The Operator's Quality Assurance
Department had not identi�ed the non-procedural conduct of Borescope Inspections
prevalent amongst Company engineers over a signi�cant period of time." [12]

This separation of causes from consequences creates considerable problems for investigators. They
must work backwards from the aftermath of an incident to assemble the evidence that will eventually
identify and explain the root causes of failure. The following quotation provides a further example
in which the causes of an incident are separated from its consequences. In this case, medical sta�
initially had no idea that a syringe had been �lled with the wrong drug. Only `in retrospect' were
they able to test the device and piece together the causal sequence that caused the problem. This
example also illustrates how such a separation also creates immediate problems for the sta� who
must respond to the consequences of any failure:

\Unknown nurse prepared `ephedrine' labelled syringe the day before and left in OB
operating room for emergency use, as was the usual practice at this hospital. On day of
surgery patient had hypotension after spinal, we gave `ephedrine' syringe and had inter-
mittent unusual responses of severe ectopy, tachydysrhythmia, hyper and hypotension.
There was delayed recognition that the `ephedrine' syringe may have been the problem
because patient had some more benign ectopy and tachycardia prior to giving `ephedrine'
and after giving `ephedrine' the response was intermittent not immediate and lasting.
Post op patient had small MI but is in no way impaired and otherwise �ne and baby
is �ne. In retrospect the syringe became suspect and was tested and found to contain
epinephrine rather than ephedrine." [755]

It is important to realise the impact that such situations can have upon the individuals who are
involved. The nurse may well have realised that they could be implicated in any subsequent in-
vestigation. This can create considerable personal distress. An individual sense of guilt can be
exacerbated when the sta� who are involved in the causes of an incident cannot help to mitigate its
consequences [7]. Instead, they must rely upon the skill and knowledge of their colleagues to rectify
an adverse situation. Previous chapters have emphasised the complex, systemic causes of failure. It
is interesting to note, therefore, that this voluntary, anonymous incident report focuses on the ac-
tions of a single nurse. It ignores the managerial and organisation issues surrounding the preparation
of a labelled syringe on the day before the procedure. These issues were, however, commented on by
a number of anaesthetists who responded to the original incident report. The separation between
causes and consequences also raises a number of more complex organisational issues. There can be
a delay while investigators attempt to re-establish the causal chain that links the consequences of
an incident to its root causes. This creates an interregnum in which organisations can suppress or
destroy evidence. They can prepare a legal defence or may even take precipitous action to forestall
legal action, such as sacking individual members of sta� [701].

The secondary investigation of an incident must monitor and record the consequences of any
adversed occurrences. These consequences help to assess the criticality of the event. They can help
to identify causal factors. This, in turn, helps investigators to ensure that the individuals, systems
and organisations who are involved in a failure are ultimately informed on the consequences of their
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interaction. However, the investigator's tasks are further exacerbated when the consequences of
an incident develop over a prolonged period of time. Air proximity incidents are relatively simple;
any consequent loss of separation can be measured relatively quickly after it has occurred. Other
incidents are far more complex. In particular, it can be extremely diÆcult to predict the long term
consequences of medical incidents in which quality of life must also be considered:

\We performed continuous spinal anaesthesia for femoro-crural bypass surgery. Dur-
ing the operation the patient had no pain, but was still able to move her legs... Towards
the end of the operation, with regard to postoperative analgesia, we wanted to give in-
trathecal morphine. But instead of 0,1mg as intended, an overdose of 1,0mg morphine
was injected together with another 5 mg of hyperbaric bupivacaine. The error was im-
mediately detected. SpO2 remained at 98% with 4l/min nasal O2. Naloxone 0,08mg IV
was given, followed by a continuous infusion (initially 0,2mg /h, then decreased accord-
ing to clinical symptoms). The patient stayed in the Post-Anaesthesia Care Unit for the
next 18 hours. During this time there occurred no respiratory complications. A slight
pruritus and a 12 hour amnesia, were the symptoms experienced by the patient. She was
informed about the incident and satis�ed with the outcome." [755]

The causes of this adverse occurrence were determined `immediately'. However the consequences re-
quired careful monitoring for at least eighteen hours after the event. It is diÆcult to underemphasise
the importance of such incidents for the medical community. Recent recommendations, such as those
contained in the Institute of Medicine report [453], make it clear that there must be longer-term
monitoring of the clinical outcomes of adverse occurrences. In particular, the point has been made
that it may not be possible to predict the long term outcome on the basis of an initial post-operative
assessment. Such arguments have also been expended into more general suggestions to expand the
scope of clinical monitoring to increase the detection of clinical incidents. Not only must we assess
the outcome of adverse occurrences on those patients that we know have su�ered from inadequate
care but we must also monitor the outcomes for a wider group of patients in order to improve our
detection of those incidents.

This section has focussed on the geographical and temporal distances that separate the causes
of some incidents from their consequences. It has been argued that this complicates the secondary
investigations that must trace the complex relationships between precursors and outcomes. How-
ever, the previous examples have illustrated relatively simple cases. There are further pathological
incidents in which causal events have occurred years before other organisations have su�ered the
consequences of failure. For example, the Watford Junction railcrash took place in August of 1996
[348]. The original signaling that was a contributory cause to the accident had been completed and
commissioned between May and June 1993. Between November 1994 and the time of the accident,
the HMRI made a number of attempts to arrange an inspection of the site without success [421].
The wording of a Railway Signaling Standard (SSP 20) was imprecise. This led to a speed restriction
sign being placed in an inappropriate position, which gave confusing information to the train driver.
This standard had been drafted and reviewed long before the accident occurred or the signaling was
installed. Such a timespan creates incredible problems for secondary investigations. The companies
and individuals who contributed to the design, development and maintenance of particular compo-
nents may no longer be employed to support existing systems. Documentary evidence about those
components may only exist in fragmentary form. As the interval between the root causes of an
incident and its eventual consequences increases, there is a corresponding increase in the importance
of poor safety management and weak regulation as contributory causes. These organisations, in
theory, should have had ample time to detect a problem and resolve it before the incident occurred.
This is not as easy as it might seem, especially if regulatory organisations are involved in the initial
decisions that create the root causes of an incident. For example, the following citation described
how federal authorities partly �nanced a signaling system that was not ultimately supported by an
adequate safety case:

\The CSX Transportation (CSXT) and Maryland Rail Commuter (MARC) had op-
erational reasons to modify the Brunswick Line signal system: improve passenger safety
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and freight train operations by changing the method that CSXT dispatched and moni-
tored trains, upgrade the system capacity to operate more trains with increased peak and
midday service, increase the MARC labor and equipment productivity, and reduce the
CSXT operating costs. Identi�able improvements, such as total trains, traincrew use,
cost savings, and Centralised TraÆc Control (CTC) operations, could be quanti�ed and
measured; however, the signal system modi�cations did not address the overall safety
of the signal system for traincrew use... The Safety Board concludes that Federal funds
granted for the signal modi�cations on the CSXT Brunswick Line to accommodate an
increase in the number of MARC trains did not ensure that the safety of the public was
adequately addressed. Therefore, the Safety Board believes that the Federal Railroad
Administration (FRA) should require comprehensive failure modes and e�ects analy-
ses, including a human factors analysis, for all signal system modi�cations and that the
Federal Transport Administration (FTA) should revise the grant application process to
require the same such analyses be provided for all federally funded transit projects that
are directly related to the transport of passengers." [596]

The previous paragraphs have described how it is important for the secondary investigation not only
to gather evidence about the causes of an incident but also to monitor the consequences of any failure.
The outcome of an adverse occurrence provides investigators with important information about its
criticality. It can also help to ensure that all of the parties who contribute to an adverse occurrence
are identi�ed and informed about its impact upon application processes. Finally, it is important to
investigate the consequences of an incident because this helps to determine its criticality. There is
an important caveat to this last point that we have not raised in this chapter. In particular, we
will see in Chapter 10 that the risk assessments that are derived from particular incidents need not
mirror the actual consequences of an adverse occurrence. For example, some organisations adopt
the policy of assuming the `worst plausible outcome' . As a result, some Air TraÆc Management
providers assume that if aircrews detect and resolve an air proximity violation then that incident
should be treated as if the aircraft had collided because controllers failed to actively intervene to
prevent a potential accident [423].

7.2.2 Detecting Mitigating Factors

The previous section has described how some of the consequences of an incident can be separated in
time and place from the immediate events that lead to an incident. As a result, it can be diÆcult for
investigators to fully assess the outcome of an adverse event until some time after it has occurred.
This section investigates a number of further complications that frustrate secondary investigations.
In particular, it identi�es ways in which the intervention of operators and automated systems force
investigators to consider alternate hypotheses about the consequences of an incident without these
mitigating factors. This represents a particular extension of Lewis' counterfactual arguments [490].
We summarised his approach to causation by stating that that `if some event had not occurred as it
did then the accident would never have occurred'. Consequence analysis often takes the form of `if
some mitigating event had not occurred as it did then the accident would have been far worse'. As
can be seen, therefore, mitigating actions can be though of as a form of complement to the causal
actions that lead to incidents and accident.

The following incident illustrates the way in which sta� and automated systems often have the
opportunity to detect an adverse occurrence and intervene to mitigate its e�ects. If the sta� had
monitored the set up of the heating blanket or if they had inspected the patient's legs during the
operation then the burns might have been avoided. This form of incident represents the simplest
case for consequence analysis because it is diÆcult to see how the outcome could have plausibly been
much worse given the particular heating system that was involved:

\After surgery, burns on the foot, posterior calf, and posterior medial thigh were
noted. Surgery was lengthy. Burns are second degree, requiring at this point, topical
treatment. Blistered areas are 1 X 2 cm. (foot), 4 x 8 cm. (calf) and 3 x 5 cm. (thigh).
Due to the size of child, he was placed on top of the blanket with the nozzle between his



7.2. GATHERING EVIDENCE ABOUT CONSEQUENCES 201

legs. The company believes the leg was too close to the nozzle, which protrudes 10 cm.
into the blanket, and the hot nozzle/hot air burned the skin." ([272], Report Number
9681384-1997-00016).

As mentioned, however, the identi�cation and analysis of the potential consequences of any incident
can be complicated by the ways in which operators or safety systems intervene to mitigate the worst
e�ects of any failure. Of course, these fortunate interventions help to avoid accidents and more
serious incidents. However, they force investigators to consider a large number of hypothetical worse
case scenarios in which operators and systems did not intervene to mitigate the failure. Again, there
are many incidents in which this is can be relatively straightforward. For example, the worst case
in the following incident is clearly that the patient could have died if the sta� had not been able to
o�er e�ective cardio-pulmonary resuscitation (CPR) in time:

\At 12:50 pm Charge Nurse entered patient's room. Patient was dusky in colour and
without vital signs. Ventilator and alarms not sounding. Ventilator circuit observed to
be disconnected from TRACH, ventilator producing air however pressure alarm did not
sound. Circuit reconnected to TRACH, then removed to initiate manual ventilation and
CPR. After circuit disconnected for CPR alarms sounded in approx 5 seconds." ([272],
Report Number 221768)

The potential consequences of many incidents are, however, often less clear-cut than this example. At
the extreme, an investigator might consider that an apparently minor incidents could have `snow-
balled' into a major accident involving a signi�cant loss of life. Although this might seem to be
nonsensical, it is important to remember that many major catastrophes have apparently simple root
causes. The match that triggered the Kings Cross �re [247] provides an example of this. Several
investigations into previous �res on the London Underground failed to understand the potentially
disastrous consequences of such events. Partially as a result, safety managers focussed on putting
out those �res that did occur rather than trying to eliminate the potential for a �re to start. The
following incident provides a further example of this problem. The ingestion of 
ying insects into
a vent tube forced the crew of a commercial airliner to glide towards the nearest runway. This
relatively simple problem could have had disastrous consequences. The key point here is that the
organisation concerned, like the London Underground, still failed to predict these consequences even
though a number of similar failures had previously been reported:

Fuel at time of departure was 56 gallons, of which 40 was in the tip tanks... Climbed to
cruise altitude of 5,500 feet MSL, leveled o�, turned o� boost pump. Engine lost power
about 1-1/2 minutes (estimated) after changing tanks... Established glide to nearest
airport and commenced restart procedure...and declared emergency. Engine restarted
at 500 feet AGL on short �nal... Landed without incident, with full power available...
Cause of engine-out was determined by mechanic at FBO to be "leaf roller" (
ying
insect) debris packed into right tip tank vent tube, totally obstructing air 
ow in the
vent. Tank vents...open to air at a point under the wing attachment point. There are no
screens on the vent openings. The vent was cleared, and the left vent checked and also
cleared of similar debris (although not completely closed), and the aircraft was returned
to service..." [61]

There are many reasons why the secondary investigation of an incident report must gather evidence
about mitigating events. Not only does this provide important information about potential `worst
case' scenarios using an extension of Lewis' counterfactual arguments, evidence about the defences
that protect safety-critical systems. As we have seen, human operators and automated systems are
often designed to provide `defence in depth' so that if one fails to protect an application then another
may successfully intervene. However, Reason argues that many incident have multiple root causes
that together may combine to defeat safety measures [701]. As a result, it is imperative that we learn
as much as possible both not only about those defences that succeed but also about those defences
that fail to o�er the intended protection during particular incidents. For example, the following
incident illustrates a situation in which a warning display in the cockpit was able to back-up the
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human surveillance of the cabin sta�. It also illustrates how fortuitous circumstances, in particular
the availability of additional company personnel on-board, often help retrieve adverse situations:

\At FL330 had momentary [warning] message `Door Left Aft Cabin,' meaning door
2L was not fully latched. Message cleared itself, then reappeared. (Got message a total of
4 times.) Contacted purser to have her ensure no one was tampering with door. She said
there was a female passenger who had been acting very strangely since leaving [airport]...
Through an interpreter...passenger admitted to having attempted to open door. [Crew]
found 2 [company] pass-riders and had them sit with/watch over passenger for remainder
of 
ight. Contacted company and asked for 
ight to be met by the FBI." [58] .

This section has used examples of a number of mitigating factors to illustrate the problems that
can arise if investigators are both to assess the potential consequences of an incident and determine
what factors combined to preserve the safety of an application. These accounts have been selected
because they are each relatively simple. However, the investigators task can become considerably
more complicated. For example, the following quotations describe a situation in which the crew of
a merchant ship actively intervene to prevent an accident. However, by gathering evidence about
the ship and their actions the investigator concludes that their immediate actions had the potential
to exacerbate rather than mitigate the incident. This assessment is made even more complex by the
fact that the ship and its crew survived both the initial incident and the immediate intervention.
The incident began when a load of nickel ore became saturated, settled and started to shift to port.

\At 2200, or a little before, Padang Hawk suddenly developed a 15 degree list to port.
The master, who was in his cabin, immediately went to the bridge and joined the second
mate and lookout. The master altered course from 265 degrees to 295 degrees to bring
the wind and sea on to the port quarter and reduced the engine revolutions from 110
RPM to 100 RPM... The master decided to ballast starboard side tanks to correct the
list. Numbers 3 and 5 starboard topside tanks were �lled... At 0145, the master received
a reply from the vessels owners advising him to use double bottom tanks to correct the
list. The message noted that countering lists by using topside tanks had caused vessels
to capsize and it continued: `Although your vessel is having very high GM due to dense
cargo, still high risk of cargo shifting to one side with the roll is high'... The cargo hold
bilges were pumped at regular intervals throughout the day. The disposition of ballast
was adjusted in accordance with the advice from the owners...

[Investigators analysis] While recognising the circumstances and the imperative to right
the ships list, the master took a signi�cant risk in ballasting the vessel, by adding weight
centred high and outboard with an accompanying free surface, without �rst checking the
likely e�ect on the vessels stability. Although the master was correct in his assessment
of the stability, there was a risk of far worse consequences for the vessel and crew,
should his intuitive judgement have been faulty. It would have been prudent to use the
available resources to calculate the stability of the vessel for all of the conditions prior
to transferring any ballast."

This incident begins to illustrate the full complexity involved in both collecting and interpreting
evidence about the mitigating factors that in
uence the development of any incident. The crew
intervened in numerous ways to reduce the likelihood that their vessel would be lost. Some of
those actions were correct, such as altering the course of the vessel to bring the wind and waves on
the port quarter. Other actions were incorrect, most notably the decision to move ballast without
�rst ensuring the stability of the ship. These distinctions re
ect what Mackie calls the singular
causes of conditions that characterise particular events [508]. DiÆculties arise when investigators
must move beyond these speci�c observations to assess the potential severity of an incident without
such interventions. Similarly, it is far from simple to determine what might have happen in future
situations in which the crew did not perform in the manner described above. One means of reducing
this uncertainty, and of supporting other aspects of secondary investigation, is to draw upon evidence
from a number of similar incidents.
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7.2.3 Identifying Related Incidents

This chapter has described a number of complex tasks that must be performed during the secondary
investigation of an adverse occurrence or near miss incident. Many of these tasks are intended to help
gather the evidence that will eventually support a causal analysis of `failure'. Previous sections have
argued that ultimately this analysis must look beyond the singular causal factors that contribute
to a particular occurrence. Any recommendations should ideally address the more general causes
that might lead to similar consequences. In order to do this it is important that investigators gather
evidence about similar incidents that may have already occurred. In particular, they must determine
whether the singular causes of an adverse occurrence now form part of a wider pattern of failure.

Unfortunately, it can often be diÆcult to identify common trends in incident reports. Issues of
con�dentiality and privacy often make organisations reluctant to share information about incidents
and accidents. For example, a recent meeting of European air traÆc service providers identi�ed a
number of common concerns over the impact of that TCAS advisories have upon their ability to
sustain safe separations in congested airspace. Aircrews have over-reacted to TCAS warnings; by
performing sudden ascents or descents that have infringed on the airspace of other aircraft creating
a knock-on e�ect that can be diÆcult to counter. Information about a range of similar incidents was
passed informally amongst a group of friends from di�erent national providers during a break rather
than through any systematic exchange programme. There may of course be information about other
similar incidents that is never passed on and so cannot inform the secondary investigation of future
adverse occurrences. If anyone is in doubt about this it is instructive to compare the NTSB's report
in the collision between a Maryland Rail Commuter and an AMTRAK train [596] with the events
leading to the Watford Junction [348] and Ladbroke Grove accidents [351].

A range of further problems prevent investigators from establishing whether an incident forms
part of a wider trend. For instance, it can be diÆcult to ensure that similar events are investigated,
analysed and documented in a consistent manner. This is con�rmed by both empirical studies and
by the more theoretical models of causal analysis. Mackie's notion of a causal �eld, mentioned
above, implies that di�erent investigators may identify di�erent disturbances in the normal state of
a�airs [508]. This, in turn, can lead them to recognise and diagnose di�erent elements of a causal
complex as being salient to a particular incident [508]. Empirical work to back-up this analysis is
provided by Lekberg's study of investigator `biases' [484]. As mentioned in Chapter 3, she showed
that di�erent investigators will identify di�erent causal factors within the same incident depending
on their previous training and experience. This has profound consequences. If, for example, an
investigator were looking for similar incidents in which crew coordination were a causal factor then
there is no guarantee that other investigators would have diagnosed this as being signi�cant even
if it had indeed taken place. Chapter 10 will introduce a range of analytical techniques that have
been proposed to reduce the impact of this problem. For now it is suÆcient to understand that such
individual di�erences between investigators may compromise their ability to determine whether or
not a particular incident forms part of a more general pattern.

Problems of scale also complicate the task of identifying similar incidents. As mentioned in
previous chapters, the ASRS was established in 1976 and now receives an average of more than 2,600
reports per month. The cumulative total is now approaching half a million reports from pilots, air
traÆc controllers, 
ight attendants, mechanics etc. Similarly, the FDA's Centre for Devices and
Radiological Health's Medical Device Reporting program forms part of a collection of well over
700,000 incidents. Later chapters will introduce a range of innovative technological solutions that
are being recruited to support these tasks. In contrast, the remainder of this section looks at a
range of more straightforward organisational and managerial techniques that can help investigators
to identify similar incidents and common concerns. Fortunately, in some cases it is relatively easy
for investigators to determine a pattern of failure. Similar incidents may occur in the same place and
within a relatively short-period of time. Under such circumstances, it is readily apparent to many
of the individuals who are involved in operating a systems that they may have to address common
problems in two or more incidents:

\Two similar serious incidents were noti�ed to the Air Accidents Investigation Branch
(AAIB) at 0630 hrs and 0740 hrs respectively on 6 June 1998, and the investigation



204 CHAPTER 7. SECONDARY INVESTIGATION

commenced the same day... The two serious incidents occurred as each aircraft was
making an instrument approach to Runway 08 at Ronaldsway Airport, Isle of Man.
Both aircraft were using the Isle of Man VHF Omni-Directional Radio Range beacon and
associated Distance Measuring Equipment for lateral navigation and distance information
respectively. During the course of each of the approaches, each aircraft descended very
signi�cantly below the speci�ed descent pro�le while over the sea to the west of high
ground at the Calf of Man and Spanish Head. There was extensive low cloud in the
area at these times and in both cases initiation of a climb to avoid possible collision with
the high ground occurred once the surface and coastline had been sighted by the pilots
involved." [19]

In other cases, organisations may take speci�c measures to monitor incidents that occur in the same
physical location over a more prolonged period of time. This approach has been actively exploited
by a number of road traÆc management organisations. Sections of road are categorised according to
the number and severity of accidents that occur over them in a �xed period of time. Those sections
with the worst record are then subjected to an additional level of scrutiny. For example, there may
be a detailed analysis of the causal factors behind those incidents that occur on that stretch of road.
This analysis and the record of previous incidents help to direct and justify subsequent expenditure
on additional safety measures:

\The junction, near the Lincolnshire Showground, has one of the worst accident records
on the A15 between Lincoln and the county boundary. Options for its improvement
include a roundabout or staggered junction. It is hoped work could start next �nancial
year. The recommendation for the scheme was made in a safety study commissioned by
the Highways Agency in response to the considerable number of road traÆc accidents
on the A15 in recent years... In the three year period up to 31 May 1998, there were six
fatalities on the stretch of A15 covered by the report, 10 serious injuries and 39 slight
injuries." [358]

By identifying common causes behind particular incidents, it is possible to justify additional expen-
diture on more detailed, comparative studies. These investigations might be harded to justify on
the basis of individual failures. This approach is exploited by the NTSB. Special investigations are
commissioned if investigators identify common causes or consequences in the incidents that they
report on. In many instances, these reports simply con�rm the initial suspicions that were raised
during the initial investigations. However, the additional resources that are invested in these more
detailed studies can also reveal more unexpected �ndings about the potential consequences of a fail-
ure. For instance, a recent report demonstrated that cable breakages caused by excavation activities
threatened safety in a number of di�erent industries. This was not an unusual �nding. However,
the potential impact on US air traÆc management was not previously appreciated by many other
service providers:

\Network reliability data, compiled since 1993 by NRSC, show that more than half
of all facility outages are the result of excavation damage (53 percent), and in more
than half of those cases (51 percent), the excavator failed to notify the facility owner or
provided inadequate noti�cation... The Federal Aviation Administrations (FAA) study
of cable cuts in 1993 documented 1,444 equipment outages or communications service
disruptions resulting from 590 cable cuts nationwide over a 2-year period. The majority
of cable cuts were related to construction and excavation activities. For 1995, the FAA's
National Maintenance Control Center documented cable cuts that a�ected 32 air traÆc
control facilities, including �ve en route control centers. Cable cuts for the �rst 8 months
of 1997 a�ected air traÆc control operations for a total of 158 hours." [598]

Previous quotation have shown how regulators, such as the UK Highways Agency, and investigatory
agencies, such as the NTSB, will monitor the common causes and consequences of adverse occur-
rences. The independent reporting agencies that operate many voluntary reporting systems will
also undertake this form of analysis. For example, the ASRS uses three distinct publications to



7.2. GATHERING EVIDENCE ABOUT CONSEQUENCES 205

communicate the concerns that are raised within the aviation community. More than 85,000 copies
of the CALLBACK newsletter are distributed directly to employees within the aviation community.
This includes excerpts from ASRS incident reports with associated editorial comments. It can also
contain summaries of ASRS research studies and related aviation safety information. In contrast,
DirectLine and the Operation Issues Bulletins are entirely devoted to more sustained investigation
about the common causes of adverse occurrences. Although the distinction becomes slightly blurred,
the Bulletins cover more immediate concerns whereas DirectLine focuses on incidents that may have
arisen over a longer period of time. For instance, the following excerpt shows how DirectLine provides
explicit information about common causes, and consequences, in communications failures involving
General Aviation (i.e., private pilots):

\A recent survey of the Aviation Safety Reporting System (ASRS) database on in-
cidents involving General Aviation (GA) aircraft revealed that one third of the GA
incidents were associated with communications diÆculties... Confusing, erroneous, or
misleading statements were the leading type of instructor communications anomaly (30
percent of citations). Delayed or withheld communications by instructors were the next
most frequent instructor anomaly (16 percent of citations), and a leading cause of de-
layed or inappropriate actions on the part of trainees. It is a common technique of 
ight
instructors to allow the trainee to make mistakes in an attempt to develop independent
actions and observe the trainee's level of awareness. However, especially during IFR
operations, or when compliance with an ATC directive is doubtful, corrective verbal
comments by the instructor have a signi�cant impact on 
ight safety." [228]

Previous sections have argued that investigators gather evidence to help validate their initial hy-
potheses about the causes of an incident. Information about previous events can provide additional
information to guide this validation process. However, there is a danger that beliefs about the causes
of a particular incident will be biased by preconceptions about similar incidents. There is also a
danger that investigators may diagnose common causes even if two incidents have similar conse-
quences. This is problematic because many di�erent causes can potentially contribute to the same
set of outcomes. In spite of these dangers there are, however, considerable bene�ts if investigators
are encouraged to identify common causal factors between similar incidents. This can help to in-
crease the consistency of analysis between investigators. It can help to ensure that similar measures
are taken to address the common causes of failure. This, in turn, helps regulatory agencies to de-
termine the success or failure of remedial measures. Such monitoring becomes far more complex if
each incident is treated as an individual instance of failure. As a result, many regulatory agencies
explicitly encourage these generalisations by publicising common causes and remedies for incidents
and accidents:

\THE PROBLEM:
Drivers too close to the vehicle in front. 2000 `shunt' type accidents per year on British
motorways. Cost of `shunt' $60 million/year (1989 prices).
THE SOLUTION:
Chevron road markings at 40m intervals at problem locations. Signs instructing drivers
to keep 2 chevrons from the vehicle in front. Require authorisation.
THE BENEFITS:
Study results showed: A reduction of about 15% of drivers `close-following'. Fewer
accidents as driver awareness increased over the site. 56% fewer injury accidents, 89%
fewer single vehicle accidents, 40% fewer multiple vehicle accidents, $0.8m/year accident
savings (1993 prices). The e�ect can last at least 18km." [359]

This quotation illustrates how the UK Highways Agency has identi�ed that drivers being too close to
the vehicle in front is a common cause in road traÆc accidents. They have also gone on to propose
chevron road markings as a general solution to this problem and have then gone on to measure
the impact of this remedial action. This analysis and the supporting statistics are published in a
national compendium of `techniques and innovative ideas for the better management of the trunk
road network' [359]. The success of this document is illustrated by the fact that it has inspired
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similar initiatives in countries ranging from the Netherlands to Japan. However, there is a danger
that such documents will focus the attention of investigators on particular areas of a causal �eld and
that, as a result, on a small subset of possible remedial actions will be taken. This is a particular
concern where those remedial actions that are recommended within such a publication are selected
for political acceptability rather than e�ectiveness. Fortunately, the Highways Agency avoids this
criticism by publishing statistical evidence to demonstrate the impact of the measures that it ad-
vocates. Other organisations have avoided these concerns by adopting a slightly simpler approach.
The NTSB does not explicitly identify common causes and general solutions. In contrast, it surveys
the recommendations made in incident reports, irrespective of the causes, and then publishes a `most
wanted list'. This, at least publically, avoids any suggestion that all events with particular causal
factors can be resolved by the same set of remedial actions. For example, the most wanted safety im-
provements for highway vehicle occupant protection include the enforcement of state seat-belt laws
and an evaluation of whether higher thresholds could safely be allowed for air bag deployment. The
corresponding list of commercial truck and bus safety improvements includes general measures to en-
hance occupant safety, modi�cations to hours-of-service regulations and higher vehicle maintenance
standards.

7.3 Summary

This chapter has focussed on the secondary investigation that, typically, takes place after the primary
recipient of an incident report has completed a preliminary report. This phase of an investigation
is primarily focussed on securing further evidence about the course of an incident. However, we
have argued that this task is guided by a succession of hypotheses about the potential causes of an
incident. Evidence is gathered to validate these initial ideas. If necessary, the investigators' causal
hypotheses may have to be revised as more evidence becomes available.

It is important to understand some of the distinctions that have been made between the causal
factors that contribute to accidents and incidents. For example, Mackie introduced the idea of a
causal �eld, of particular and general causality , of causal complexes [508]. Lewis has pioneered the
use of counterfactuals in causal explanations. This work is relevant and signi�cant because it has
been integrated into a number of incident analysis techniques that will be introduced in subsequent
chapters. Based on this work, we have distinguished between contextual factors, contributory factors
and root causes. Contextual Factor are neither necessary not suÆcient They are events or conditions
that did not directly contribute to the causes of an incident. However, they help to set the scene and
establish the context in which an adverse occurrence took place. They may also help to establish
that certain factors were NOT signi�cant in the events leading to failure. Contributory Factors are
necessary but not suÆcient. They are events or conditions that collectively increase the likelihood
of an incident but that individually would not lead to an adverse occurrence. These are the `banal
factors' in Reason's observation that \... a detailed examination of the causes of these accidents
reveals the insidious concatenation of often relatively banal factors, hardly signi�cant in themselves,
but devastating in their combination" [700]. Root causes are both necessary and suÆcient. They
capture Lewis' notion of causation established by counterfactual reasoning. If a root cause had not
occurred in the singular causes of an incident then the incident would not have occurred.

Later sections went on to examine sources of evidence that can be used to identify contextual
factors, contributory factors and root causes. It was argued that the use of independent expert
witnesses can help to combat the natural biases that can persuade investigators to favour particular
causal hypotheses. However, there is also a danger that such witnesses may themselves be biased.
In order to address this problem, we developed Spohrer and Maciejewski's [754] ten commandments
for Chemists acting as expert witnesses during criminal investigations. We presented a more general
set of guidelines based on these heuristics so that they might support the wide range of experts who
are called upon to support incident investigations.

Evidence about the causes of an incident can also be extracted from the automatic monitoring
devices whose logs are preserved during the initial response to an incident. However, this chapter
has reviewed the considerable managerial and technical problems that continue to a�ect the use
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of these critical data sources in many industries. For example, it can be diÆcult to ensure that
these devices are correctly maintained. There have also been instances where monitoring devices are
incorrectly con�gured to the individual standards that many commercial organisations are creating.
Even if data is correctly recorded, problems can arise when duplicating data or in �nding a correctly
con�gured reader. Although many of these problems are being addressed both by regulators and
manufacturers, they continue to be document in incident reports that lament the lack of automated
logs.

The second half of this chapter focussed on the importance of gathering evidence about the
consequences, as well as the causes of adverse occurrences. In some situations this can be relatively
straightforward. The e�ects of any failure can be directly witnessed by those involved in the imme-
diate precursors to an incident. In other contexts, the individuals who contribute to a failure may
have no idea of the impact that their actions have had. For example in transportation systems,
problems can occur many miles away from the maintenance facility that contributed to the failure.
In medical systems, the consequences of an incident may not manifest themselves until years later
when the patient's physical well-being and quality of life may be seriously compromised.

The problems of gathering evidence about the consequences of an incident are further complicated
by the fact that investigators may have to account for mitigating factors. These interventions can
reduce the consequences of a particular incident. As a result, investigators may choose to treat
the occurrence as if the intervention had not taken place. This approach exploits the notion of
a worst plausible outcome . However, a limitation with this technique is that it can be diÆcult
to predict the ways in which apparently trivial failures can quickly escalate into major accidents.
Further problems are created by the diÆculty of establishing possible combinations of contributory
and mitigating factors that are likely during any future failure.

One means of addressing the uncertainty that arises during the secondary analysis of any incident
is to gather as much information as possible about similar incidents. This can be done by investigat-
ing records of previous failure in the same location or within a similar period of time. It can also be
done by examining regulatory and investigatory `hit lists' of common causal factors in adverse oc-
currences. Incident reporting systems may also provid information about previous problems. These
alternative sources of evidence help to increase the investigators con�dence in any generalisations
that may be made about the causes and consequences of particular incidents. However, there is
also a danger that they may inadvertently bias any investigation towards the �ndings of previous
investigations. Rather than looking at each incident as a potentially unique occurrence, investigators
might simply attempt to place it within pre-existing categories of super�cially similar incidents.

To summarise, this chapter has stressed the importance of gathering evidence about the causes
and consequences of adverse occurrences. It has also explained why it can be so diÆcult to achieve
this. Technical diÆculties continue to frustrate automated logging techniques. The problems of
determining a plausible worst case scenario frustrate attempts to gather evidence about possible
consequences of previous incidents. The following chapters, therefore, present a range of techniques
that are intended to address these problems.
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Chapter 8

Computer-Based Simulation

The previous chapter identi�ed the main activities that must be conducted during the secondary
investigation of any incident report. These, typically, focus on gathering evidence to both inform
and validate initial hypotheses about the causes of an adverse occurrence. This chapter, in contrast,
looks at one aspect of this validation process. It seems clear that any causal hypothesis must be
consistent with what we know about the course of any incident. Support for such assertions is
often provided by simulation and reconstruction techniques. The Rand report into the National
Transportation Safety Board's (NTSB) investigation techniques emphasised this in their overview:

\When a complex system fails, the number of potential scenarios rises proportionately.
NTSB investigators must carefully unravel the performance of many highly integrated
systems, a very time-consuming task requiring a diverse set of skills. Often, this requires
extensive and costly salvage and reconstruction of the aircraft. Complexity a�ects more
than just sta� workload. The growing complexity of aircraft crashes also has a profound
e�ect on how investigations must be structured to reveal hidden failure modes." [482]

This quotation reveals the dual nature of reconstruction in many modern incident investigations.
Firstly, reconstruction involves the rebuilding of components and sub-components to identify causal
information from the physical damage that often occurs during major incidents. Secondly, there is
the more abstract notion of event simulation in which investigators piece together the more complex
causes of an incident drawing upon the physical evidence and also from the other forms of evidence
that are gathered during a secondary investigation. This might suggest a �rm distinction between
physical reconstructions and virtual simulations. The terms `simulation' and `reconstruction' are,
however, often used inter-changeably. As we shall see, this ambiguity can partly be justi�ed by the
way in which limited physical reconstructions are being used to provide the data that drives more
general computer-based simulations.

8.1 Why Bother with Reconstruction?

The term `reconstruction' has traditionally been used to describe the way in which physical evidence
is re-assembled to provide clues about the sequence of events leading to failure. For example, the
US Army's accident and incident investigation guidelines constraint the following recommendations
for the analysis of rotor or propeller failures. As can be seen there is a requirement to reconstruct
the entire assembly if at all possible:

1. Collect and inventory; reconstruct the whole assembly if possible.

2. Examine damage / scarring to determine if systems were turning at impact and if power was
applied at impact.

3. Examine all linkage from cockpit controls to systems for continuity/disconnect, all bearing
assemblies and / or blade grips for failure prior to impact.

209
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4. Check for serial numbers of blades / propellers against historical records. [806]

A number of published guidelines provide detailed information about the ways in which such physical
reconstruction should be conducted [750]. Much of this information varies from domain to domain.
For instance, the construction and operational stresses of aircraft components are quite di�erent from
those relating to automotive components. Klepacki, Morin and Schae�er's guidelines for evaluating
post-incident 
ight control trim system con�gurations are highly domain speci�c [448]. There are,
however, some similarities between the techniques that are used to support incident reconstruction
in several di�erent industries. For instance, the techniques for establishing the velocity and angle of
impact damage show strong similarities across several di�erent domains [869].

The opening paragraphs identi�ed two forms of reconstruction. The �rst focussed on the physical
rebuilding of damaged components to gain further information about the failures that contributed
to an incident or forces that arose in its aftermath. The second aspect of reconstruction deals with
the way in which information is used to describe the course of events over time. This centres on the
process of assembling fragmentary evidence to produce a coherent account of an adverse occurrence.
For example, the US Air Force requires that investigators reconstruct the sequence of events that
leads to an incident [794]. They must map route segments. They should provide a vertical view of
maneuvers. The account may include artists conceptions or models to explain the course of events.
The intention is to \explain what the plan was, what should have happened if things had gone right,
who was in charge, what were the rules of engagement and were they followed, where things went
wrong, what should the aircrew have done, and what were the aircraft parameters at ejection or
aircraft impact" [794]. As can be seen, generic requirements are speci�ed together with more domain
speci�c guidelines that relate narrowly to aviation accidents.

The wealth of guidance on the physical reconstruction of safety-critical systems is not matched
by similar sources of advice on the reconstruction of events leading to incidents and accidents. As
a result, the remainder of this chapter focuses on techniques that can be used to build coherent
models that explain how di�erent events contribute to an adverse occurrence. It is important not
to underestimate the importance of these reconstructions. They are intended to produce a coherent
account of the course of an incident from many disparate pieces of evidence. In other words, they
are intended to explain what happened while causal techniques present why it happened.

There are many di�erent ways in which to build these event reconstructions. In some domains, it
is also possible to stage physical reconstructions. These re-enactments are often used by the Police
to trigger witness recollections and elicit further information about an incident. However, there are
obvious limitations with this approach. For example, such reconstructions can expose individuals
to further danger. There are ethical considerations involved in re-enacting a failure in a working
foundry or chemical plant. There is also the danger, described in Chapter 5 that such `realistic'
reconstructions may trigger further psychological problems for those involved in an incident. It may
even trigger false memory syndrome in some cases. Fortunately, a range of alternative techniques
can also support the reconstruction of safety-critical incidents. For example, computer-based simu-
lations enable investigators to step-through the events leading to an incident using three dimensional
animations. The second half of this chapter identi�es a number of these interactive tools. There are,
however, a number of limitations with computer-based simulations. For example, highly interactive
models provide a good impression of the events leading to component failure. Unfortunately, they
cannot easily be used to recreate the events leading to managerial or regulatory failure. I have yet
to see virtual reality simulations recreate a board meeting or a management conference in which
safety investments were turned down!

Fortunately, a range of graphical and textual notations can be used to avoid such limitations.
They can be used to sketch the events leading to an incident at a far greater level of abstraction
and can, therefore, also capture events leading to managerial and regulatory failure. Many of these
notations provide inference techniques that can be used by investigators to clearly distinguish what
can, and what cannot, be concluded from the evidence that is assembled. These reasoning techniques
can also be used to identify inconsistencies and omissions in incident reconstructions. The following
chapter focuses on these formal and semi formal notations for event reconstruction. The second
half of this chapter reviews computer-based modelling techniques. It is important to emphasise,
however, that these modelling notations and the computer-based simulations mentioned above are
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not primarily intended as tools to support the causal analysis of adverse occurrences. They are
intended to reconstruct the course of events that contribute to an incident. In contrast, Chapter 10
presents techniques that help to distinguish root causes and contributory factors from the contextual
information that can be represented in a formal model or an interactive simulation.

Some formal and semi-formal modelling techniques are supported by computer-based tools. It
is possible to derive interactive computer-based simulations from abstract notations. As a result,
the previous distinctions between computer-based simulation and abstract modelling can become
blurred. However, these distinctions are retained because they are useful in distinguishing between
di�erent sets of concerns that a�ect what can be complementary approaches. For instance, formal
mathematically-based notations can be diÆcult to interpret by non-mathematicians. In contrast,
interactive simulations can often lead to unwarranted interpretations if analysts are seduced by
particular animation techniques. For now it is suÆcient to emphasise that natural language provides
the most accessible and widespread medium for building reconstructions. The following quotation
illustrates how most organisations summarise the events leading to an incident These accounts
are used to provide investigators and managers with a common ppoint of reference during any
investigation. They are gradually re�ned as additional evidence is obtained until they are eventually
integrated into a �nal report:

\About 10 p.m., unknown to the controller, the pipeline ruptured at a location near
Gramercy, Louisiana. At 10:01:53 p.m., the supervisory control and data acquisition
(SCADA2) system reported high-pump-case pressure at Garyville. The SCADA system
activated an audible alarm and also displayed a message on a display screen. Almost
immediately, the SCADA system sounded and displayed alarms reporting that certain
pumping units at the Garyville station had automatically shut down because of low
suction pressure (low liquid pressure on the inlet side of the pump). At 10:02:30 p.m.,
the SCADA system reported a line balance alarm." [593]

This quotation shows the way in which natural language can represent the events that occurred
immediately before the rupture. The model of this incident is constructed around a number of key
incidents, such as the �rst SCADA2 system report, for which the timing is known. It is important
to note that these proximal events cannot be viewed as catalytic because no argument is provided
to demonstrate that they directly caused the incident. Of course, it is also possible to use natural
language to describe the more distal, latent causes of this failure. This again illustrates how the
reconstruction of an incident is guided by implicit causal hypotheses. In this case, evidence about
previous excavations near the Marathon pipeline suggests that damage might have been caused
during these earlier operations:

\The investigation determined that in 1995, LaRoche Industries, Inc., arranged for
excavation of and repairs to various portions of its 8-inch pipeline, which was located
about 30 feet from the Marathon pipeline. These excavations took place in Septem-
ber and October 1995 in the vicinity of the Marathon pipeline rupture... According
to oÆcials from LaRoche's contractor, the equipment operators were told by LaRoche
superintendents that no pipelines were located in the area of the Marathon pipeline."
[593]

The previous quotations illustrate how prose descriptions can be used to draw upon various sources
of evidence in order to reconstruct the events that led to an adverse occurrence. These natural lan-
guage accounts must consider the many di�erent factors that contribute to the increasingly complex
incidents that have been described in previous chapters. The following paragraphs brie
y summarise
the types of information that must be captured. These can be loosely categorised as belonging to
three distinct stages in an `incident sequence'.

Initial Conditions

The initial conditions describe the normal operating state of the system and its environment before
an incident occurs. The following quotation illustrates how NTSB investigators describe the initial
state of the system as part of a passage that sets the scene for the failures that follow:
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\On May 23, 1996, a pipeline controller was on duty in Marathon Pipe Line Com-
pany's pipeline operations center in Findlay, Ohio, operating and monitoring a 68-mile-
long segment of Marathon pipeline located in Louisiana. This pipeline is used to trans-
port hazardous liquids between a re�nery at Garyville, Louisiana, and a station at
Zachary, Louisiana. Pumps at the Garyville re�nery pressurise the pipeline and gen-
erate the power to transport the liquids to the Zachary station. About 9:53 p.m. central
daylight time on May 23, the pipeline controller had just completed operations to trans-
port a batch of unleaded gasoline through the pipeline. He then remotely executed
commands to introduce into the pipeline (behind the gasoline) a batch of 125,000 barrels
of low-sulfur diesel fuel." [593]

This excerpt establishes the general topology of the pipe network. It also introduces the controllers'
tasks immediately before the incident took place. As can be seen, the initial conditions in a recon-
struction describe the situation as it existed before any adverse incidents occurred. This introductory
section closes at the moment when the remote command was executed. At this point the pipeline
ruptures and the reconstruction continues with the �rst of the quotations cited in the previous
section.

It is important to emphasise that the initial conditions that are described by a reconstruction
need not be normative. They may not satisfy relevant safety regulations or recommended operating
practices. In particular, the initial description of the system might indicate that there were frequent
safety violations during normal operation. For example, the NTSB overview of another pipe rupture
describes how the company \had procedures in place at the time of the accident that were applicable
to general construction activities in proximity to its pipelines, but it did not have procedures speci�c
to directional drilling operations' [597]. These operating practices did not have adverse consequences
until the company attempted to install a distribution main parallel to a gas transmission pipe. The
proximity of the installation damaged the transmission pipe and this led to a rupture that the NTSB
estimates cost in excess of $2 million.

Catalytic Failures

Reconstructions must also describe the events that helped to move the system from its initial condi-
tion towards an eventual incident. These events include the catalytic failures that are often central
to any subsequent investigation. In many instances these are clear cut. For example, some pipeline
ruptures can be directly related to speci�c (catastrophic) events:

\About 4:50 a.m. on October 23, 1996, in Tiger Pass, Louisiana, the crew of a
dredge dropped a stern spud into the bottom of the channel in preparation for dredging
operations. The spud struck and ruptured a 12-inch-diameter submerged natural gas
steel pipeline owned by Tennessee Gas Pipeline Company. The pressurised natural gas
released from the pipeline enveloped the stern of the dredge and an accompanying tug,
then ignited, destroying the dredge and the tug." [592]

It is important again to reinforce the point that such events do not provide any direct explanation
of the root causes of an incident. Such underlying causes are often embedded within the initial
conditions that were mentioned in the previous paragraph. These conditions combine to create a
situation in which catalytic events have the potential to trigger an incident or accident. For example,
the dredging operation had to rely upon the gas company's practices and procedures for locating,
marking, and maintaining markers for gas pipelines through navigable waterways. The potential for
a catalytic event was also created by the lack of Federal requirements for placing and maintaining
permanent markers where gas pipelines cross navigable waterways.

It should also be emphasised that there are other incidents in which it is far harder to identify
the catalytic events that actually trigger a failure. For instance, in the incident in which directional
drilling was cited as the root cause of the pipeline fracture, it is unclear as to which aspect of the
operation actually caused the failure. The rupture occurred as the distribution pipeline was being
returned to full service and not as an immediate consequence of a catastrophic operation as was the
case in the dredging incident. Some evidence pointed to the fact that a reaming tool left gouge marks
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in the vicinity of the rupture but it is diÆcult to be certain of the precise operation that resulted
in the eventual failure. In such circumstances, there must be some ambiguity or uncertainty in an
eventual reconstruction of the catalytic events that contributed to an incident.

Liveness Conditions

There are, typically, several moments when operators or automated systems might have intervened in
order to prevent an incident. `Liveness' conditions, therefore, not only describe the catalytic events
introduced in the previous paragraph. They also reconstruct the manner in which these safeguards
failed. In other words, liveness conditions also describe the events that enabled an incident to
progress towards its �nal consequences. For instance, the NTSB account of the gasoline release
describes how operators failed to detect and respond to the initial alarms from the SCADA system.
Had they responded to these warnings sooner then the full consequences of the incident might have
been considerably reduced:

\The pipeline controller continued to receive alarms. Initially, he acknowledged each
one individually, but believing that each subsequent alarm was related to operations
at the re�nery, he elected to simultaneously acknowledge all the alarms and the alarm
text messages without attending to the nature of each alarm... The controller said he
called Garyville and discussed the situation with the station operator there. The station
operator con�rmed the automatic pump shutdowns. The station operator determined
that the Garyville re�nery was, indeed, loading product to a barge. Even though re�nery
personnel reported that the volume of product being delivered was insuÆcient to have
caused the SCADA system to alarm, the pipeline controller and the station operator
concluded that the loading of the barge had precipitated the alarms and the pump
shutdowns." [593]

To summarise, reconstructions must represent the initial conditions or context for an incident. They
must also describe the way in which catalytic failures initiate the events leading to failure and how
liveness conditions create the necessary conditions for an incident to develop. The following section
describes the �nal component of any reconstruction; the events that take place in the aftermath of
an adverse occurrence.

Consequences

The reconstruction of an incident cannot simply stop at the point with catalytic events. It is a truism
that more lives are lost through failures in the `golden hour' after an accident has occurred than
are killed by the catalytic events themselves. Chapter 7 has emphasised the importance of incident
reporting as a means of assessing an organisations ability to respond to or mitigate the adverse
consequences of any failure. In consequences, reconstructions must go beyond the catalytic events
that are often the focus of attention in the aftermath of any incident. This point can be reinforced by
the consequences of two further pipeline failures. On October 30th 1998, excavation work damaged
a 24-inch diameter gas main in Chicago. This released natural gas that ignited about forty minutes
after the initial rupture. The immediate consequences of the failure included substantial damage
to a high-rise block of appartments. However, the prompt response to �re and police personnel
completely evacuated the building so that no-one was injured. In contrast, a similar incident two
months later left four dead, one person seriously injured and ten people, including two �re�ghters
and a police oÆcer, with minor injuries:

\An engine company with a lieutenant and three �re�ghters arrived within minutes
of �re department noti�cation. Fire�ghters attempted to take gas concentration read-
ings with a gas monitor, but the monitor had not been calibrated in fresh air and gave
invalid or unreliable readings. Fire�ghters continued to attempt readings with the im-
properly calibrated instrument, all the while working in an environment in which they
described the gas smell as pretty bad. At no point did �re�ghters check buildings near
the leak site to determine if natural gas was accumulating or to help assess the need for
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a possible evacuation, even though the gas line was continuing to release gas that could
migrate through the ground and into nearby buildings, where it could present a danger
of explosion. Two of the �re�ghters near the leak site returned to their truck as soon
as two gas company employees arrived. It should have been obvious to the �re�ghters
that a threat continued to exist and that the situation could worsen. The Safety Board
therefore concludes that �re�ghters of the St. Cloud Fire Department responded quickly
to the scene of the leak; however, once on the scene, the �re�ghters actions did not fully
address the risk to people and property posed by the leak or reduce the consequences of
a possible �re or explosion." [602]

Many investigation authorities have placed increasing emphasis on response time targets for emer-
gency services. This incident again illustrates that a prompt response must be backed up by e�ective
actions if we are to mitigate the e�ects of such incidents. It is, therefore, necessary for reconstructions
to explicitly represent the actions that are taken in the aftermath of a catalytic failure.

Previous paragraphs have explained how it is important to reconstruct the initial conditions
that create the context for any incident. It has also been argued that investigators must produce a
coherent account of the catalytic failures that trigger those events that lead to an adverse occurrence.
Liveness conditions must also be reconstructed. These represent the way in which defences must
be breached and warnings ignored in order for a catalytic event to escalate into a major failure.
Finally, it has been argued that reconstructions must also consider the consequences of any incident.
These are partly shaped by the nature of the failure but also by the interventions that help to
mitigate those consequences. However, there are relatively few bene�ts to be obtained from simply
developing accounts that describe how all of these events occurred during the course of an incident.
The following paragraphs, therefore, identify ways in which reconstructions can be used to inform
the investigation of an adverse occurrence and, ultimately, to reduce the likelihood of any recurrence.

8.1.1 Coordination

Chapter 7 has described how incident investigations draw upon the the work of many di�erent
experts. Forensic scientists, metallurgists, meteorologists, software and systems engineers as well as
human factors experts all contribute to these enquiries. It can be diÆcult to coordinate the activities
of these di�erent group. There is a risk that necessary tasks may be omitted or needlessly duplicated.
It is, therefore, important that investigators have some means of monitoring and coordinating the
�nite resources that they can deploy to support their enquiries into an incident. Reconstructions
provide a useful tool to support these managerial tasks. They provide a model of the events leading
to an incident. Individuals with di�erent domain expertise contribute to di�erent aspects of these
reconstruction. For example, metallurgists can describe the conditions that might have contributed
to catalytic metal fatigue. Human factors experts can identify salient events in a crews' response
to an incident. These di�erent contributions must be pieced together to form a coherent view of a
complex incident.

There are a number of ways in which experts contribute to the overall process of incident inves-
tigation through their participation in any reconstruction. These can be summarised as follows:

� broadening the causal �eld. One of the key roles for any expert is to help broaden the causal
�eld of any analysis. Chapter 7 explained how this �eld represents a subjective frame of
reference that individuals or organisations use when trying to explain what has happened in a
particular situation. If an event does not have an impact upon the causal �eld then it may not
be identi�ed as playing a signi�cant role in the course of an incident. Prior expertise plays a
signi�cant role in knowing where to �nd the evidence that indicates certain events have taken
place. Without this expertise, evidence might not be found and a reconstruction might not
include necessary information about an incident. .

� determining the salience of events. In contrast to the experts' role in broadening a causal �eld,
they may also identify certain events as not playing a signi�cant role in a particular incident.
These events might then be omitted from any subsequent reconstruction. There is, of course,
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a potential danger in this if those events later emerge as having a more important role in
course of events. It is, therefore, important to document the reasons for such omissions. It
is also important to stress that reconstructions support but do not replace causal analysis.
For example, it is often impossible for any single expert to diagnose the root cause of an
incident without referring to the work of their colleagues. In consequence, investigators use
reconstructions to provide an overview of the evidence that is collected about the diverse events
that lead to an incident. This overview of events must then be interpreted and analysed to
distinguish between contextual factors, contributory factors and root causes. Techniques that
support this causal analysis will be described in the next chapter. In contrast, this chapter
focuses on techniques that can be used to reconstruct the `
ow' of events leading to an incident
and the consequences that stem from such failures.

� determining knock-on e�ects of events. By participating in any reconstruction, experts are also
forced to consider the ways in which events in other areas of a system can a�ect their area of
expertise. For instance, a human factors expert must consider the impact of prevailing weather
conditions if a meteorological experts have indicated that this may be a factor. Conversely,
building a reconstruction can also help investigators to identify the knock-on consequences that
particular events will have throughout a system. This is a by-product to the tasks involved
in developing a narrative account that links together the evidence that is available in the
aftermath of an incident.

� eliminating particular events. The development of a reconstruction can force analysts to de-
termine whether or not particular events actually did contribute to an incident. For example,
the Minnesota pipeline investigation initially questioned whether the location of the line had
been incorrectly marked out. Evidence had to be provided to determine whether this was a
potential problem before any detailed reconstruction could be built. If it had been incorrectly
marked out then additional resources would have been deployed to examining the events that
contributed to this failure. However, the NTSB investigation determined that \the marked
location of the ruptured gas line was accurate and therefore not a factor in this incident" [602].
As a result, the prose description of the incident does not focus in great detail on the initial
surveying of the line.

� forcing the resolution of inconsistency. As investigators contribute to the development of a
reconstruction, it is likely that a number of inconsistencies and omissions will be identi�ed
in the overall timing of events. As we shall see, other anomalies can arise. For example,
eye-witness testimonies often place the same individual at two di�erent locations at the same
moment in time. Such inconsistencies can be resolved by �nding evidence to discount one
statement. Alternatively, two or more alternative reconstructions can be developed to explore
several di�erent incident scenarios. However, contradictory witness statements are not the
only source of inconsistency in incident reconstructions. Other problems relate to the group
processes that a�ect incident investigation teams. As mentioned, these enquiries often involve
heterogeneous teams of domain experts. The members of these groups often have di�erent
backgrounds and training. Partly as a result of this, the conclusions of one analyst about
the probable ordering of events need not accord with those of another. For example, the Fire
Service and Ambulance accounts of the Clapham rail crash di�er in several important respects
[502]. If these problems are not resolved during the reconstruction phase then there is a danger
that any causal analysis will be jeopardised because of contradictions in the evidence that it
relies on. There is also the danger that the eventual incident report will contain inconsistent
information about the sequencing of events leading to and stemming from catalytic failures.

A number of important consequences stem from this use of reconstructions as a means of coordinating
the various activities that contribute to an incident investigation. In particular, natural language
descriptions, interactive computer simulations or other diagrammatic techniques must be capable
of capturing the key events identi�ed by di�erent domain experts. It is also important that those
domain experts can read and understand the resulting reconstructions if they are to validate the
models that are produced. This is a non-trivial requirement. The complexity of many incidents
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makes it diÆcult to trace the ways in which system `failure' and operator `error' interact over time.
For example, many incident reports now run to several hundred pages of prose narrative.

8.1.2 Generalisation

Incident investigations are intended to determine what caused a failure and to identify means of
preventing any recurrence. As we have seen, reconstructions play an important role in validating
the evidence that, in turn, supports subsequent causal analyses. They also play an important role
in identifying ways in which an incident can recur. The process of identifying those events that
contributed to a particular incident helps to inform subsequent investigations to determine whether
those events might recur in isolation or in combination with other failures. In other words, in order
to identify the general causes of future incidents it is important to understand the causes of the
particular incident under investigation [677]. Those causes can only be accurately established by
ensuring the validity of any reconstruction.

An important application of reconstruction techniques is in the development of training sce-
narios. These, typically, start with the events that lead to previous failures. For example, the
following citation comes from an NTSB incident report that explicitly considered the ways in which
reconstructions of previous incidents were used by some utility companies to drive simulation-based
training:

\The UGI's emergency plan requires each employee who is responsible for responding
to emergencies to participate in annual simulation board exercises. Each exercise is
prepared by the UGI's distribution engineering personnel and includes scenarios about
a system shutdown or loss of a major gas supply line, a shutdown or loss of a district
regulator station, or a major line break within the distribution network. The scenario
may be based on previous incidents or on incidents described in Safety Board reports.
Each exercise must include a step-by-step analysis of the procedures for investigating,
pinpointing, and repairing leaks and of the procedures for taking emergency actions and
protecting people and property." [588]

These simulations can be used to determine how well teams can cope with the situations that
previously confronted their colleagues. However, crews seldom intervene in exactly the same manner
as their colleagues. As a result, their actions help to shape new scenarios that di�er from the events
that occurred in the original incident. Simulation based training, therefore, enables crews to explore
more general forms of failure that are based on the particulars of a singular incident. This close
relationship between training and reconstruction is emphasised in the Rand report into the NTSB:

\The NTSB should review its internal technical capabilities to support future accident
investigations, including the potential for crash reconstruction and the requirements for
system testing in support of complex accident investigations. The safety boards long-
term requirements for facilities should include consideration of their use for sta� training,
recognizing that facilities can serve a dual function." [482]

It is to be hoped that future incidents will not occur in exactly the same way as previous incidents.
If they do then this clearly indicates the failure of a reporting system to address the underlying
causes of any failure. However, it is not clear how the particular details of an adverse occurrence
can be used to anticipate other, more general forms of future failure. The following list identi�es
a number of ways in which reconstructions can be manipulated to support this form of analysis.
The intention is to manipulate the reconstruction in order to either identify training scenarios or to
ensure that any recommendations address a wide range of potential future failures:

� transposition of events. The most obvious way of generating alternative incident scenarios from
any narrative of a particular incident is to alter the sequence of particular failures. For example,
in the Garyville incident mentioned in previous sections, a reconstruction might simulate the
rupture before, during or after the completion of the controller's transportation command on
the batch of unleaded diesel. It is important to stress that the undirected transposition of
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events will not always lead to failure scenarios. It can also lead to scenarios that might seem
extremely implausible. For instance, it seems unlikely that the supervisory control and data
acquisition (SCADA) system might generate the high-pump pressure alarm before the pipe
failure event. The irony is that many engineers and designers have failed to adequately account
for those scenarios that were dismissed as implausible before they occurred [65].

� omission of adverse events. A further means of generating alternative scenarios is to omit
some of the failures that arose during a previous failure. This can simplify the demands that
a training scenario may place upon system operators. Additional complexity can be gradually
introduced as teams become more skilled in responding to an adverse situation. This exploits
the `training wheel' approach in which supports are gradually removed from operators as their
con�dence grows [155]. A particular bene�t of this approach is that it can be used to prioritize
the allocation of resources to improve system defences. For example, the NTSB report into
Minnesota explosion hypothesised that \had the gas line in this accident been equipped with an
excess 
ow valve, the valve may have closed after the pipeline ruptured and the explosion may
not have occurred" [602]. This assertion can be tested both using laboratory simulations of the
gas 
ow within the system. Operator performance can also be assessed by reconstructing the
course of an incident as though this defence had existed. If the crew can consistently respond
to correct and mitigate these alternative scenarios then the proposed defences can be shown
to o�er some protection. If crews cannot mitigate a failure with these defences then they are
unlikely to provide suÆcient protection.

� exacerbation of adverse events. Reconstructions not only provide scenarios that can be used
to assess the e�ectiveness of potential defences, they can also be used to assess the conse-
quences that may ensure if existing defences are compromised. As we have seen, one of the
key di�erences between incidents and accidents is that particular safety features intervene to
mitigate the consequences of failure. We have already argued that an important component
of any incident investigation is to determine the `worst plausible outcome' . These scenarios
are again critical both in guiding training and in assessing the potential e�ectiveness of any
remedial actions. For example, the following citation illustrates how NTSB investigators often
consider the circumstances that might have exacerbated any failure:

\In this accident, the speed and extent of the gas release and �re placed all
crew-members aboard the dredging vessels in grave danger. Fortunately, despite
the early hour, most crewmembers were awake, alert, and able to respond quickly
to the emergency. Given the rapid ignition of the natural gas and the extent of
the damage to the vessels, had this accident occurred while most of the crew was
sleeping, numerous serious injuries or fatalities may have occurred. The Safety Board
concludes that in even a slightly more serious accident, Beans emergency procedures,
because they did not require that a precise count be kept of the number of personnel
on board the companys vessels at all times, would have been inadequate to account
for and facilitate the rescue of missing crewmembers, increasing their risk of serious
injury or death." [592]

Compound simulation techniques provide another means of preparing for plausible worst case
scenarios. This approach combines elements of one incident with events that occurred during
another previous failure. The result is to create hybrid incidents that blend multiple problems
identi�ed during previous incidents. This approach is motivated by Reason's plea not to
consider failures in isolation [701].

There are a number of further problems that a�ect the generalised use of simulations to investigate
potential failures. In particular, it is diÆcult to accurately reproduce operator behaviours under
`experimental' conditions. However, such caveats have to be balanced against the bene�ts that
reconstructions provide in generating the `what if' hypotheses that direct future development.
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8.1.3 Resolving Ambiguity

A key bene�t of reconstruction is that it helps investigators to identify omissions and inconsistencies
in the evidence that they gather about an incident or accident. This can be illustrated by the NTSB
report into the St. Cloud pipeline failure:

\At about 10:50 a.m. on December 11, 1998, while attempting to install a utility pole
support anchor in a city sidewalk in St. Cloud, Minnesota, a communications network
installation crew struck and ruptured an underground, 1-inch-diameter, high-pressure
plastic gas service pipeline, thereby precipitating a natural gas leak. About 39 minutes
later, while utility workers and emergency response personnel were taking preliminary
precautions and assessing the situation, an explosion occurred. " [602]

This high-level summary is typical of the sparse information that may be available in the immediate
aftermath of an incident. Lack of evidence can prevent investigators from building more detailed
reconstructions of the events that contributed to a failure. However, it is possible to use such prose
descriptions to help target those events that deserve closer scrutiny. One technique is to scruti-
nize these narratives in order to identify any ambiguities that require further clari�cation. These
ambiguities partly stem from the 
exible ways in which investigators can use natural language to
support a number of di�erent interpretations based on the same sentence. For example, the previous
quotation includes the observations that the pipe was ruptured by the crew `while attempting to
install a utility pole support anchor in a city sidewalk...'. This abstract description could refer to any
number of more detailed procedures that the crew could have been performing in order to achieve
their goal of installing the utility pole. They might have been drilling, using a sledgehammer to
break the sidewalk, using an auger to secure the anchor etc. If the exact operation that was being
performed at the moment of the rupture was critical for a more detailed understanding of the course
of events, as is likely to be the case, then investigators must gather more detailed evidence about
the crews' actions. The following list, therefore, identi�es a number of di�erent forms of ambiguity
that can occur in natural language reconstructions, or accounts, of safety-critical incidents:

� ambiguity of time. The previous account referred to real-time, `10:50am' and `About 39
minutes later...'. It also used less precise relative timings that are implicit in phrases such as
`while attempting', `thereby precipitated'. An important strength of such descriptions during
the initial stages of investigation is that it is possible to construct models that describe several
di�erent real-time orderings for the events that are identi�ed. For example, the phrase `About
39 minutes later...' describes possible reconstructions in which the explosion occurred at 38,
39 or 40 minutes after the initial rupture. The scope of the interval is only bounded by the
readers' interpretation of `about 39 minutes'. These slightly vague timings can be made more
concrete as further evidence is obtained. However, there are also examples where exact timings
cannot ever be con�rmed. For example, the time-line of events are often incomplete [588]:
Alternatively, if the timing information is not considered signi�cant to the overall analysis

Time Event
6:48 p.m. The EPAI foreman called the home of the EPAI Vice

President.
6:?? p.m. The foreman instructed his crew to trace the gas line

back toward Utica Street to shut o� the gas valve.
6:50 p.m. The EPAI foreman called the UGI emergency tele-

phone number, advising that they de�nitely hit the
gas line and broke it.

Table 8.1: Excerpt from the Incomplete Time-line of a Gas Explosion

investigators may deliberately choose not to expend �nite resources in resolving such ambiguity.
All of this contrasts sharply with many of the computer based simulations that we shall explore
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in subsequent sections, these typically require that investigators commit themselves to precise
intervals in which events can occur.

� ambiguity of place. The previous account only provides a high level view of the events that
contributed to the incident. As we have seen, the US Air Force requires that investigators
provide maps of the relative movements of aircraft during an incident. The use of terms such
as `in a city sidewalk in St. Cloud' provide an insuÆcient level of detail for most investigations.
Clearly, any secondary investigation would be expected to produce a more detailed survey of
the incident. This illustrates the important observation that any reconstruction will, typically,
have to exploit a variety of media if it is provide a complete overview of the many di�erent
sorts of information that must support any subsequent causal analysis. Increasingly this may
include video footage as well as graphical sketched and textual accounts.

� ambiguity of action. The previous summary uses natural language to provide a high-level view
of the events leading to the incident. As mentioned, this use of prose provides considerable
bene�ts in terms of 
exibility and comprehension. It supports multiple interpretations when
necessary evidence is not available. Additional details can be introduced as they are gathered.
These comments not only apply to the representation of time and place, it also refers to the
account of the crews' actions. Phrases such as `while utility workers and emergency response
personnel were taking preliminary precautions' provide few insights into their actions. Again,
evidence must be gathered to determine whether or not their precautions had a signi�cant
impact upon subsequent events. There are further bene�ts of ambiguity in the representation
of actions. For example, it is possible to indicate that a crew member performed certain tasks
without describing the components, or sub-tasks, that this might have involved. This provides
signi�cant bene�ts if, for instance, these components can be understood from the context of
the actions. Problems will, of course, arise when other members of the investigation team do
not have the necessary domain knowledge to interpret what this task might have involved.
It may also cause problems if, in fact, necessary sub-tasks were either omitted, duplicated or
interrupted. Such complexities are masked by this ambiguous action description.

� ambiguity of motivation. The previous account provides little information about the potential
factors that motivated the crew's decision to anchor the utility pole in that particular location.
As with the other forms of ambiguity; there are multiple reasons why natural language descrip-
tions avoid spelling out such factors. In the aftermath of an incident, it can be very diÆcult
to gather objective evidence to support explicit interpretations of individual performance. It
is also the case that many investigators lack the human factors training to be con�dent in
proposing more explicit models of the cognitive and perceptual factors that in
uence operator
behaviour. Most reconstructions entirely avoid representing or reasoning about the internal
cognitive factors that motivate particular actions. Both natural language descriptions and
computer-based simulation techniques, typically, therefore, focus on observable actions only.

� ambiguity of cause. The previous description is ambiguous about what exactly caused the
incident. It might have been caused by the gas service provider failing to document the position
of its pipeline. It might also have been caused by mistakes in siting the anchor for the utility
pole. Although these both contributed to this singular incident, it is unclear whether either is
necessary and suÆcient in the general case. Partly as a result of this causal ambiguity, many
investigation agencies deliberately separate the process of �nding out what happened from
explaining why it occurred [423]. We have, however, argued that these activities are strongly
linked. Reconstructions help to validate and guide causal hypotheses. Later sections will argue
that it is, therefore, extremely important that tools and techniques be provided to link these
two complementary activities. In particular, it is important that causal ambiguities should not
be left in a �nal report so that the reader is left in considerable doubt about the root causes
of an incident.

The previous paragraphs have tried to emphasise that there are often good reasons for ambiguity in
the initial reconstruction of an incident. For example, temporal ambiguity can occur because there
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may not be suÆcient evidence to determine the exact moment at which an event occurred. Even
in the later stages of reconstruction, ambiguity still plays an important role in the communication
of information about complex failures. For example, ambiguity of action can help to abstract away
from the exact sub-tasks that an operator or system performed if those sub-tasks can be assumed
from the surrounding context of the description and those sub-tasks did not play a signi�cant role
in the course of an incident. The following paragraphs summarise several of these reasons why
ambiguities may remain in reconstructions of the events leading to failure.

As mentioned, there may not be the evidence available to provide de�nitive information about
the speci�c course of events leading to an incident. The following synopsis illustrates how in some
situations it is only possible to gather super�cial facts about the course of an incident. This inci-
dent involved a relatively small business jet. Without an advanced 
ight data recorder or detailed
information about the pilot's actions it is diÆcult to reconstruct the detailed events that led to
this incident. The aircraft was destroyed and the instrument rated private pilot was fatally injured.
Visual meteorological conditions prevailed at the time of the accident. Winds were 170 degrees at
16 knots gusting to 22 knots. No 
ight plan was on �le

\The vertical and horizontal stabilizers had some skin wrinkling, but little evidence
of ground impact. Both propellers displayed forward bending, chordwise dirt streaks and
had dug into the ground, burying the spinners. No engine anomalies were found. No
control anomalies were found. Fuel was present at the scene, and all tanks were ruptured.
Fuel was found in the lines to both engines." [587]

This incident provides an extreme example of the uncertainty and ambiguity that can arise when
investigators cannot access some of the sources of evidence mentioned in previous chapters. However,
it is also important to stress that similar problems may also arise from the failure of data recorders.
This topic was addressed in Chapter 7. Ambiguity is also likely to a�ect the initial stages of
reconstruction before all of the available sources of evidence can be retrieved and analysed .

Ambiguity also occurs if there is genuine uncertainty about the events leading to an incident.
For example, the following NTSB incident report describes how it may sometimes not be possible
to resolve contradictions in witness statements:

\During the takeo� roll directional control was lost and the aircraft rolled o� the left
side of the runway. Heavy braking was applied in order to stop short of a fence and
the aircraft nosed over inverted. Both occupants were rated pilots. Their statements
were contradictory. It was not determined which pilot was manipulating the controls or
serving as pilot in charge at the time of the accident." [585]

In other circumstances, it is often possible to build a number of alternative reconstructions that
re
ect di�erent hypotheses about the events leading to an incident. The apparent contradictions in
the evidence can be addressed by constructing several models; each of which assumes that one par-
ticular version of events is the correct one. It is then possible to inspect the resulting reconstructions
to determine which version of events is the most likely given the balance of evidence. For example,
another NTSB incident report describes how a pilot lost control of their aircraft during an acrobatic
maneuver [586]. Some witnesses stated that incident occurred when the aircraft was performing an
outside loop. Others stated that the failure occurred during an inside loop. Two reconstructions
can be developed to re
ect each of these possible hypotheses about the sequence of events before
this incident.

Ambiguity also arises when investigators cannot be con�dent in the evidence that they have
obtained about the course of an incident. In extreme cases, this can arise when there are only third
party statements about what might have happened. For instance, the following incident report relies
upon a witness observation of an aircraft that has still not been located:

\The pilot signed the pilot authorisation form to rent the airplane on December 25,
1994, about 13:25. Before departure both wing fuel tanks were �lled at the request of the
missing pilot. The time of departure has not been determined and there was no evidence
of contact with any FAA ATC facility. A witness reported seeing a low wing airplane
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about 18:00 local 300-500 feet above ground level 
ying Westbound. He reported that
the engine was sputtering when the airplane 
ew over his house. The missing airplane
did not return to the departure airport..." [589]

In this case the narrative description that `models' the course of events leading to the failure does
not explicitly state that the aircraft observed by the witness was the missing Piper. This ambiguity
is intentional; it may or may not have been this aircraft. It re
ects the lack of certainty about the
course of an incident whose causes could not be determined.

Ambiguity can be used to hide the underlying complexity of particular aspects of an incident.
This is important if reconstructions are to provide investigators with an overview of an incident. If
all of the details of a metallurgical or meteorological analysis were included then there is a danger
that individuals might become `bogged down' in less salient information. As a result, summaries
are supported by further references to other documents that can be accessed to obtain additional
detail if required. Chapter 14 will describe some of the problems that this style of reconstruction
can cause for the readers of an incident report. For now it is suÆcient to observe that ambiguity
often occurs because of the abstraction or �ltering process that is used to construct an overview of
complex failures. As we shall see, however, it is critical that this process does not have the side-e�ect
of hiding critical information about the course of events that contribute to a failure.

This section has presented a number of reasons why ambiguity can arise in the reconstruction
of safety-critical incidents. In other words, we have shown that there are coherent reasons why
investigators may simultaneously provide di�erent accounts of the events that contribute to a single
failure. However, this ambiguity also creates a number of potential problems. Firstly, there is a
danger that any ambiguity in the initial stages of an investigation will not be adequately resolved
by the time that a �nal report is issued. The previous paragraph described an incident in which
it was not possible to identify the events that contributed to a aircraft going missing. In such
circumstances, ambiguity cannot be adequately resolved and this is explicitly stated in the NTSB
report. However, other incident reports are signi�cantly weakened by ambiguities that seem to have
been overlooked or ignored by the investigators. For instance, Johnson describes how one maritime
incident report fails to describe what crew members were doing in the critical moments before a
collision occurred [412]. In consequence many who read the report were left unconvinced about the
investigators condemnations of the crews' actions during that interval.

There is also a danger that ambiguity can lead to misunderstanding. The use of ambiguity and
abstraction supports several di�erent interpretations of the meaning of a sentence. However, as a
result there is a danger that investigators will read more into an account than was intended by the
author. Conversely, they may fail to identify the intended meaning of a high-level reconstruction. It
can be diÆcult to determine whether multiple interpretations re
ect genuine uncertainty on the part
of the writer or whether ambiguity is the result of necessary abstraction from underlying complexity.
For example, some of the incident narratives cited in previous paragraphs do not provide information
about meteorological conditions. Others omit information about the role of Air TraÆc personnel. In
the initial stages of an investigation, it can be diÆcult for the reader to know how to interpret these
omissions. It might be assumed that there were no air traÆc events contributed to the incident
unless they are speci�cally mentioned. This interpretation need not be correct, for instance, if
air traÆc logs were still being assembled. Such problems can be minimised by introducing rules
that force investigators to explicitly state when certain events did NOT contribute to an incident.
For instance, NTSB incident synopses often exploit this approach. However, many regulators have
introduced taxonomies that the categorise many di�erent events that might lead to an adverse
occurrence [717]. It is clearly impracticable to explicitly state when each of these events does not
contribute to an incident.

A �nal problem is that ambiguity can arise from the medium in which a reconstruction is pre-
sented. As we have noted, natural language o�ers a 
exible and expressive medium of commu-
nication. However, this power is achieved precisely because it permits ambiguity. Multiple inter-
pretations are simultaneously supported by the use of imprecise language. Ideally this imprecision
can be resolved in the �nal report on an incident by the introduction of additional evidence as it
becomes available. However, as we have noted, there are many instances in which imprecision and
ambiguity have persisted into the �nal versions of an incident report. There are further related
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problems. In particular, there are some properties that are inherently diÆcult to represent within
natural language. For instance, it can be diÆcult to describe the way in which concurrent events can
simultaneously occur across many of the di�erent distributed systems that are involved in complex
incidents. If these events are groups according to the systems that generated them then readers get
a good idea of what happened to that particular system over time.

However, it can be diÆcult to gain an overview of what else was occurring throughout the
application at any particular interval. Conversely, if a purely temporal sequence is exploited then
it may be easier to see what events were happing at each moment in time. However, readers will
have to piece together the individual events that occurred within a particular subsystem. A number
of techniques can be used to address these limitations. For example, many incident reports contain
text-based time-lines. These are constructed using a tabular form that lists the most salient events
that contribute to a particular failure. These are recorded in the order in which they are presumed
to have occurred during an incident. The investigator then notes down the time at which each event
occurred as an entry in the table. Table 8.1.3 illustrates this approach. It provides an overview of
the ways in which various events contributed to a derailment [603].

A limitation with this approach is that particular events can become lost amongst the many
di�erent items that are recorded in this tabular overview. As a result, some investigators also produce
more detailed tabular time-lines that focus on the events that occurred in a particular subsystem or
that in
uenced particular aspects of an incident. For example, Table 8.1.3 focuses on meteorological
conditions during the grounding of a tug [601]: The time-line shown in Table 8.1.3 illustrates a
similar approach [599]. In this incident, a table is used to chart the timing of an emergency response
to a highway incident. There can, however, be considerable overheads involved in ensuring that
these multiple time-lines provide a consistent account. It can also be diÆcult to ensure that any
changes in the ordering of a particular time-line, such as those shown in tables 8.1.3 and 8.1.3, are
re
ected by consistent updates to an overall time-line, such as that shown in Table 8.1.3. These
problems are compounded by the diÆculty of gaining an accurate overview from many pages of prose
descriptions. It can often be diÆcult to visualise the 
ow of events that contribute to particular
adverse occurrences. What we need, therefore, are tools and techniques that can be used to explicitly
capture properties of an incident, such as the temporal ordering of events, that are diÆcult to
reconstruct using prose narratives. It should also be possible to use these descriptive techniques to
identify any potential inconsistencies or ambiguities that might exist in the reconstruction. If these
stem from a lack of evidence then either further investigations must be initiated or the �nal report
must acknowledge the ambiguity. If inconsistencies are the result of clerical errors in drafting the
report then they should be recti�ed. The following section introduces a range of techniques that
have been proposed to satisfy these requirements for the reconstruction of incidents and accidents.

8.2 Types of Simulation

The previous pages have argued reconstruction techniques help to piece together the evidence that
is derived from primary and secondary investigations. This, in turn, helps to determine whether
necessary evidence is missing or whether there are any contradictions within the evidence that has
already been gathered. Reconstruction techniques can also be used in a more subjunctive fashion.
By this we mean that analysts can generalise beyond what is known about a particular incident to
assess what might have happened under a number of alternative versions of events. As mentioned
previously, we distinguish between two di�erent forms of reconstruction. This chapter focuses on the
use of computer-based simulations. These are an increasingly popular means of visualising the events
that lead to safety-critical incidents. For instance, sketching tools can be used to derive simple story-
boards. Alternatively, digital animation systems support more complex, interactive presentations of
adverse occurrences. CAD-CAM tools can also be used to build detailed models of the behaviour
of physical systems. Virtual reality systems can be used to drive immersive, interactive simulations
with varying degrees of `realism'. A distinguishing feature of all of these approaches is that they rely
on computer-based tools to help analysts visualise the course of an incident. In contrast, Chapter 9
looks alternative approaches that do not rely so much on the use of computer-based simulations. A
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Time Events before the accident
01:43 BNSF receives 
ash 
ood warning (0001) for the Kingman area.
01:57 Track supervisor for Kingman area is noti�ed.
02:24 National Weather Service issues severe thunderstorm and 
ash 
ood

warning for central Mohave County, e�ective until 3:30 a.m. Also,
before 3 a.m., weather updates (0002 and 0003) are issued to BNSF,
including to watch for 
ash 
ooding, e�ective until 4:30 a.m.

03:39 Crew-members of westbound train Q-LACMEM1-08 report to the
BNSF train dispatcher that the rain is letting up at Walapai (MP
501.3), and that they saw water in the culverts.

03:56 Train Q-LACMEM1-08 crewmembers at MP 489.7 report to the
train dispatcher that there is no water on the ground and only trick-
les in the ditch.

04:05 The track supervisor begins his special inspection at MP 516.5, mov-
ing in an eastward direction.

04:12 Dispatcher tells track supervisor of Q-LACMEM1-08 information.
04:28 Contract weather service issues update 0004 to BNSF, advising to

watch for 
ash 
ooding, until 6 a.m.
04:30-
04:45

Track supervisor reports from Hackberry (MP 509.4) to the BNSF
train dispatcher. He does not report high water. He inspects bridge
504.1. He notes water 
owing adjacent to and under the bridge.
He does not note any unusual track alignment or take exception to
either the east- or westbound bridge.

05:07 Dispatcher reports to track supervisor that eastbound Amtrak train
4 is leaving Franconia (west of Kingman).

05:35 Westbound train B-CHCLAC1-05 passes Walapai (MP 501.3).
Shortly thereafter, this train crosses the bridge on the north track
at MP 504.1. Train crew notices nothing unusual about the bridge
on the south track.

05:46 Track supervisor reports from Peach Springs (MP 465.8) to dis-
patcher. He says he will clear shortly for Amtrak train 4. He does
not report any high water.

05:56 Amtrak train 4 derails at bridge 504.1S.

Table 8.2: Textual Time-line Reconstruction of Events Leading to a Derailment
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1:57 p.m.: winds S-SE/ 25 knots, seas 6 to 8 feet
about 3 p.m.: winds 26 to 36 knots, seas 10 to 12 feet
4:30 p.m.: seas 25 to 30 feet
5 p.m.: winds S-SE /40 to 50 knots, seas 20 to 30 feet

Table 8.3: Textual Time-line of Meteorological Events in a Grounding

Time Time from
initial
noti�cation

Action

05:53 00:00 Initial 911 call received by WCSD dispatch
05:54 00:01 EMS dispatched
05:56 00:03 Two Slinger Police Department units arrived on

scene
06:02 00:09 SFD command vehicle arrived on scene
06:07 00:14 First EMS unit arrived
06:19 00:26 Flight for Life dispatched from Milwaukee
06:38 00:45 Flight for Life arrived on scene
06:52 00:59 Ambulance delivered �rst van victim to area hospital
08:01 02:08 Flight for Life helicopter delivered second van victim

to trauma center
12:28 06:35 Northbound lanes of US 41 reopened
14:03 08:10 Southbound lanes of US 41 reopened; area cleared

Table 8.4: Textual Time-line of Emergency Response to Road Accident

range of formal and semi-formal notations are used to model the events leading to a gas pipeline
explosion. A number of further features distinguish these graphical and textual notations from
the approaches in this chapter. In particular, the following computer-based simulations typically
lack any formal underpinning. They are the product of iterative development and the subjective
introspection of analysts. As we shall see, this provides great 
exibility in the range of models
that can be constructed. However, it also creates a number of practical problems. For example, in
many virtual reality simulations it is entirely possible to break the rules of time and space. The
same individual can be represented in two di�erent places at the same time during an incident.
In contrast, formal and semi-formal models are often supported by precise rules about what can,
and what cannot, be represented. They provide mechanisms that help to identify omissions and
inconsistencies, such as that mentioned above.

Some formal and semi-formal modelling techniques are supported by computer-based tools.
Computer-based simulations can be directly derived from some abstract notations [719]. The distinc-
tions between computer-based simulations and abstract models are, therefore, often blurred. These
distinctions are retained, however, because they help to identify two di�erent sets of concerns about
the reconstruction of safety-critical incidents. For instance, formal mathematically-based notations
can be diÆcult to interpret by non-mathematicians. In contrast, interactive simulations can often
lead to unwarranted interpretations if analysts are seduced by particular animation techniques.

8.2.1 Declarative Simulations

One class of computer-based reconstructions can be described as `declarative simulations'. Declara-
tive models describe aspects of a system that do not change during the course of an incident. At �rst
sight, this de�nition seems to go the general idea that a reconstruction should provide an overview
of the events leading to an incident. As we shall see, however, these declarative simulations can be
used to illustrate the state of a system before and after an event. For instance, they can be used to
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illustrate the impact of a component failure upon the integrity of a hardware assembly. Sequences
of these more static simulations can, therefore, be used to build up an impression of change over
time. It is also possible to integrate declarative simulations with other forms of reconstruction to
combine a static model of the system with more dynamic views of an incident.

Maps and Plans

Maps and plans provide important information about the environment in which many incidents
take place. They can be annotated to denote the position of key objects and individuals before an
incident occurs. Further annotations can be used to indicate the changing position of those objects
at various moments during an incident. As with many of the techniques described in this chapter,
it is perfectly possible to exploit this approach manually. We have, however, chosen to focus on
computer-based techniques because they represent a signi�cant area of innovation and development
in incident reporting.

Figure 8.1: Imagemap Overview of the Herald of Free Enterprise

Figure 8.1 illustrates a plan based approach to incident and accident reconstruction. It presents
an imagemap of the Herald of Free Enterprise . Thanks are due to The Motor Ship and V. Berris
(FSIAD) provided the sectional diagram of the Spirit of Free Enterprise. The interactive recon-
struction was developed in collaboration with Anthony McGill [530]. The cross-sectional diagram
provides an overview of the layout of the ship that would not have been possible from an external
photograph. The labels are used to indicate areas of the ship that played a particularly signi�cant
role in the course of the accident. The image is presented in a web browser so that it is available to
other investigators over an intranet. This technology provides additional advantages. For instance,
users can select areas of the image to request more detailed information about particular areas of
the ship.

Figure 8.2 shows how users can select particular areas of the vessel shown in Figure 8.1 to request
more detailed information about the incident. This information can take a number of di�erent forms.
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Figure 8.2: Imagemap Detail of the Herald of Free Enterprise

For instance, if the user selects the bow doors they are presented with a range of engineering and
construction information:

\Situated at the bow of the G Deck, the bow doors were double weathertight doors
of welded steel construction with a clear opening of 6.0m x 4.9m."

These static descriptions can also be augmented with information about the dynamic events that
took place in a particular area of the ship. For example, if the user selects the bridge rather than
the bow doors then the screen would be updated to show the textual time-line in Table 8.2.1. This
illustrates the manner in which declarative plans, or maps, can be augmented with information about
key events during the course of an incident. A time-line can be used to indicate when people and
equipment move from one location to another. As can be seen from Table 8.2.1, events can also be
annotated to indicate the evidence that supported each observation. This reconstruction was built
post hoc and so the citations refer to paragraphs in the Sheen report [736]. However, investigators
can exploit the same approach to keep track of the evidence provided by primary sources.

An important strength of the approach illustrated in Figures 8.1 and 8.2 is they avoid the
`god's eye' view that is provided by some computer-based reconstructions. Figure 8.2 only records
information that was available to the crew on the bridge. It does not provide information that
might have been available to crew on the car deck or in the passenger areas. In contrast, many other
simulation techniques provide an overview of all of the evidence that is obtained during primary and
secondary investigations. Such reconstructions provide a false impression because they integrate
information that could not have been available to any single eye-witness. By using plans and maps
to navigate into location-dependent time-lines, it is possible to gain a more accurate impression of
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Time
(G.M.T.)

Event Report Refs

18:24 Captain sets combinator 6 on all three en-
gines and the herald accelerates rapidly
from 14 knots to possible ultimate speed
of 18 knots.

9.3 (Page 7)
IV (Page 71)

18:25 Steward hears water on the stairs. IV (Page 71)
18:28 Ship lurches 30 degrees to port, temporar-

ily becomes stable then slowly capsizes to
port.

9.3 (Page 7)
IV (Page 68)
IV (Page 71)

18:28 Bridge clock stops. IV (Page 71)

Table 8.5: Textual Time-line Integrated into A Declarative Reconstruction.

an individual's view of an incident. This was signi�cant in the Herald of Free Enterprise accident
because individuals on the bridge believed that another member of the crew was supervising the
closure of the bow doors while he was actually asleep in his bunk. The `god's eye' view can then be
reconstructed by concatenating each of these discrete time-lines into a single sequence of events.

It is important to emphasise that these declarative models are important not simply in document-
ing the state of a system prior to an incident, they can also play an important role in documenting
the consequences of particular failures. This is most apparent in the use of maps and plans to
document key features of major accidents. The UK Air Accident Investigation Branch provide an
innovative example of this approach, accessible via [9]. They used a computer-aided design system to
model the hull of a Boeing 747. Sections of this model were then annotated to denote the locations
where investigators found components on the ground around Lockerbie.

There are more complex examples of map based techniques being used during the reconstruction
of adverse occurrences. For instance, police investigators must survey the markings that vehicles
leave on a carriageway following an incident [442]. Traditionally, this has involved the use of pencil
and paper. Increasingly, however, digital equipment is being used to capture the position of those
markings in relation to the layout of the road. This information is then directly downloaded into
computer-based reconstruction software. A key aspect of this approach is that many systems support
backwards reasoning. Information about pre-incident events can be deduced from observations about
the consequences of an incident. Many systems use skid marks to deduce the speed and trajectory
of particular vehicles. There are, however, a number of limitations with the general application of
this approach. Forwards and backwards reasoning from declarative reconstructions can introduce
uncertainty. For instance, if the skid marks are eroded or obscured by the e�ects of the weather
or by other debris then it may not be possible to have complete con�dence in the results of any
consequence calculations. At a more basic level, the calculations that are used to calculate speed and
velocity from road markings are, typically, governed by con�dence levels. As we shall see, this caveat
has a number of important consequences. For example, animated reconstructions can be derived
from the information that is deduced by map-based surveying systems. These animations present
vehicles travelling at a particular simulated velocities that do not re
ect the degree of uncertainty
in the initial calculations.

There are further problems with the plan or map based approaches described in this section.
Previous �gures used an image of the Spirit of Free Enterprise. This is the sister-ship to the vessel
that was actually involved in the capsize. We were compelled to use this image in our reconstruction
because there is no similar image available for the Herald of Free Enterprise. The sister ship was also
used by the oÆcial court of enquiry. This example illustrates a more general point. In the aftermath
of an incident it may not be possible to obtain a detailed plan or map of particular locations. It may
be possible to produce a sketch of the probable location of key objects and people. However, it can
be diÆcult to represent the fact that such locations are based around inferences rather than direct
evidence about the scene of an incident. Similarly, the process of developing cross-sectional sketches,
such as that shown in Figure 8.1 can introduce biases and distortions of perspective. Photorealistic
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simulations reduce some of these problems.

Photorealistic Models

s mentioned, plans and maps have long been used to help analysts reconstruct the location in which
an incident occurred. Artists sketches can, however, provide a poor impression of the environment,
objects and individuals who contribute to safety problems. As a result, photographs are often used
to supplement maps and plans. There images provide a more direct impression of the location in
which an incident occurred. They can be used to provide detailed information about the physical
state of process components, whether they are new or worn, whether they are correctly installed or
misaligned, whether they were damaged by an incident or whether they remain intact. Photographic
images can also provide an impression of particular environmental factors, such as the line of sight
between an operators and a warning signal. Such information can be diÆcult to convey using plans
and maps. It is important to emphasise that such techniques are not immune from some of the
biases that sketched images. Di�erent camera angles, exposures and processing techniques can give
false impressions about what could or could not be observed during the course of an incident.

As with plan-based simulations, there has been a recent revolution in the use of photographical
images to support incident reconstruction. A range of computer-based techniques are creating both
opportunities and challenges for investigators. One of the biggest bene�ts of recent developments
is that investigators can take images in the �eld using digital cameras. These can then be sent
from a laptop PC using a modem and wireless telephony to colleagues in other regions country and
throughout the globe. in some recent cases this has been done interactively with the �eld investigator
being guided remotely to take live images of the incident site. The resulting photographs can then
be archived on servers that can then be accessed by other investigators when they are needed. These
images can also be used in subsequent litigation and in any subsequent reports.

As mentioned, these bene�ts also bring a certain number of concerns. It is possible to falsify
conventional photographic images but digital editing techniques make this far easier. A vast range
of `post-production' e�ects can be achieved with relatively little training. In consequence, many
countries have strict rules about the ways in which digital resources can be used both during an
incident investigation and during any subsequent litigation. For example, investigators can be re-
quired to testify that digital resources have been protected from unauthorised `tampering'. Digital
watermark techniques provide one means of achieving this protection. These watermarks are imple-
mented using an identi�cation code that is permanently embedded into electronic data. The code
carries information about copyright protection and data authentication. If the resource is edited in
any way then the watermark will be destroyed. Evidence of `tampering' is then apparent if users
cannot extract the original watermark from the electronic resource. The interested reader is directed
to Hartung and Kutter's overview of multimedia protection techniques for more information about
this and similar approaches [310]. In contrast, the remainder of this section focuses on the use of
photorealistic pseudo-3D techniques for incident reconstruction.

One of the problems with static images is that it can be diÆcult to gain an impression of three
dimensional space. This is a limitation of both conventional and digital images. Analysts cannot use
these images to `walk around' the scene of an incident. Instead, they are restricted to the perspectives
chosen by the person taking the photograph. This becomes an issue because it can be diÆcult for
investigators to predict all of the possible perspectives that might be relevant in the aftermath of
an incident. Even if they expend vast amounts of time and �lm, it can still be diÆcult for other
investigators to piece together the layout of an environment from dozens of static images and plans.
Software engineers have responded to similar concerns within other application areas by developing
photorealistic tools for desktop virtual reality (desktopVR). These tools avoid the use of cumbersome
helmets and gloves that have been recruited by immersive virtual reality systems. Instead, they
attempt to provide an impression of movement in 3D space using conventional input and output
devices; keyboards, mice and standard computer displays. Although we focus on this non-immersive
approach to virtual reality, many of the comments also apply to incident reconstruction systems
that expect their users to wear helmets, gloves and other more complex apparatus. In contrast,
QuicktimeVR constructs an interactive simulation from a number digital images and presents them
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Figure 8.3: QuicktimeVR Simulation of a Boeing 757

on standard desktop displays. These photographs are taken using a motorized tripod which ensures
that a still image is taken approximately every N degrees. The value of N is determined by a number
of factors including the type of lens that is being used as well as the distance from the camera to
the visual horizon. These photographs are then `stitched' together by the interpolation software.
The net e�ect is to enable users to pan through 360 degrees simply by holding their mouse over the
image. Digital e�ects can also be introduced so that users can zoom in to view particular details of
each image. The idea of motion is provided by moving the tripod to a di�erent location. The process
described above is then repeated so that the user can again pan around to view the environment
from the new location. Figure 8.3 presents images taken from a QuicktimeVR simulation of a Boeing
aircraft [425]. The QuicktimeVR images in this section have been reproduced with kind permission
of Strathclyde Regional Fire Brigade and were produced in collaboration with Bryan Mathers, Alan
Thompson and Bill West [524]. It should be noted that these images provide an extremely poor
impression of what is like to interact with the desktopVR system. The resulting simulations not only
help incident investigation. They can also provide lawyers, jurors and engineers with an impression
of hazardous environments. Unlike �lms and videos the interactive nature of this approach also
enables users to choose their own path through the scene of an incident.

Figure 8.4: QuicktimeVR Simulation of Lukas Spreaders

Figure 8.3 illustrated how the application of desktopVR techniques can be extended from the
domains of computer aided learning and scienti�c visualisation to support incident reconstruction.
The Boeing cockpit illustrated in these images represents one of two particular approaches to the
QuicktimeVR technique. In this example, a tripod is moved around taking images that form 360
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degree sweeps on the scene of an incident. The same approach can, however, also be used with
slight variations to provide interactive simulations of process components. This is illustrated by
Figure 8.4. Digital editing techniques have been used to joint together a number of still images from
a QuicktimeVR reconstruction. The intention has been to provide an impression of the way in which
a user can manipulate the software to rotate the object through 360 degrees. The Figure shows how
this approach has been applied to the Lukas spreaders that Fire Crews use to extract passengers
from road traÆc accidents. The process used to create these simulations is slightly di�erent than
that used to produce the system in Figure 8.3. Rather than rotating a camera to photograph the
environment, in this approach the camera is typically held in a constant position while the object
is rotated. By raising or lowering the position of the camera, it is possible for the user to rotate the
object around both the x and the y-axes. They can zoom in to view both the top and the bottom
of the object.

These photorealistic simulation techniques are declarative because they provide a pseudo-3D
impression of the state of the environment or of critical objects at a particular instant in time.
However, it is possible to construct multiple simulations to show the state of an object or environment
both before and after key events. We have used this most frequently to show the e�ects of damage
or wear on process components. It is also important to emphasise that these resources can easily
be integrated into other electronic resources. They can be `marked-up' in the same way that we
annotated the sketches of the Herald of Free Enterprise. This enables users to electronically access
linked pages of textual information by selecting areas of the images. Investigators can use this
approach to access to the text-based time-lines illustrated in the previous section. This provides
an alternative means of introducing dynamic information about critical events into what would
otherwise be a static and declarative approach. There are further bene�ts. For instance, we have
used heavy-duty turntables to represent artifacts that are too heavy to be lifted. This enables users
to inspect objects such as aircraft engines. They can literally turn these component `upside down'
to select the best angle from which to view any potential damage. Similarly, we are exploring the
use of miniaturised cameras to create pseudo-3D models of devices that cannot normally be directly
accessed.

At the time of writing this book, these techniques have not been widely exploited to support
incident reconstruction. It seems likely that this will change. We are using techniques that are being
developed for mass-market computer aided learning systems rather than complex bespoke techniques
for incident reconstruction. As a result, these simulations can be developed using relatively low
cost technology. QuicktimeVR simulations can be produced at a fraction of the cost of a traditional
sketched plan. The examples illustrated in this section were produced by two undergraduate students
working in collaboration with members of Strathclyde Fire Brigade. Members of this service have
since gone on to develop their own applications of this technology. It is also important to note
that the costs of producing these simulations can be defrayed by their multiple applications. All of
the systems illustrated in this section have been integrated into the Fire Service's computer-based
training schemes.

8.2.2 Animated Simulations

The previous section has presented a range of techniques that support the reconstruction of safety-
critical incidents. Maps and plans provide represent the layout of an environment and can be used
to locate objects within it. Photorealistic techniques augment these sketches and provide a richer
source of information about the scene of an incident. For instance, they can provide evidence
about the location of objects that might otherwise have been overlooked when a map is being
sketched. However, both of these approaches provide a declarative snapshot of the context in which
an incident occurred. They rely upon secondary techniques, such as textual time-lines, to represent
more dynamic information. In contrast, the simulation techniques in this section are speci�cally
intended to help analysts reconstruct the changing events that contribute to safety-critical incidents.
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Physical Simulations

Previous sections have mentioned that many incident investigations rely upon full scale reconstruc-
tions of adverse occurrences. The scale and sophistication of such reconstructions varies from im-
promptu demonstrations by investigators in the �eld to full-scale simulations using highly expensive
facilities, such as the US Department of Labour's Mine Simulation Laboratory. This facility provides
training for safety inspectors and incident investigators using a 48,000 square foot above-ground sim-
ulated simulated coal mine. Similarly, NASA's Langley and Ames research centres operate a number
of aircraft simulators that attempt to provide a pilot with enough sensory information to convince
the pilot that an actual aircraft is being 
own. Sensory cues include realistic out-the-window scene
generation with 360 degree �eld of view. The more advanced facilities also provide motion feedback
with accelerations applied to the cockpit to simulate momentum shifts in an aircraft. They also
employ special seats and suits that are intended to mimic gravitational pull. Other forms of tactile
information is simulated by positive force feedback in the pilot's stick and pedals. Acoustic systems
simulate natural sounds, such as the wind, and arti�cal sounds including realistic engine pro�les,

Physical reconstructions often involve a high-degree of risk. Reconstructing failures that almost
led to a disaster can lead to disaster. Physical reconstructions also, typically, associated with high
costs. The NTSB's Wake Vortex 
ight tests provide an extreme example of this. These were
conducted at the FAA's Technical Center in Atlantic City, New Jersey in September, 1995. These
vortices can be thought of as a form of turbulence. They can be created whenever an aircraft passes
through a section of airspace:

\Wake vortex: A counterrotating airmass trailing from an airplanes wing tips. The
strength of the vortex is governed by the weight, speed, and shape of the wing of the
generating aircraft; the greatest strength occurs when the wings of the generating aircraft
are producing the most lift, that is, when the aircraft is heavy, in a clean con�guration,
and at a slow airspeed. (Also known as wake turbulence.)" [609]

Air traÆc controllers must, therefore, follow wake vortex regulations that specify minimum separa-
tions between particular types of aircraft. These regulations are intended to prevent the following
plane from 
ying through a vortex created by its predecessor [367]. The NTSB's physical recon-
structions used a Boeing 727 to generate a vortex. A Boeing 737 was then deliberately 
own into the
727's vortex. These were identi�ed using wing-mounted smoke generators on the lead aircraft. The
results of the reconstruction were monitored by on-board sensors and from a T-33 chase plane. The
risks of such simulations are obvious; especially considering that they were triggered by hypotheses
about the causes of a number of previous incidents [609].

The NTSB's wake vortex studies typify the way in which physical simulations are used to obtain
many di�erent forms of data. Information was obtained from videotapes, an enhanced 
ight data
recorder, from Boeings portable airborne digital data system, for a 2-hour cockpit voice recorder on
the 737 and from test pilot statements. These data revealed that the 727 wake vortices remained
intact as much as 6 to 8 miles behind the wake-generating airplane, and wake strength values ranged
from 800 to 1,500 feet per second. The video tapes revealed numerous examples of wake vortices
breaking apart; linking up; and moving up, down and sideways. This study is also remarkable for the
way in which the NTSB exploited the video recordings. These were used not simply to support the
investigators' analytical work. They were also used to provide the public with important insights
into the conclusions of the �nal report. This seems to be an increasing trend as incident and
accident investigators become increasingly aware of the need to communicate their �ndings beyond
the regulators of their industry [749].

The principle aim of recording this information is to prove or disprove hypotheses about the
causes of an incident. The NTSB study was conducted because wake vortices had been implicated
in a number of previous incidents. This reiterates the close links between reconstruction and causal
analysis. Physical reconstructions help to prove or disprove causal hypotheses. Unfortunately,
however, the results from these studies can be highly ambiguous. The failure to recreate an incident
may be due to characteristics of the simulation environment rather than weaknesses in the underlying
hypotheses. There may also be problems in instrumenting a physical reconstruction to determine
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whether or not an incident has actually be recreated. Typically, the components and systems that
were involved in an incident are heavily instrumented to provide as mush feedback about the potential
causes of a failure as possible. This is critical because of the risk and expense mentioned above.
Lechowicz and Hunt provide an example of this instrumentation when they introduce a system
to provides in-motion weighing, load distribution analysis plus defect detection and classi�cation
at wheel, bogie, wagon and train levels [483]. In order to calibrate the measurements from their
system they had to run a range of satisfactory and specially assembled bogies over the track. These
assemblies provided a mixture of good wheels, defective wheels and vehicle loads and were run at
speeds from 30 up to 130km/h. Such calibration tests must be conducted before an incident can
even be simulated. If they are not then there is a danger that incorrect conclusions will be drawn
from the results that are provided by the instrumentation.

Physical simulations supplement any information that can be derived from data recorders that
were running at the time of an incident. This live `incident' data also helps to validate the information
that is obtained from physical simulations. If the information derived from a physical simulation is
not consistent with that gathered at the time of the incident then a number of potential problems
might be diagnosed. For instance, the physical simulation may not have recreated the conditions
that held at the time of the incident. Alternatively, the recording devices that were operating at the
time of the incident may have been incorrectly calibrated. The recording devices that were running
during the incident may not have been correctly calibrated. However, such inconsistencies are not
without value. They can often be used to identify alternative conditions that might lead to similar
consequences during an incident.

The data that is derived from physical simulations and from incident data recorders can provide
parameters for computer-generated models. This has signi�cant advantages. For example, the costs
associated with crashing rail trucks at di�erent speeds, typically, prevents a wide range of physical
simulations. However, these studies can be used as data points for computer-based simulations that
can be run and re-run without signi�cant additional costs. Later sections will identify the strengths
and weaknesses of these techniques. In contrast, the following section focuses on the animated
presentations that are frequently derived from these computer-based models. In many cases these
models are used without the support of physical reconstructions. The high costs, the inherent risks
and the problems of instrumenting a reconstruction often persuade investigators to rely upon solely
computer-generated simulations.

Computer-Based Animations

We have shown how desktopVR software can `stitch' together photographic images in order to
provide interactive tours of particular environments or rotational images of process components.
This is not the only way in which desktopVR technology might support incident reconstruction. In
particular, model-based approaches can be used to reconstruct environments that cannot be directly
photographed. This is often the case when an incident has resulted in signi�cant damage to a
workplace or if that environment has become hazardous in the aftermath of an incident. Model-
based approach construct complex process components from a number of geometric primitives, such
as spheres and cubes. Application software then renders the image of these composite objects onto
the user's screen. The image is updated as the investigator moves around in the virtual environment.
In particular, the rendering software must cope with changes in perspective and the occlusion that
occurs when one object obscures the image of another.

Figure 8.5 illustrates how this model-based approach can be used to support incident reconstruc-
tion. It shows how geometric primitives can be combined to reconstruct complex structures including
vehicles and people as well as buildings. This Virtual Reality Markup Language (VRML) simulation
was developed in collaboration with Marcus Kramer [461]. This application enable analysts to place
construction equipment within a number of di�erent layouts that were proposed for a building site.
The equipment could be moved around within these layouts to show users the potential hazards that
were posed, for example by overhead cables.

Many model-based reconstructions, such as the one shown above, are developed using declarative
environments. They enable users to reconstruct the topography of environment. Libraries can also
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Figure 8.5: VRML Simulation of Building Site Incidents

be constructed to provide easy access to a range of common process components that have previously
been developed using the geometric primitives. Analysts must use scripting techniques if these static
models are to recreate the `real-time' behaviour of physical objects. Typically, these programming
languages are event driven. Programmers specify the actions that are to be taken when the state
of the model changes. For instance, it might be speci�ed that the walls of a building in Figure 8.5
are deformed when a piece of construction equipment hits is driven into it. These programs are
developed into simulations in an iterative manner. Any problems in the reconstruction are detected
when the program is run and the simulation is viewed. The program can then be amended before
being the model is viewed again. Ultimately, however, investigators derive digital animations which
simulate the probable course of events leading to an incident. Figure 8.6 presents a number of
still images from an NTSB reconstruction that used this approach [610]. This reconstruction had
a dual purpose. It was used to validate the inspectors' view of the incident. It was also used to
communicate their view of the incident at a public hearing that was convened by the NTSB following
the investigation.

A number of concerns a�ect the production and use of digitised videos from model-based incident
simulations. The examples in this section have been produced using extremely 
exible modelling
software. It is possible to position the `camera' that determines the user's view of an incident at
almost any point in three-dimensional space. This 
exibility can result in considerable usability
problems for incident investigators who are unlikely to be experts in the manipulation of these
cameras. Small changes to the positioning of the viewpoint can result in users entirely missing key
aspects of a simulation. As a result, the examples cited in this section use simulations to produce
digitised videos that illustrate particular points about the course of an incident. This implies that
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Figure 8.6: NTSB Simulation of the Bus Accident (HWY-99-M-H017).

the pictures obtained from the model are carefully edited to form a linear sequences of images.
The end-user cannot change the camera angle nor can then move within a model to obtain new
perspectives on an incident. This introduces concerns that investigators may produce videos that
are biased towards particular aspects of a simulation. The viewpoint may be place close to the
ground to emphasise the apparent speed of a vehicle. Alternatively, the camera may be `locked' at
the same velocity as a moving object so that the viewer gets less of an impression of the relative
speed of that object.

Animated models also su�er from many of the concerns that were raised about digitised pho-
tographs. It is possible to create a false impression of the events and conditions that contributed to
an incident. For instance, model-based reconstructions rely entirely upon the developer to specify
lighting parameters. Programmer must ensure that there is a clear correspondence between the
world that they build and the real situation in which the incident took place. It is for this reason
that the NTSB presentation shown in Figure 8.6 is accompanied by the following notice:

\Disclaimer: Simulations presented below used scene and geological surveys, highway
design plans, witness statements, vehicle testing, vehicle plans and vehicle operating
characteristics. The depictions represent actual lighting and weather conditions at the
time of the accident." [610]

The need to ensure a correspondence between virtual components and physical objects has led in-
vestigation agencies and software developers to introduce numerical simulation routines into the
scripting languages that drive model-based simulations. The NTSB's models were constructed using
tools that were developed by the Engineering Dynamics Corporation. There tools enabled investiga-
tors to specify that the bus was initially travelling at sixty miles per hour. The simulation software
then re
ects the way in which the speed of the bus increased to sixty-two miles per hour when it hit
the guardrail. The vault speed of the bus was set at �fty six miles per hour and the impact speed
with the opposite side embankment was simulated �fty seven miles per hour.

In spite of the fact that many of these techniques are being applied by the NTSB and other
investigation authorities, there are a number of important limitations with this approach. There are
considerable costs associated with the time that is required to model even relatively simple objects in
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model based virtual environments. These costs can be reduced by maintaining libraries of common
components. The elements in such libraries may not re
ect the subtle di�erences that exist, for
instance between particular models or types of equipment. These costs can dissuade analysts from
reconstructing distal causes of adverse occurrences. DesktopVR reconstructions are often biased
towards the simulation of those proximal events that have the greatest impact upon their viewer.
It can also be extremely diÆcult to build interactive model-based simulations for certain classes
of events. For instance, it is rare to see such simulations that show how managerial or regulatory
decisions have in
uenced the course of an incident. Further problems relate to the use of model-
based simulations to represent the outcome of an incident. The NTSB investigators had several good
reasons when they decided not to model the impact damage and motion to �nal rest in Figure 8.6.
Firstly, there are computational and technical diÆculties in calculating the many di�erent forces that
act on complex objects during safety-critical incidents. As a result, simulations must approximate
the mechanical and kinematic forces that operate on physical components. This is suÆcient for most
purposes but can lead to `unrealistic' e�ects during impact sequences. More importantly, there are
also strong ethical concerns that make the simulation of such consequences unacceptible to those
who are involved in an incident.

Abstract Visualisations of Critical Events

Figure 8.7 presents a less familiar application of desktopVR for incident simulation. The interactive
reconstruction was developed in collaboration with Anthony McGill [530]. Instead of modelling the
objects that are involved in an incident, this approach provides a more abstract overview of the
events leading to an adverse occurrence. The image shows three time-lines that recede into the
z-plane. Each time-line describes events that are related to a particular aspect of the incident. In
this case, systems engineering failures are distinguished from the actions of the chief oÆcer and the
assistant bosun. As can be seen, geometric primitives are used to model 
ags. These are labelled
with information about events that a�ected the course of the incident. Each 
ag is placed at a
point on the time-line. Users can exploit the application software to `walk' forward along either
of the lines. By looking horizontally across the x-plane it is possible to review those events that
concurrently a�ect the other entities that are represented by the parallel time-lines. By looking
forwards into the z-plane, the user reviews those events that happen in the immediate future from
their position on the line. By turning 180 degrees in the same plane, they can review those events
that happened immediately before their current position in time.

As can be seen from Figure 8.7, this technology can be integrated within conventional web
browsers. As a result, hypertext links can be associated with the individual objects in the model.
Users can select any of the 
ags to view a page of information about the evidence that relates to that
event. This is essentially the same mechanism that was described for the QuicktimeVR visualisations
introduced in previous sections. A number of re�nements have been proposed for the basic approach
described above. For example, we have set some of the 
ags at a 45 degree angle to the view shown
in Figure 8.7. This has been used to provide viewers with a means of identifying when there is
con
icting evidence about a particular event. Similarly, some 
ags are not planted into a time-line.
Instead, they `hover' above the rest of the 
ags. This has been used to denote events for which there
is not accurate timing information.

The approach shown in Figure 8.8 has a number of important bene�ts. The three-dimensional
structures used in the model are extremely simple. Analysts, therefore, avoid the overheads associ-
ated with the three-dimensional modelling of complex real-world objects illustrated by Figure 8.5.
It is a trivial exercise to add new 
ags. Investigators simply duplicate the existing components and
update its label. There are, however, a number of practical limitations. For instance, it can be a
non-trivial exercise to use two-dimensional input devices, such as the conventional keyboard and
mouse, to navigate three-dimensional space. These diÆculties can be eased by the provision of a
number of simple interface design techniques. For example, pre-de�ned viewpoints can be built into
the system so that users can move from one point to another by selecting from a menu of options.
This avoids the need for investigators to continually check whether any mouse movements will al-
ter their position or orientation in the X,Y or Z planes. In Figure 8.7 this is achieved by a menu
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Figure 8.7: 3 Dimensional Time-line Using DesktopVR

of times. If the user selects 18:45 then the system automatically `walks' them along the time-line
to that position. Such techniques can be used to address speci�c navigation problems. They are
not, however, a panacea and it is important to balance the enthusiasm for these new approaches
against these practical problems. We cannot expect current generations of incident investigators to
instantaneously acquire the three-dimensional skills of computer games enthusiasts.

The techniques illustrated in Figure 8.7 remain the subject of on-going research. Further appli-
cations must be developed to demonstrate that they can reconstruct a range of incidents in di�erent
industries. Further studies are also needed to determine whether or not there are alternative, more
appropriate visualisation techniques. For instance, Figure 8.8 shows how Mackinlay, Robertson and
Card's idea of a `perspective wall' can be applied to support incident reconstruction [509]. This
model was developed in collaboration with Ariane Herbulot from the Ecole Superieure en Sciences
Informatiques, Sophia Antipolis. The perspective wall makes greater use of the y-plane than the
3-D time-line illustrated in Figure 8.7. However, many of the underlying principles remain the same.
Three time-lines are represented on the lower surface of the wall. Events are placed on one of the
three parallel lines to denote whether they are associated with a particular subsystem or individual.
Their position on the line denotes the moment at which they are assumed to occur. The upper wall
is annotated with `real-time' markers that act as reference points.

Figure 8.9 presents a detail from the perspective wall shown in Figure 8.8. As before, the
visualisation is integrated into a web browser. Pages of additional information and evidence can
be accessed by selecting individual events. This approach provides a number of bene�ts over 3-D
time-line. As can be seen, concurrent events appear immediately above each other in the x-plane.
They can, therefore, be seen at a glance from the position shown in Figure 8.9, which appears in
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Figure 8.8: Overview of Perspective Wall Using DesktopVR

the menu of viewpoints that was described earlier. In Figure 8.7 concurrent events appeared on the
same plance in the z-axis. In consequence, users would have to perform a more complex rotation in
order to view these markers. This problem can be avoided if the view point is altered. For example,
the analyst can easily see concurrent events on the 3-D time-line if they are positioned directly above
the three time-lines. Experience has, however, shown that this can have a disorienting e�ect on the
viewer.

Previous sections have argued that the application of low-cost photographic reconstruction tech-
niques, such as QuicktimeVR, can be extended frommass-market publications to support engineering
applications in incident reconstruction. This section has shown how techniques from scienti�c visu-
alisation and information science, such as the perspective wall, can be applied to similar ends. The
meta-level point is that these techniques look beyond current approaches to incident reconstruction.
Many of these `traditional' approaches owe more to the nineteenth century than to the twenty-�rst.
This is a signi�cant and forceful argument because it builds on the underlying analysis of Perrow
[675] and Sagan [718]. Chapter 1 summarises their argument that the increasing complexity of
many modern systems is leading to increasingly complex failure modes. It is certain that many
reconstructions stretch the limits of what can be achieved using manual techniques. The analysis
of the Allentown incident, discussed in Chapter 9, identi�ed more than 1000 events contributing
to human `error', systems `failure' and managerial `weakness'. Some of these events stretched back
more than �ve years before the explosion that triggered the incident investigation. It seems likely
that computer-based visualisations will be necessary if investigators are to cope with the burdens
imposed by the reconstruction of increasingly complex incidents.
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Figure 8.9: Detail of Perspective Wall Using DesktopVR

8.2.3 Subjunctive Simulations

The reconstruction techniques that we have considered up to this point support declarative models
of the state of an incident or linear sequences of events leading to an adverse occurrence. In contrast,
this section focuses on the use of subjunctive simulation techniques for incident reconstruction. The
term `subjunctive' is used to denote the fact that many simulations are used to explore hypothetical
scenarios. They provide a means of analysing what might have happened during an incident. Ana-
lysts can adjust the parameters of the model to assess the potential consequences of those changes
upon the �nal outcome of an adverse occurrence. As we shall see, however, the reliability of any con-
clusions is dependent upon the degree to which the simulation faithfully recreates particular aspects
of an incident. It is, typically, impossible to provide completely accurate simulations even using
the physical reconstruction techniques mentioned above. In consequence, investigators must analyse
which aspects of an incident must be reconstructed if we are to trust the �ndings of a subjunctive
simulation.

Computer-Aided Engineering and Process Based Simulations

Computer-Aided Engineering tools provide one of the most powerful means of deriving interactive
reconstructions of complex incidents. This software enables analysts to construct models that are
intended to re
ect the physical properties of the system itself. For instance, Cole and Cebon have
developed a two degree of freedom mathematical model that simulates dynamic tyre forces for
tractor-trailor combinations of nine articulated vehicles [172]. The results from this model have
been validated in a number of empirical studies and have been used to identify combinations that
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yield particularly `strong dynamic interaction' ! Others models predict the behaviour of gases within
di�erent environments. Numerical techniques derived from computational 
uid dynamics have been
applied to explain particular combustion processes [550]. An important bene�t of this approach is
that models, which are used in the design of an application, can also be used to analyse potential
incidents. For example, models that explain the properties of �re resistant surfaces, for instance in
furnaces, can also be used to explain why other surface fail in similar situations [769]. The dual
predictive and analytic nature of such engineering models o�er huge bene�ts, not least in the costs
that would otherwise be associated with model development for incident reconstruction.

A recurring theme in this book is that there will be more than one set of events that can lead
to the same adverse outcome in complex, technological systems. For this it follows that subjunctive
simulations have an important role to play in searching for these alternative paths. Chapter 9 will
brie
y introduce techniques from abstract model checking that have been deliberately developed with
this in mind. For now, however, it is suÆcient to stress that subjunctive simulations can also build
upon, and contribute to, training activities. For example, NASA have developed a simple interactive
model of the DF88 directon �nder that is used to locate aircraft Emergency Locator Transmitters
[566]. Users can interact with this model to explore and practice di�erent location scenarios. The
same underlying software can also be used to during lab-based studies that are intended to explore
the use of such applications in the aftermath of `real' incidents. This illustrates the important point
that subjunctive reconstructions, in common with the other reconstruction tools in this chapter,
should also be capable of modelling the events that occur after an incident has taken place. As we
shall see, more lives may be threatened by an inadequate response to an incident than are lost in
the immediate aftermath of an adverse event.

A number of limitations a�ect the use of engineering models to explore alternative scenarios
for safety-critical incidents. Many engineering models gain their predictive power by focusing on
speci�c aspects of more complex interactions. Many of the factors that must be considered during
the investigation of `real world' incidents must, therefore, be excluded. For example, computation

uid dynamics can be used to model the combustion of particular materials. These models cannot,
however, be applied to predict the impact that the progress of a �re will have upon key electrical
subsystems during an incident. Fortunately, a number of companies have developed integrated
toolsets that can be used to address such concerns. These tools enable designers to intergrate
models from di�erent engineering disciplines. The output of a con
agration model might, therefore,
be used to drive predictions about the integrity of electrical subsystems. Figure 8.10 illustrates the
interface to Boeing's Easy5 tool. This software can be used to simulate systems containing hydraulic,
pneumatic, mechanical, thermal electrical and digital sub-systems. Simulations can be constructed in
a number of ways. For instance, functional blocks can be used together with pre-de�ned components
that model physical elements, such as pumps, gears, engines, etc.

Other limitations stem from the implicit assumptions that must be made in orer for these models
to be tractable. This is illustrated by the caveats that precede a set of results from simulator studies
into aircraft icing incidents:

\It is important to take in consideration the following assumptions and limitations
of this analysis:

1. The 
ight conditions just prior to the upset was considered a steady state condition,
meaning that all angular rates were considered small and the dynamic aerodynamic
derivatives could be considered negligible.

2. The Power E�ects (Specially the propeller slipstream e�ect) in the EMB-120 is very
strong and for this preliminary analysis was not fully considered when calculating
some aerodynamic coeÆcients.

3. The ice e�ects on the aerodynamic coeÆcients were taken from wind tunnel test
results and only some Reynolds Number corrections were applied.

4. The 
ight simulation (6 DOF) is valid only up to the pusher �ring angle of attack
(approx. 12.5 deg). Above this angle the aerodynamic data and the e�ects of any
asymmetric 
ow separation are not valid or not considered.
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Figure 8.10: Graphical Modelling Using Boeing's EASY5 Tool

5. For this �rst preliminary 
ight simulation, only some aerodynamic parameters were
modi�ed and for this reason some special assumptions were made due to lack of
time.

All assumptions, however, were considered not relevant to this preliminary analysis."
(Appendix E, [600]).

There are further limitations with existing systems. Most approaches work best for physical systems
that have a linear behaviour. Systems that exhibit nonlinear and time-varying characteristics pose a
considerable challenge. Multi-model systems o�er a potential solution. These exploit a `divide and
conquer' strategy that represents the behaviour of a complex process in terms of a number of simpler
component models. However, there can be considerable instability as a model switches between these
component simulations [554]. Engineering models of human operators can be seen as a pathological
example of a non-linear system. Subjunctive reconstruction systems have been developed to simulate
the potential behaviour of individual operators [440]. However, these tend to be based upon high-
level cognitive models rather than the more �ne grained control-level simulations of engineering
reconstructions. There have been a number of recent attempts to develop hybrid techniques that
capture elements both of continuous control in the context of more discrete human decision making,
for example in the domain of air traÆc control [774]. It remains to be seen whether or not these
techniques can be extended from a limited number of case studies to support the reconstruction of
more complex incidents and accidents.
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In contrast, discrete models of individual and group cognition have been more widely applied to
simulate the events leading to safety-critical incidents. They have even been developed to model the
behaviour of crowds and entire populations during emergency situations [231]. Much of this work
has been inspired by the success of epidemiological modelling that often depends upon assumptions
about human behaviour. For instance, Moss has recently extended this epidemiological work to
derive simulations of middle management behaviour during critical incident management [551]. This
work is particularly signi�cant given that most work on simulation in incident analysis tends to focus
on operational failures rather than management or regulatory behaviour. A range of similar models
have, however, been developed within the �eld of management studies to enable users to speculate
on the in
uences that a�ect key decisions [297]. The theoretical underpinning for many of these
multi-agent, predator-prey models is provided by game theory. Individual operators are assumed to
pursue independent goals with limited resources under conditions of uncertainty [714]. It is perhaps
surprising that few of these models have been used to support incident investigation, especially
given the emphasis that Reason and others have placed upon the organisational precursors to failure
[701]. On the other hand, it remains to be seen whether such models actually help to analyse
di�erent patterns of individual and group performance under high-stress situations. In particular,
there continue to be practical and ethical diÆculties associated with the validation of these models.

Model Driven Virtual Environments

As mentioned, investigators can use subjunctive simulations to reconstruct alternative hypotheses
about the course of an incident. Models of underlying physical processes can be used to replicate
the `real-world' behaviour of complex applications. Evidence that has been gathered during primary
and secondary investigations can then be used to parameterise these models. If critical values are
unknown then investigators can iteratively inject potential estimates for those numbers. They can
then inspect the behaviour of the simulation to validate their estimates. If the modelled behaviour
faithfully reconstructs key observations about the course of the incident then the values may be
retained. If there are signi�cant di�erences between the simulation and the observed behaviour
then either the values must be revised and the test run again or questions must be asked about the
veracity of the observed behaviour.

Bolte, Jackson, Roberts and McComb provide an example of subjunctive reconstruction when
they describe the NTSB's use of simulations in road traÆc accidents [87]. Data from event recorders
can be used as input to a growing range of traÆc simulation programs that model the performance
of cars, buses, trucks and trains. data These devices are currently only �tted to a minority of com-
mercial vehicles and so the software also relies upon information from witness statements to deduce
probable driver inputs. Physical evidence, including the �nal resting point of the vehicle and any
resultant damage, can also be introduced as parameters to the current generation of reconstruction
software. All of this information helps to produce crash pulses. These graphs describe the likely
acceleration pro�les that would be required in order for each vehicle to end up in their �nal positions
with the degree of damage that was recorded. Figure 8.11 illustrates the crash pulse that the NTSB
can obtain from road-traÆc simulation software.

A collision between a van and a train at Wagner, Oklahoma can be used to illustrate the role that
such graphs play during an incident investigation [87]. Witnesses in the van reported that the driver
stopped before proceeding over the railway crossing. However, the train engineer contradicted this
statement. The train had an event recorder on board and data was obtained from this to determine
that it was travelling at approximately 46 miles per hour when the collision occurred. The �nal
position of the van was surveyed in the aftermath of the incident. Data was also collected about
the damage that the train had in
icted in the collision. \Reconstructionists" at the NTSB then
varied the speed of the van at the point of impact to determine the most accurate trajectory and the
related initial speed of the van. This illustrates the way in which subjunctive simulation techniques
can be used to explore alternative hypotheses about the events leading to an incident; the van did
or did not stop before the collision.

The graphical format used to represent crash pulses, illustrated in Figure 8.11, has a number



242 CHAPTER 8. COMPUTER-BASED SIMULATION

Figure 8.11: NTSB Simulated Crash Pulse Of School Bus and Truck Colliding

of bene�ts. In particular, it provides a precise numerical pro�le for vehicle acceleration during an
incident. However, it can be diÆcult to use such representations to communicate the key �ndings
from an incident investigation. This is a particular problem when multi-disciplinary investigation
teams must agree about the likely course of events. In consequence, most simulation software
provides a range of alternate visualisations. Investigators can use these to show their colleagues
what particular calculations imply about the likely course of events leading to an incident. This is
illustrated by the model-based virtual reconstruction shown in Figure 8.12. The rendering software
that is used to generate this image is very similar to that used in Figure 8.5. However, there are a
number of important di�erences between simple animated simulations and the subjunctive systems
illustrated in this section. The former systems rely upon ad hoc scripting techniques to develop a
single model of an incident. As mentioned previously, this is often used to derive a linear sequence
of images that are edited to provide a movie that can be played during an incident reconstruction.
In contrast, subjunctive techniques rely upon physical models of application processes. As a result,
it is possible to explore multiple alternative hypotheses about the course of events in an incident by
altering the parameters of those physical models.

Simulations, such as Figure 8.11, are not the end-point for inicident reconstruction. Once an
accurate simulation has been developed to model vehicle performance, it is then possible to recon-
struct occupant kinematics. This is important, especially in road traÆc accidents, because it can
be used to assess the degree of occupant protection that the vehicle a�orded. It is important not to
underestimate the importance of such feedback for the design of future safety features.

Operator behaviour must be explicitly considered as a parameter to most subjunctive simulations.
This raises many problems. In systems without data recorders, investigators must typically rely upon
eye-witness statements. As we have seen with the Wagner incident, these can be contradictory, biased
and partial. It is diÆcult to envisage a set of circumstances in which both the train driver and the
van's occupants were correct in their accounts. However, many incidents occur during periods of
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Figure 8.12: NTSB Simulation of Motor Vehicle Accident, Wagner Oklahoma

operator inattention or fatigue. In consequence, they may have genuine diÆculty in recalling their
actions. Most traÆc accidents last less than 0.10 seconds. They happen at a speed that makes it
diÆcult for witnesses to accurately comprehend `vehicle interactions' [87].

The problems of modelling operator interaction in subjunctive simulations are considerably eased
if information can be obtained from automated data logging systems. For example, Figures 8.13
and 8.14 illustrate how this data can be used to drive biomechanical simulations of the operator's
actions [609, 605]. These simulations represent the rudder pedal positions and leg orientations of the
crew. Although this cannot be seen from the still image, the colour of the manikin's leg indicates
the force output. For example, blue as used to indicate that no force is being applied to the rudder
pedal. Yellow indicates a normal force application while red indicates a larger force than would
normally be needed during a 
ight. Given individual human variability and the sparse data that is
often obtained from logging systems in the aftermath of an incident or accident, these models must
often be treated with caution. This is evident in the caveats that accompany the NTSB's use of
these simulations:

\These simulations were developed as an educational aid although, whenever possible,
the scaling and motions of the manikin and cockpit control were modeled after those of
the Boeing 737 event being studied." [605]

Figure 8.14 provides an overview of crew interaction in the cockpit. The NTSB have used annotated
similar reconstructions with to include excerpts from cockpit voice recorders as subtitles to the
model based simulations. This enables investigators to follow key communications as they watch
reconstructs of the crews' interaction with their controls. Such techniques are interesting for many
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Figure 8.13: Biomechanical Models in NTSB Incident Simulations (1)

reasons. In particular, the public release of these simulations has not created the same controversy
as fears about the public release of footage from cockpit video recorders [605]. The US Air Force
recognises the distinctions between these di�erent media:

Animations made from recorder data are not privileged as long as they do not contain
(the investigation board's) analysis or input. If the actual audio voices of the mishap
crew are incorporated into the animation, simulation or re-enactment videotape, the
tape is not releasable due to the privacy interests of the crewmembers or their surviving
families." [794]

There are numerous limitations with the subjunctive techniques that are described in this section.
In particular, it can be diÆcult to gain the data that is necessary to derive the models of application
components. This means that the resulting visualisations, such as that shown in Figure 8.12, may
ultimately rest on little more than guess work. For instance, road traÆc simulations typically
require information about both drivers' behaviour. This includes steering angles, brake and throttle
settings, gear selection, use of engine braking. Some models also expect information about the use
of lights, of direction indicators cruise control settings and even wipers or warning horn. In addition,
the models require information about the pre-impact speed, engine revs. per minute, acceleration
history, braking eÆciency activation of anti-lock braking mechanisms etc. If these parameters are
not provided then systems either fail to produce a simulation or they exploit default assumptions
that may not re
ect the conditions that held during a particular incident. Such problems emphasise
the point that many subjunctive simulations reconstruct a probable or possible course of events.
They do not provide a de�nitive and unambiguous account of most safety-critical incidents.
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Figure 8.14: Biomechanical Models in NTSB Incident Simulations (2)

Probabilistic Simulations

The use of subjunctive simulation techniques is hampered by the problems of data acquisition.
Incident recorders are often unavailable. Even if this source of data is available, they often only
provide a small subset of the parameters that are required by many reconstructions. The situation is
not as problematic as it might �rst appear. In particular, performance metrics can often be recruited
to support data recorders and eye-witness information. Even when these metrics are not available,
standard reliability techniques can be used to estimate the potential failure rates for particular pieces
of equipment. For example, Table 8.6 presents availability data for the Display Channel Complex
computers that formed an important component of the US Air TraÆc Management infrastructure.
This is calculated as follows:

Availability =
Mean Time Between Failure

Mean Time Between Failure + Mean Time to Repair

Although Table 8.6 focuses on availability, the same techniques can be used to model more general
process behaviour including network loading and resource scheduling. The key point is that the
resulting stochastic models mirror the probabilistic behaviour of system components. They can,
therefore, be used to determine the behaviour of any simulation in situations where data recorders
were unavailable or where their readings provide suspect results.

Monte Carlo techniques provide one relatively simple means of using availability data, such as
that shown in Table 8.6 to support subjunctive simulations. This proceeds by generating a random
number in the interval between 0 and 1. If the number is less than the availability rate for that
component then that component is assumed to be available in the next interval. However, if the
number is greater than the availability rate then the component is assumed to fail. For instance, the
availability of the Display Channel Complex at the Washington centre in the �rst quarter of 1994 was
0.9086. If the random number generator produced 0.5 then the simulated Display Channel Complex
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Quarter Chicago Cleveland Forth
Worth

New York Washington

Ql, 1992 0.9877 0.8265 0.8899 0.9349 0.9403
Q2, 1992 0.9720 0.9716 0.8059 0.1143 0.9845
Q3, 1992 0.9413 0.9384 0.6984 0.9563 0.9768
Q4, 1992 0.9591 0.9356 0.6566 0.3769 0.9409
Ql, 1993 0.7373 0.9324 0.6628 0.8258 0.8794
Q2, 1993 0.9361 0.9744 0.9294 0.0000 0.9548
Q3, 1993 0.8143 0.9537 0.9011 0.7636 0.9708
Q4, 1993 0.6185 0.9646 0.7397 0.7846 0.9552
Ql, 1994 0.4942 0.9739 0.9458 0.6636 0.9086
Q2, 1994 0.7521 0.8741 0.8257 0.7916 0.8480
Q3, 1994 0.9608 0.9504 0.6955 0.9177 0.9190
Q4, 1994 0.9526 0.9670 0.7996 0.7738 0.9520

Table 8.6: Availability of US ATC Display Channel Complex Computers [590]

would not fail during that quarter. However, if it produced 0.9100 then the simulated component
would fail. If the availability increases then it becomes less likely that the random number will be
greater than this revised �gure and so the component becomes less likely to fail in any simulation. If
the availability decreases then it becomes more likely that the random number will be greater than
this �gure and so the component becomes correspondingly more likely to fail in any simulation.

The previous paragraphs have presented a simpli�cation of the probabilistic techniques that
investigators can use to support subjunctive simulations [27]. The key point, however, is that
these models help to ensure that reconstructions are based upon observed behaviours even when
there may not be direct data about the course of an incident. In particular, information about
previous failures can be used to bias simulations towards particular traces of events. For example,
if a particular installation had continual problems with their Display Channel Complex then the
availability �gures would be considerably reduced during reconstructive simulations.

There may seem to be a paradox in the previous discussion. We have argued that subjunctive
simulations help investigators to explore alternative hypotheses about the course of an incident.
However, this section has argued that reliability data and probabilistic simulations can be used to
ensure that the behaviour of a simulation is narrowly based upon the observed behaviour of particular
components. This apparent paradox can be resolved by emphasising that these techniques still
enable investigators to identify a range of `what if' scenarios. For example, Monte Carlo techniques
inevitably support some of this exploration because di�erent random numbers should be generated
on each pass. It should be apparent, however, that rare events will still be very diÆcult to simulate
under this approach. In simple terms, if a component has an associated availability rate of 0.99
for a particular time period then there is 1 in 100 chance that it will fail in any particular run of
a simulation. If an investigator wished to focus on those scenarios in which this component were
known to fail then they might make a corresponding reduction to the associated availability of that
component. The danger here is that such changes might not accurately re
ect the availability of
that component during an incident. The more changes that are made, the further an investigation
moves from any available reliability data. In consequence, it is important that investigators keep a
log of the sources of data that are used to drive any simulation together with a detailed justi�cation
of any changes that are made to such data.

Probabilistic simulations support subjunctive reconstruction in a number of further ways. One
of these approaches can be illustrated by changes in the maintenance procedures for the Display
Channel Complex equipment, mentioned above. Approximately �ve years before the �gures in Ta-
ble 8.6 were published, one of the US ATM sites conducted a hazard analysis for these components.
This raises a number of concerns. For example, the standard maintenance practice was to immedi-
ately intervene whenever one of the three computing elements failed. The review demonstrated that
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this might disable the two remaining computing elements and thereby jeopardise service provision.
In consequence, a revised plan required that the engineers wait for a low traÆc period to begin
repairs. In consequence, there was a deliberate decision to continue operating with less-than-full
redundancy. Local technicians and managers believed that this is `less risky' than beginning imme-
diate repairs. Table 8.6 presents availability data for a fully redundant Display Channel Complex.
During subjunctive simulation, it would be relatively straightforward for investigators to replace
this with information with availability data from sites that operated the revised maintenance policy.
Such techniques illustrate one of the ways in which simulations can be used to generalise beyond the
speci�c circumstances of a particular incident to examine other failure scenarios.

These applications of probabilistic simulations must be considered against a number of limita-
tions. Chapter 3 has already described the practical and theoretical problems that are associated
with the stochastic modelling of software failures. These concerns form part of a wider scepticism
about the probabilistic modelling of safety-critical incidents. For instance, Chapter 2 has described
Wright's recent work in the railway industry [874]. She has shown that previous information about
a large number of relatively low criticality failures often provides few hints about the likely state of
a system during higher criticality incidents. These caveats have recently persuaded a group of re-
searchers under John Fox at the Imperial Cancer Research Fund to look at possibilistic simulations.
The intention is not simply to explore what is likely but rather to determine what is feasible given
a particular model of the system. The obvious drawback to this approach is that many possible
scenarios may lead to a particular incident. Possibilistic simulations, therefore, depend upon argu-
ments about the plausibility of a particular scenario given what is known about a set of events. The
emphasis is, therefore, placed upon a more general argument of plausibility rather than a search to
quantify reliability estimates. These ideas need to be more fully developed. In particular, more work
needs to determine the appropriate form for convincing and plausible arguments about the veracity
of a simulation. As we have seen, many reconstruction techniques o�er ample opportunities for
biasing simulations towards particular viewpoints about the causes of complex failures. There are,
however, strong links between this approach and, for instance, the increasing use of model checking
in safety and reliability analysis. This approach models an application in terms of a number of
possible state transitions. These transitions describe how the state of a system can change over
time. Analysts can then specify properties or theorems that they would like to hold over the system.
Automated model checking tools will then explore the possible states of the system to determine
whether or not the property actually does hold for this model of the system [192].

A number of further issues complicate the application of subjunctive simulation techniques for
incident reconstruction. Arguably the most important of these surrounds the modelling of team-
based interaction during adverse occurrences. Previous paragraphs have explained how cockpit
voice recorders and 
ight data recorders can be used to integrate human factors observations into
physical models of safety-critical incidents. However, we have not explained how reconstructions
might be developed when such data is unavailable. Probabilistic techniques, such as Monte Carlo
simulations, can be used to address this limitation. System operators can be asked to interact with
a simulation as it reproduces a probable failure scenario. Operator behaviour can be monitored
over successive runs to identify a range of possible responses. This is, however, a partial solution.
Operators often alter their behaviour if they know that they are being monitored in the aftermath
of an incident. Such problems are exacerbated if operators must interact with computer-based
simulations rather than with their `real world' counterparts. Moving a desktopVR model of a
train around a simulated track is hardly comparable to the physical and mental processes involved
in driving a real locomotive. Similarly, it can be extremely diÆcult to reconstruct the working
pressures and team-based interactions that characterise most working environments.

Single and Multi-User Simulations

It can be diÆcult for individuals to recall their actions immediately before an incident. Even if they
can remember, personal, organisational and social pressures can prevent operators from rendering
accurate accounts of their behaviour. In consequence, it is important that investigators have some
means of reconstructing alternative hypotheses about the role of human intervention in an incident.
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There are two main approaches to this form of simulation. The �rst is to study human interaction
with computer based reconstructions, in the manner described above. The second is to derive
computer-based simulations that attempt to model human intervention with complex systems.

The following list summarises some of the problems that arise when studying operator inter-
action with simulated systems. These problems stem partly from the diÆculty of staging such
reconstructions and partly from interpreting the observations that can be derived from them:

� problems in obtaining access to appropriate sta�. In the aftermath of an incident, it can often be
diÆcult for investigators to obtain the cooperation of operators who are willing to participate
in simulation studies. Such volunteers must possess the necessary skills and experience to take
part in the studies. They must agree to have their performance monitored and recorded while
they interact with a simulation, even over prolonged periods of time. They must be prepared
to `suspend disbelief' when mock-ups replace application processes. Even if such individuals
can be found, it is often important to secure the support of trades unions and other forms
of worker representation before many workers will participate in such studies. This usually
involves assurances about the ultimate use of any data that is to be derived from the studies;

� diÆculty of simulating individual factors. The list of requirements in the previous paragraph
can have a paradoxical e�ect on participant selection for simulator studies. They imply that
potential `subjects' must have an active interest and involvement in safety issues. Individuals
who are prepared to have their interaction monitored over prolonged periods of time may not
provide results that can be generalised across the rest of the workforce. Even if such biases
can be counteracted, it seems unlikely that investigators will be able to address the diverse
range of behaviours that characterise individual responses to the stress and uncertainty of
many incidents. In other words, simulator studies may only provide a partial glimpse of the
operator behaviours that might have occurred during a particular failure;

� diÆculties in repeat simulations. Operator interaction can be observed during several trials
with the same scenario. This helps to reduce any nervousness during an initial observation.
It can also help to reduce any e�ects that stem from di�erences between a simulation and
the `real world' system. However, operators may gradually transfer knowledge gained from
previous trials to guide their interaction with subsequent simulations. This not only applies
to repeated trials with the same scenario, knowledge can also be transferred between di�erent
simulations. It can, therefore, be argued that operator interaction can provide less and less
realistic results as the number of trials increases. Eventually there is a danger that boredom
and fatigue may provoke behaviours that would not be apparent in other circumstances;

� diÆculty of simulating contextual events. Chapter 3 brie
y introduced the range of perfor-
mance shaping factors that can a�ect operator behaviour. These can include heat, noise,
light-levels, individual fatigue, alcohol and drugs etc. In anonymous reporting systems it is
often impossible to determine whether ot not these played a signi�cant role if they are not
explicitly mentioned in an incident report. Even if investigators can interview operators, they
may not be aware of the extent to which these factors have in
uenced their actions. Assuming
that investigators have identi�ed the importance of heat, noise etc, they then face the task
of accurately recreating these in
uences in a manner that is ethically acceptible. This is less
easy than it might at �rst appear. In some studies, operators exhibit a relatively small num-
ber of errors under ideal conditions. In consequence, investigators have started to bombard
them with noises, 
ashing lights and other forms of distraction so that the simulations become
parodies of the environments that they represent;

� diÆculty of provoking rare behaviours. Many of the operator behaviours that exacerbate or
cause incidents are extremely rare. In most cases, systems are designed to mitigate the con-
sequences of such actions. Individuals may also be preselected and trained to reduce the
likelihood of such intervention. In the aftermath of many incidents, operators can also be
sensitised by rumours of their colleagues' intervention. This may make individuals even less
likely to repreat those previous failures. All of these factors may force investigators to run
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many hundreds of trails before evoking a response that might have contributed to an adverse
occurrence;

� diÆculty of interpreting observations of simulated behaviour. Even if it is possible to overcome
many of the practical barriers that frustrate the observation of user involvement with incident
simulations, there are still many problems associated with interpreting the behaviours that
are identi�ed. For example, the same user may interact in one way during one trial but then
interact in a quite di�erent manner during a subsequent run. Alternatively, two di�erent
operators may react in quite di�erent ways to the same simulation. A range of techniques
can be used to examine these di�erences. For instance, individuals can be asked to explain
the motivation for their decisions as they interact with a simulation. However, this process of
introspection may force them to re-examine their decisions in a way that would not occur during
normal interaction with the system. Alternatively, cognitive modelling techniques can be used
to represent some of the psychological processes that might motivate individual interaction
[122]. However, it can be diÆcult to ensure any form of inter-analyst consistency using this
approach. There are often considerable disagreements about the underlying mechanisms that
provoke particular operator actions during simulator studies;

Figure 8.15: Multi-User Air TraÆc Control (Datalink) Simulation

� diÆculty of simulating team dynamics. Previous paragraphs have mentioned the problems of
simulating group based interaction. Each of the previous items in the list could be re-written
speci�cally in terms of the diÆculties associated with team based simulation. For instance,
it is diÆcult to underestimate how complex it can be to interpret those factors that motivate
particular group-based activities. In many incidents this involves a recursive dependency
in which my actions can be in
uenced by which I think that you are thinking about my
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current intentions [405]. As mentioned in Chapter 3 team-based interaction can be dominated
by particular individuals. This may or may not re
ect what actually happened during a
particular incident. It can often be diÆcult to recreate the balance of skills and personalities
that contributed to an incident. Similarly, the problems of securing operator participation are
exacerbated by the pragmatic diÆculties of ensuring that di�erent operators are all available at
the same time. There can also be signi�cant costs associated with the development of multi-user
simulations. Figure 8.15 illustrates an interface that has been produced using one of a number
of environments that are intended to reduce these costs [719, 720]. This multi-user interface
builder has the added bene�t that it can be used in conjunction with the model checking tools
that were mentioned in the previous section. This example shows an en-route controller's view
of a datalink air traÆc control system. They can communicate with other controllers and with
individuals playing the roles of the aircrews in their sector. The expense involved in running a
simulation session with quali�ed operators should be obvious. The complexity in implementing
such a system and then linking it to accurate traÆc models should also be apparent.

Given all of these problems, a growing number of researchers have turned to alternative means of
simulating operator interaction with safety-critical systems [727]. Rather than creating environments
that are intended to enable human operators to replicate the events leading to failure, this approach
extends the scope of computer-based simulations. In particular, research teams have developed a
number of computer-based simulations that are intended to recreate individual behaviour. Some
of these models have also been `hooked up' to other simulations of system behaviour in order to
observe potential interaction. Again these techniques are still in their infancy. For instance, NASA
Ames research centre recently reported on the APEX project that was speci�cally intended to
make Human-Machine system simulation a practical engineering technique' [703]. This project has
identi�ed an architecture for future systems. The interpretation of auditory and visual input helps
to determine the contents of the operator's working memory. This, in turn, in
uences the process
by which an individual selects their actions for intervention. These actions are executed through
components that model gaze and attention as well as vocal commands and the operator's gestures. At
present, this work focuses on modelling the behaviour of individual operators. It has the important
advantage of explicitly representing theories about the factors that motivate operator behaviour.
Although in the future it might be possible to compose several of these models to simulate group
interaction, it remains unclear how this might be achieved in practice. I am also unaware of any
attempts to apply this approach during an incident investigation.

8.2.4 Hybrid Simulations

This second half of this chapter has identi�ed a number of di�erent simulation techniques that in-
vestigators can use to reconstruct the events leading to safety-critical incidents. In identifying these
di�erent approaches it has, however, been necessary to introduce what are often arbitrary distinc-
tions. For example, subjunctive simulations can be used during the initial stages of an investigation.
Once analysts have reconstructed a likely course of events, this may then be used to produce ani-
mated simulations. These prevent viewers from exploring the alternative options that are available
to incident investigators. In contrast to subjunctive techniques, users are simply presented with a
linear sequence of images that illustrate a particular perspective on an incident. There are further
complexities. For instance, declarative reconstructions can be used to model the physical environ-
ment in which an incident occurs. However, they provide little information about the way in which
particular events contribute to an adverse occurrence. They must be used in conjunction either with
text-based time-lines or with abstract simulations of critical events. It can, therefore, be argued that
most reconstruction tools exploit hybrid combinations of the techniques that we have reviewed.

Figure 8.16 provides an example of a hybrid approach to incident reconstruction. This design
was developed by Gilles Le Galo as part of a proposed simulation tool for incident investigation
throughout European air traÆc control [423]. As can be seen, the top portion of the display uses
data logs to provide real-time reconstructions of the controllers primary information displays. Below
this there is an area that reproduces the 
ight strips that were being used by the controller while
they were interacting with this information. This is an interesting use of hybrid reconstruction
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Figure 8.16: EUROCONTROL Proposals for ATM Incident Simulation

techniques because it contains elements of model based simulation; through the regeneration of the
primary information displays. It also supports the electronic reconstruction of the controllers' phys-
ical environment by presenting scanned images of the relevant 
ight strips. Finally, the transcript
on the right is used to keep track of the radio communications between controllers and the aircrews
in their sectors. The vertical, linear presentation of this information is reminiscent of the time-line
annotations presented in previous sections.

[211]

There are numerous further examples of this hybrid approach. Various simulation techniques can
be supported within a single system, as shown in Figure 8.16. It is, however, more common to use
a range of di�erent simulation tools to satisfy di�erent modelling requirements during an incident
investigation. This is shown by the range of approaches that are illustrated in Figure 8.17. The image
shows a number of di�erent approaches that together contributed to a US National Crash Analysis
Center study of ankle injuries in automobile incidents [211]. The image on the top left of Figure 8.17
is derived from a �nite element model of joint behaviour. This mathematical technique can be used to
account for aspects of joint behavior, muscle tensioning, and injury potential in a high speed impact.
The second image on the top of this �gure illustrates the process of direct physical measurements
that were used to construct a model of the environment in which an injury might occur. These
measurements were used to produce the wireframe model on the top-right and the rendered image
on the bottom-right of Figure 8.17. Finally, the image on the bottom left shows how a physical
model of the lower leg can be used to analyse the causes of injury in an incident. Such direct
measurements can be used to validate computer-based simulations of an incident. Mathematical
models, rendered visualisations, direct measurements and physical reconstructions all contribute to
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Figure 8.17: US National Crash Analysis Centre's Simulation of Ankle Injury in Automobile Acci-
dents

increase con�dence in the investigators' �ndings. The authors describe this integration of detailed
incident investigation techniques and computer modelling as `unconventional'. It is also, arguably,
essential if we are to validate the products of computer-based simulation.

This integration of computer-based modelling and incident analysis has uncovered a number of
important results. For example, the National Crash Analysis Centre's study helped to highlight
the importance of muscle tension in lower leg injuries. The simulation predicted that greatest
injuries occurred when the leg muscles were relaxed, as might be the case if an individual was not
anticipating an incident. However, when the leg is tensed it can act like a sti�ened beam so that
the greatest load must be absorbed by the weakest element. In consequence, severe ankle injuries
are likely if the driver is aware of a potential impact. As we have seen these results were both
informed and validated by incident investigations. This could not have been done using other forms
of reconstruction. \Dummies require adjustable joints and repeated recalibration while cadavers
require some form of joint locking device." [211]

This chapter has focussed on computer-based simulations as a means of reconstructing safety-
critical incidents. This is justi�ed by the increasing use of these tools in many di�erent application
domains. As systems are developed to support the analysis of increasingly complex accidents,
the same technology is gradually also being recruited to support the reconstruction of near-miss
incidents. It is important to emphasise, however, that many of the techniques embedded within
computer-based reconstruction tools are extremely general. It is possible to exploit similar simulation
techniques using more conventional, pencil and paper based approaches. For instance, Figure 8.18
illustrates a hybrid approach to incident reconstruction [48]. This is based on materials that were
presented by investigators from Australia's Marine Incident Investigation Unit. An engineering
model of the piping system for the on-board generators can be printed together with an overview of
the layout of the vessel and direct photographic evidence about the state of key components within
the system.

It is important to emphasise that paper-based simulations tend to focus on declarative ap-
proaches, such as the maps and diagrams shown in Figure 8.18. It is less easy to reproduce the
dynamism that characterises both subjunctive and animated reconstructions. There are, however,
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Figure 8.18: Integration of MIIU Plans, Models, Maps and Photographs

some notable exceptions to this general remark. For instance, Figure 8.19 illustrates how the NTSB
have used images from desktopVR simulations to illustrate paper-based documents [596]. This image
also demonstrates that many previous distinctions between paper-based and electronic reconstruc-
tions are becoming extremely blurred. Figure 8.19 shows the electronic version of a paper based
incident report. It can be downloaded from the NTSB's web site (www.ntsb.gov). This electronic
version of a paper based report was, in turn, generated using an electronic simulation. This transla-
tion between electronic and paper-based media is currently not well handled by many investigation
agencies. It produces numerous ironies and inconsistencies. Readers who access the NTSB's website
can only view the static image that is presented in the paper-based report. This misses an im-
portant opportunity to exploit the presentation techniques that are supported by computer-based,
simulations.

8.3 Summary

This chapter has introduced the distinction between reconstruction and causal analysis. The former
is intended to identify what happened during an incident by simulating the 
ow of events that led
to a near-miss. The latter is intended to explain why those events occurred in the �rst place. The
previous sections, and the next chapter, focus on reconstruction. The intention is to provide a broad
overview of the tools and techniques that can be used to piece together evidence for an investigation
to develop a coherent account of the course of an incident. This chapter has focuses on computer-
based simulations. This is justi�ed by the increasing use of these systems to support incident and
accident investigations in many di�erent application domains. In contrast, the next chapter looks
more narrowly at the use of textual and graphical notations to model the events leading to failure.
These techniques do not require computer support.

It may seem paradoxical to discuss computer-based simulations before paper-based techniques.
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Figure 8.19: NTSB Use of Simulations in Incident Reports

The intention is, however, to �rst show what is possible using existing software and then to explain
why many investigators retain more `conventional' techniques. Many of the systems that have been
introduced in this section are still not widely used. There are many reasons for this and these can
be summarised as follows:

� The �nancial costs and training overheads are prohibitive. Many local and regional reporting
systems lack the resources to invest in computer-based simulation techniques. There are in-
suÆcient funds to acquire and maintain the necessary hardware and software infrastructure.
In consequence, many computer-based tools are never applied beyond demonstrator projects.
Those that do are most often applied within accident investigations where public and regula-
tory concern motivate greater investment. These objections are, however, losing their weight.
Many simulation techniques, such as QuicktimeVR and the model-based VRML, have been
derived from low-cost mass market applications. They can be develop and run on standard
PCs and the software is designed to be used by members of the general public;

� Individual and organisational opposition to innovation. The reluctance to exploit computer-
based simulations can perhaps be explained by the natural conservatism that characterises
many investigators. Others have chosen to use more provocative terms. The Rand report
has pointed out that having relatively lengthy experience requirements provides strengths and
weaknesses for incident investigation [482]. On the one hand, it helps to ensure a detailed
�rst-hand knowledge of an application domain. On the other, it can create a reluctance to
exploit novel technologies. This may also apply at an organisational level. The same report
criticises the NTSB's lack of any coherent plan to exploit technological innovation in accident
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and incident investigations. Such comments provoke strong reactions. The Rand report's
comments are undoubtedly true for many investigator bodies. It seems paradoxical, however,
that some of these criticisms should be applied to an organisation that has also shown a strong
desire to innovate. Many of the simulations in this chapter have been inspired by the NTSB's
work in this area;

� Simulations forcer investigators to consider a small subset of incident scenarios. There are a
range of more theoretical objections to the introduction of computer-based simulations. For
instance, the visual impact of many computer-based simulations can have an unwarranted
e�ect upon some investigators. This is particularly important given the diÆculty of validating
the backwards reasoning that drives many simulations. Investigators are often required to
estimate the forces or other properties necessary to incur the consequences that are observed
in the aftermath of an incident. Unfortunately, the same observed set of outcomes can be
derived from many di�erent precursors. This creates particular concerns if simulation tools
focus investigators' upon a small number of these potential scenarios.

� Simulations can encourage encysting and may limit the scope of an investigation. By `encyst-
ing' we mean that investigators may spend so much of their available resources on developing
an elegant simulation that they neglect other aspects of their analysis. This e�ect is com-
pounded by the fact that some aspects of an incident can be extremely diÆcult to reconstruct
using current tools. For example, it can be hard to reconstruct some meteorological conditions
using many existing systems. Similarly, it is hard to envisage ways in which current tools can
be used to animate the events leading to managerial and regulatory failures;

� Reconstructions can raise as many questions as they answer. Ultimately, simulation tools
are only useful if they support the wider objectives of the people and organisations who use
them. There is, arguably, a perception that investigators are adequately supported by the
pencil and paper-based techniques that are discussed in the next chapter. If Perrow [675] and
Sagan [718] are correct then this situation will change as incidents and accidents re
ect the
increasing complexity of modern technology. It does not, however, follow that computer-based
simulations provide an appropriate alternative to these conventional techniques. For instance,
current text-based time-lines enable investigators to work at a level of abstraction that is
appropriate to the stage of their investigation. Crude sketches, which are produced during an
initial enquiry, can be developed and extended as more information becomes available. This
`principle' of proportionate e�ort is often violated by many simulation tools. Investigators
are often forced to accept a range of default parameters because they have no available data
about particular aspects of an incident. Some automobile simulators require information about
whether lights and wipers were working at the point of impact;

� Regulatory guidelines can restrict the use of simulation tools. Previous paragraphs have re-
ferred to the `god's eye' view that is provided by some computer-based systems. These tools
enable investigators to integrate data from diverse sources, many of which could not have been
accessed by operators during an incident. The resulting animations can have an insidious ef-
fect. With the bene�t of hindsight and with access to these additional data sources they can
used to suggest that operators should have been better prepared for an incident. Reasonable
concerns over this mis-use of technology have persuaded some regulators to restrict the use
of computer-based simulations [423]. Typically, these only apply to the public dissemination
of any resulting animations or models rather than to their use in the reconstruction of an
incident.

These objections must be balanced against the bene�ts of computer-based simulations. These can
be summarised as follows:

� Simulations enable investigators to reconstruct the environment in which an incident occurs.
As we have seen, a range of model-based and photorealistic techniques can be used to re-
construct the layout of a working environment. Investigators can then use interpolation and
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rendering software to move within those environments. This approach can be used to record
the aftermath of an incident, for instance using QuicktimeVR techniques. It can also be used
to recreate what the operators might have seen from a number of di�erent locations. The same
approaches can also be used to reconstruct particular items that were involved in an incident.
A common strength of all these visualisation techniques is that enable users to survey sites
that may be too hazardous or expensive for them to visit on subsequent occasions.

� Simulations enable investigators to replay events in real and virtual time. The opening sections
of this chapter stressed the role of reconstructions in establishing agreement over the course
of an incident. Computer-based animations o�er considerable 
exibility in the way that in-
vestigators can play and replay particular events. Software support can be used to alter the
real-time of key failures. The sequence in which they occur can also be reviewed and amended.
Although there may be initial costs in terms of the time taken to learn how to exploit this
authoring software, these are more that o�-set by the 
exibility of the resulting simulations. In
particular, computer-based simulation tools can signi�cantly redice the complexity associated
with the maintenance of paper-based documents capture many hundreds of events;

� Simulations enable investigators to integrate multiple data sources. Primary and secondary
investigations are intended to secure incident data from many diverse sources. Computer-based
simulations provide means of integrating this information into hybrid reconstructions. There
are many existing problems. For instance, it can be diÆcult to integrate continuous and discrete
data. It can also be diÆcult to determine the best means of exploiting probabilistic information.
Current research continues to explore means of representing operator intervention. In spite of
these caveats, computer-based simulations arguably provide the greatest hope of unifying the
increasing mass of information that can be obtained in the aftermath of many safety-critical
incidents;

� Simulations enable investigators to explore `subjunctive' behaviours. There is an increasing
recognition that advanced mathematical techniques can be used to model e�ects that are
diÆcult or impossible to assess using other approaches. For instance, the e�ects of muscle
tension during traÆc accidents can be tested using dummies or cadavers. In the former case,
there are considerable recalibration problems associated with the linkages between simulated
muscle groups. In the latter case, additional support structures must be used to maintain
posture prior to the simulated incident. Alternatively, computer-based models can be derived
to provide a low-cost means of simulating the consequences of crashes again and again and
again. The results of these studies can be validated using more conventional techniques.
However, the costs of crashing full-scale replicas would prohibit the range and scope of tests
that can easily be conducted using software environments. An important bene�t of these
approaches is that support subjunctive simulation. In other words, the low-costs associated
with running a trial can encourage investigators to consider a wide range of `what if' scenarios.
This, in turn, encourages the generalisation that was emphasised in the opening sections of
this chapter. It is possible to llok beyond the speci�c events of a near-miss incident to examine
potential ways in which such failures might have had more serious consequences.

The use of computer-based reconstruction in incident and accident investigation has had a number of
notable successes [9, 211]. It is important to emphasise, however, that many questions remain to be
answered about the pragmatic application of these techniques. The development of reconstruction
tools to support incident reconstruction lags behind other applications of this technology. The US
Aviation Safety Research Act of 1988 provides an insight into the reasons for this lack of investment.
This act charged the FAA to undertake \...a research program to develop dynamic simulation models
of the air traÆc control (ATC) system which will provide analytical technology for predicting airport
and ATC safety and capacity problems, and for evaluating planned research projects". The US
National Simulation Capability Program was established in response to this congressional mandate.
Its goals and objectives re
ect the intentions of the Act. Simulations are intended to support training
and assist in the development of new systems. The Act arguably neglects the role that simulations
can play in understanding the causes of past failures.



Chapter 9

Modelling Notations

The previous chapter has introduced the growing number of computer-based simulation tools that
can be used to reconstruct and replay the events leading to failure. As we have seen, however,
these tools can be costly both to purchase and to apply to particular incidents. There is also the
signi�cant danger that they may bias investigators towards particular conclusions. For example, it
is far easier to simulate the direct physical failure of component hardware than it is to model the
managerial or regulatory failures that created the latent conditions for an incident. In consequence,
this chapter introduces a number of notations that can be used to reconstruct the events leading
to adverse occurrences. These techniques range from relatively `intuitive' extensions to text-based
time-lines through more complex graphical notations, such as Petri Nets, to mathematical logic.
The intention is not to advocate a particular technique but to illustrate the costs and bene�ts of
each approach. The �nal sections build on this analysis by presenting a list of requirements to be
satis�ed by any abstract notation for incident reconstruction.

9.1 Reconstruction Techniques

As we have seen, incidents may take many days, weeks or even years to develop [699]. As a result,
a range of reconstruction techniques have been developed to help investigators represent and reason
about the events that contribute to adverse occurrences. The following paragraphs brie
y introduce
a number of these approaches. These include graphical time-lines which provide a sketch of the events
leading to an incident. We also consider the application of Fault trees to support the reconstruction
of adverse occurrences. This diagrammatic techniques has been widely applied to support systems
development and is, therefore, accessible to many engineers and investigators. Later sections also
explore the use of Petri Nets reconstructions. This graphical notation is speci�cally intended to
represent and reason about the complex temporal properties that characterise many incidents. A
textual logic is then considered. This approach lacks the visual appeal of the graphical notations
but has well-developed proof techniques that enable investigators to establish key properties of any
reconstruction.

In order to illustrate the application of these di�erent reconstruction techniques, the following
sections analyse an incident involving the rupture of a natural gas distribution pipeline [588]. A
2-inch-diameter steel gas service line had been exposed during the excavation that was intended to
help the with the removal of a 8,000 gallon buried fuel tank. The exposed pipeline separated at a
compression coupling about 5 feet from the wall of a retirement home in Allentown, Pennsylvania.
The escaping gas 
owed underground, passed through openings in the building foundation. It
then migrated to other 
oors in the retirement home before it exploded. The Allentown incident
resulted in one fatality. The consequence criteria that were introduced in the opening chapters
could, therefore, be used to argue that this is an accident and not a `near-miss' incident. However,
pragmatic and theoretical justi�cations support the decision to use this case study. The pragmatic
explanation is that the subsequent National Transportation Safety Board (NTSB) report provides
detailed information about the secondary investigation of this explosion. This provides public access
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to the sorts of details that often remain con�dential within many commercial reporting systems. The
theoretical justi�cation for using this incident is that its consequences could have been very much
worse. Many of the elderly residents of the retirement home were not in the building at the time
of the explosion. A �nal motivation for using this incident is that it represents one of a number of
similar incidents, the causes of which had arguably not been properly addressed by the pipeline and
construction industries or their regulators.

9.1.1 Graphical Time Lines

Time-lines are one of the simplest means of representing the 
ow of events during major accidents.
They simply translate the events on the text-based time-lines, which have been presented in previous
paragraphs, onto a horizontal or vertical axis. Each event is mapped to a point on a line which
stretches from the earliest to the lastest moment that is considered to be important to the analysis.
For example, Figure 9.1 examines the regulatory environment in which the Allentown incident took
place. In particular, this diagram provides a high-level overview of Appendix B of the NTSB's report.
This natural language account is over twenty pages long. The graphical time-line does not replace
the more detailed prose, however, it does provide an overview of the information that it contains.
It focuses on the way in which the NTSB and groups within the Department of Transportation
(DOT), in particular the OÆce of Pipeline Safety (OPS) within the Research and Special Programs
Administration (RSPA), responded to previous incidents. In particular, it looks at the way in which
recommendations to introduce Excess Flow Valves (EFVs) had limited uptake in the industry. The
NTSB report argues that these devices could have mitigated the consequences of the Allentown
incident. As can be seen, EFV devices were initially pioneered in the late 1960s. Incidents in
1968 and in 1972 had led the NTSB to recommend that the OPS develop standards for the use
of protection devices such as EFVs. As a result, OPS recommend the installation of Excess Flow
Valves (EFVs) in all new gas service lines and lines undergoing repair in 1974. Incidents continued
to occur and later the same year, a Department of Transportation report recommended that EFVs
be extended to customer lines. In 1976 the NTSB recommended their use in commercial premises.
However, the OÆce of Pipeline Safety argued that the results of tests on these devices had proved
to be inconclusive.

Figure 9.1: Graphical Time-line Showing Initial Regulatory Background.

The spatial layout of this time-line is not simply used to indicate the 
ow of events over time. In



9.1. RECONSTRUCTION TECHNIQUES 259

Figure 9.1 previous incidents are grouped above the line. The regulatory responses to those events are
grouped below the line. This format is intended to show the impact the previous failures had on wider
aspects of safety management within the pipeline and construction industries. Figure 9.1.1 builds on
this approach by extending the time-line closer to the Allentown incident. As can be seen, a number
of further incidents occurred that either had similar causes to the Allentown incident, such as the
Green County incident, or in which the NTSB again recommended the use of EFVs. Again, the labels
below the time-line are used to chart the progress of regulatory studies and recommendations about
the use of EFVs. This diagram shows the NTSB's continuing support for the wider introduction of
these devices, for example in the 1981 study of 14 previous accidents. It also illustrates concerns
about the reliability and utility of these devices within the Department of Transportation. These
concerns lead to a study by the Gas Research Institute in 1985. The NTSB concludes that this
report is seriously 
awed in 1987-88 in that it under-estimates the utility of EPVs.

Figure 9.1.1 further extends the previous two time-lines beyond the Allentown explosion. It
illustrates the continuing debate between the regulator, the Department of Transportation, and
the investigatory agency, the NTSB. Following the Allentown explosion, a group of seventeen con-
gressional representatives signed a letter that was sent to the Department of Transportation. This
criticised the lack of progress that had been made in improving pipeline safety. However, the OÆce
of Pipeline Safety still deferred any �nal ruling on the widespread introduction of EFVs.

Figure 9.2: Graphical Time-line Showing Intermediate Regulatory Background.

As has been mentioned in previous paragraphs, the graphical time-lines provide a framework or
overview of the events that contribute to an incident or accident. Each entry can be thought of as
an index into the more detailed evidence that is gathered during a secondary investigation. It also
follows that not all of this evidence may be shown on a graphical time-line. Reconstruction, typically,
involves a process of abstraction that is implied by our use of terms such as `overview' or `model'
in the previous paragraphs. Investigators must use their judgement to determine what is, and what
is not, included in a time-line. For instance, the previous diagrams have not included the letter
that Jim Hall, Chairman of the NTSB, sent on the 28th September 1995 to the administrator of
the Research and Special Programs Administration in the Department of Transport. The recipient
of this letter was responsible for managing the OÆce of Pipeline Safety. Chairman Hall's letter
expressed disappointment at the RSPA's response to House and Senate committees when they failed
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Figure 9.3: Graphical Time-line Showing Immediate Regulatory Background.

to identify any circumstances that might mandate the use of EFVs. The Chairman of the NTSB
continued:

\The Safety Board is extremely disappointed in your decision. For more than 20
years, RSPA has failed to objectively assess the bene�ts of EFVs, and we believe RSPA
has again lost an excellent opportunity to provide increased safety for gas customers and
the public... In our investigations of distribution pipeline accidents, the Safety Board
continues to �nd strong evidence that supports requiring a means to rapidly shut o� gas

ow to failed pipe segments. While such a requirement would not prevent accidents, it
would signi�cantly reduce their consequences." [588]

The previous time-lines illustrate some of the production problems that limit the tractability of this
approach. Initially, Figure 9.1 9.1.1 and 9.1.1 formed part of a single time-line. However, it proved
to be impossible to reproduce this within the format and pagination of this book. As a result, the
simple spatial relationship between layout and time had to be broken, in part, by splitting a single
linear diagram into several di�erent �gures. Later paragraphs will show how hierarchical time-lines
can be used to avoid this potential limitation.

The high-level time-lines shown in Figures 9.1, 9.1.1 and 9.1.1 illustrate many of the strengths
of this reconstruction or modelling technique. The simple relationship between spatial locations
on the diagrams and temporal locations during an incident has already been noted. The practical
consequence of this is that analysts need minimal training to use these models. They can be used
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Figure 9.4: Graphical Time-line of Events Surrounding the Allentown Explosion.
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as a common medium of communication between the diverse disciplines involved in incident inves-
tigations. Figure 9.4 extends this approach by presenting a time-line for some of the events that
relate more directly to the Allentown case study, rather than to a more general class of pipeline
failures. Here we can see the strong visual appeal of this linear notation. Readers can easily gauge
the intervals between events because there is a simple relationship between linear distance and the
temporal intervals between events. In other words, standard units of distance are used to represent
standard units of time. In Figure 9.4, this is used to indicate the interval between the date at
which the Allentown Housing Association put the removal of the buried fuel tank out to tender and
the date when Occupational Safety and Health Administration (OSHA) cited EPAI for a range of
health and safety de�ciencies. As can be seen, this diagram shows both the events leading to the
gas line separation on the 9th June as well as events after the incident, such as the OSHA citation.
This satis�es the reconstruction requirement that it should be possible to represent the consequent
actions following any adverse occurrence. However, this graphical time-line illustrates events at an
extremely high level of granularity. In contrast, Figure 9.5 shows how the same approach can be
applied to the more detailed proximal events `on the day of the incident' rather than the more distal
causes shown in Figures 9.4, 9.1, 9.1.1. Unfortunately, Figure 9.5 illustrates further limitations with
this reconstruction technique. In particular, it is necessary to position all events at some time during
the incident. This is not always possible. For instance, the it was never possible to determine the
exact time at which the foreman asked his team to trace the gas line back towards Utica street so
that they could shut-o� the gas valve. As a result this is labelled as occurring at 18:?? in Figure 9.5
and no connection can be made to the intervals illustrated on the time-line.

It is also possible to see an `uneven' distribution of events over time in the clustering between
18:40 and 18:50. Nothing signi�cant is shown to happen between the EPAI foreman's warning to the
Housing Association OÆcial that the gas line needed to be supported and the arrival of the backhoe
at Gross Towers. Conversely, a large number of critical events take place in the interval between
the moment when the backhoe was driven across the buried section of pipe and the moment when
the foreman rang UGI to inform them that they had de�nitely hit the gas line. The concentration
of critical events crams many di�erent annotations into a small area of the line. This reduces the
tractability of the resulting time-line.

This uneven distribution of events over time partially explains the decision to use two di�erent
scales in Figures 9.4 and 9.5. The former divides the line into months while the latter uses hours. If
the same hour-based scale were used then the tendering process in February would have to be drawn
many meters away from the events in May or June. Most of this line would have no signi�cant
annotations until the contract was signed in March. Although our use of di�erent temporal scales
helps to avoid this problem, it also introduce further concerns. In particular, investigators now have
to maintain multiple diagrams of the same incident. Extensive cross references have to made in
order to get a coherent overview of these di�erent aspects of the same reconstruction. Figure 9.6
addresses this concern by using di�erent axes to link the previous two graphical time-lines. This
represents one of the hierarchical approaches mentioned in previous paragraphs . The higher-level
intervals that are represented on one axis can be broken down into more �ne grained intervals that
are represented on an orthogonal axis. Unfortunately, this approach introduces further problems.
In particular, it can be argued that Figure 9.6 destroys the simple, linear relationship between space
and time that is claimed to be the key strength of the time-line notation. The following sections,
therefore, describe a number of further reconstruction techniques that can be used to address these
limitations of graphical time-lines.

9.1.2 Fault Trees

Fault trees provide an alternative means of reconstructing the events that contribute to incidents
and accidents [502, 407]. This notation provides a simple graphical syntax based around circuit
diagrams. Figure 9.7 presents a brief overview of the syntactic elements that support this approach.
These elements are used to construct a diagram that connects basic events to higher-level faults.
AND gates can be used to represent that a particular fault or intermediate event is caused by the
combination of two or more basic events. Similarly, OR gates can be used to represent that a par-
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Figure 9.5: Graphical Time-line of the Allentown Explosion.
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Figure 9.6: Two-Axis Time-line of the Allentown Explosion.
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ticular fault or intermediate event is caused by some subset of the more basic events that are linked
to it. An exclusive-OR gate can be used to further restrict this representation so that a particu-
lar fault or intermediate event is caused by one of a number of more basic events. Andrews and
Moss [27] provide a more detailed introduction to the fault tree notation. However, the following
paragraphs will introduce the basic concepts as they are used. Fault trees are, typically, used to

Figure 9.7: Fault tree components.

analyse potential errors in a design. This is illustrated by the simpli�ed tree shown in �gure 9.8. An
operator injury occurs if three conditions are met. The protective guard must fail and a command
to initiate the press must be given and the operator's hand must be under the protective guard. As
can be seen, the conjunction between all of these three conditions is denoted by the graphical symbol
that represents an AND operation within a circuit diagram. The left hand sub-branch of Figure 9.8
shows two ways in which the guard can fail. There may be a physical obstruction that prevents the
guard from closing or an electrical failure of the guard motor may occur while it is still in the open
position. Here the disjunction between these two conditions is denoted by the graphical symbol that
represents an OR operation within a circuit diagram. There are numerous design bene�t for this,
typical, application of fault trees. For instance, they can be used to identify what is known as the
minimal cut set. In order to explain this concept it is �rst necessary to explain that a basic event
is one which cannot be decomposed any further. In �gure 9.8 `Physical obstruction blocks guard at
open' is a basic event. In contrast, `guard fails' is an intermediate or higher level event. A minimal
cut set is de�ned to be the smallest possible conjunction of events in which if any basic event is
removed then the top condition will not occur [27]. For our example, there are two minimal cut sets.
Operator injury will occur if:

Physical obstruction blocks guard AND

Pressing initiated AND

Operator's hand is under guard

OR
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Figure 9.8: A Simple Fault Tree for Design.

Electrical failure while guard at open AND

Pressing initiated AND

Operator's hand is under guard

The importance of a minimal cut set is that it can be used to identify where to focus �nite de-
velopment resources. If there is a basic event that is common to all minimal cut sets and it is
possible to prevent that event from occurring then, by de�nition, the top event cannot also occur.
This assumes that the fault tree accurately re
ects all of the possible ways in which an adverse
occurrence can take place. Conversely, if it is only possible to prevent basic events that occur in
some proportion of the minimal cut sets then there will continue to be other ways in which the
incident may occur. Extensions of this basic approach can also be used to analyse the probability
of a top level event if designers know the probability of the basic events that contribute to it. For
instance, if observations of previous operations suggest that a physical obstruction blocks the guard
once every hundred days then we assign a probability of it failing in the next day of 0.01. Similarly if
observations suggest an electrical failure once every 1,000 days then the probability would be 0.001.
The probability of the disjunction of an electrical failure, shown as event A, or of an obstruction,
shown as event B, is derived by applying the following formula. The �nal term accounts for the
situation in which both the electrical failure and the physical obstruction occur together.

Pr(A or B) = Pr(A) + Pr(B)� Pr(A and B) (9.1)

If these events were mutually exclusive, in other words the physical obstruction and the electrical
failure could not occur together, then this term could be omitted. In similar fashion, the probability
of a conjunction can, most simply, be given as the product of the probabilities of its child events.
There are, however, a number of technical and practical limitations. For example, it can be diÆcult
to obtain reliable statistical data to validate the probabilities that are included in the tree. There
are also a number of limitating assumptions, such as event independence. If these assumptions
are violated then more complex mathematical procedures must be used to calculate conditional
probabilities [27].
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As mentioned, fault trees have traditionally been used to support the design of safety-critical
systems. This notation can, however, o�er considerable bene�ts as a means of supporting the
reconstruction of adverse occurrences. The leaves of the tree represent the initial causes of an
incident [485]. Basic events can be used to represent the underlying failures that lead to an accident
[361]. Logic gates can be used to represent the ways in which those causes combine. For example,
the combination of operator mistakes, hardware/software failures and managerial problems might
be represented using an AND gate. Conversely, a lack of evidence about user behaviour or system
performance might be represented using an OR gate. For instance, Figure 9.9 uses a fault tree to
reconstruct part of the NTSB case study:

\By reducing the soils capacity to restrain the movement of the pipe and by exerting
forces on the service line that resulted in excessive longitudinal stress, the excavator
caused the line to separate at a compression coupling. "
\The gas company lost the opportunity to preserve the integrity of the service line because
its procedures did not require a review of any unusual excavation near a gas service line
that might damage the line and threaten public safety."
\The likely reason the �re inspectors did not notify the gas company that its service line
was damaged was because the inspectors did not understand the importance of notifying
operators so the e�ects on a facility could be assessed by the operators and necessary
action taken." [588]

As can be seen, the subtree on the right of Figure 9.9 represents the conjunction of events that
are identi�ed as causes for the line separation at the compression coupling: the soils capacity to
restrain the movement of the pipe was reduced and undue forces were exerted on the line and gas
company procedures did not require a thorough review of unusual excavations. Had any one of these
events not taken place then the incident would not have occurred in the manner described by the
NTSB. The counterfactual reasoning in the previous sentence illustrates the important point that
the elements of a minimal cut-set within an accident fault tree are root causes of the ultimate failure
that (paradoxically) is at the root, or top, of the entire tree structure. The events that contribute
to the line separation, labelled Conclusion 3 and 6, and the failure of the �re inspectors to notify
the company, labelled Conclusion 7, are all members of the minimal cut set and are, therefore, root
causes of the gas explosion.

Figure 9.9: Simpli�ed Fault Tree Representing Part of the Allentown Incident.

The previous paragraph has shown how fault trees can be used to represent the root causes that
are identi�ed by counter factual reasoning. Unfortunately, this raises a number of practical and



268 CHAPTER 9. MODELLING NOTATIONS

theoretical problems. As we have seen, our counter factual reasoning relies on that fact that the
intermediate events described by an AND gate will only occur if all of its inputs are true. The gas
explosion in Figure 9.9 would not have occurred if any of the four basic events were prevented from
happening. This is an extremely strong assumption. How con�dent can we be that an explosion
would actually have been avoided if the Fire inspectors had intervened? It is diÆcult to be certain
that an incident would have been avoided under such circumstances. A number of complex reasoning
techniques, based around modal logic, can be used to address this apparent limitation [470]. It is
also possible to recruit additional forms of secondary investigation to increase our con�dence in
the elements of a reconstruction. In the previous example, this could involve further studies of the
interaction between Fire inspectors and gas service companies. These studies might demonstrate
that inspectors routinely intervene to prevent similar incidents from occurring. However, if there
was strong evidence that such interventions have not been e�ective in avoiding gas explosions then
the tree must be redrawn.

Immediate Causes

Figure 9.9 provides a high-level overview of some of the causes that led to the Allentown explosion.
However, such abstract fault trees provide few insights into the more detailed patterns of events that
contribute to major incidents. For example, Figure 9.9 abstracts away from the particular way in
which the excavators' actions led to undue forces being exerted on the exposed gas line. Similarly,
it does not identify the contextual or motivating factors that prevented the �re inspectors from
notifying the damage that they observed to the gas company's line. Figure 9.10, therefore, shows
how a fault tree can be used to provide a more detailed overview of the events leading to an adverse
occurrence. This diagram is signi�cantly more complex than its predecessors. It is also important
to note that the triangular continuation symbol, labelled A1, is used to denote the fact that further
details about the exposure of the gas line are provided in an additional sub-tree that is not shown
here.

In Peterson's terms, Figure 9.9 shows how fault trees can be used to provide a general view
of causality [677]. It provides some indication of the high-level failures that led to the incident.
However, it is also ambiguous in the sense that there are many di�erent reasons for the inspectors
failure to report the damage to the gas line or the failure of the gas company's procedures. In
contrast to Figure 9.9, Figure 9.10 provides a more singular view of the adverse occurrence. For
example, it re�nes the abstract information in Figure 9.9 by representing the ways in which the
incident developed over time. The moment at which the line coupling broke is shown to be [18:45].
Similarly, the initial UGI response is shown to have occurred during the interval between [18:50-
18:58] which was too late to prevent the explosion. This representation of temporal information
introduces further distinctions between our use of fault trees to support incident reconstruction and
their more conventional design applications. Our approach looks at the way in which particular
events actually occurred in the past rather than the probability of those events occurring again in
the future. There are further complications. For example, the events in conventional fault trees
tend to occur at particular instants in time. This is re
ected by the way in which the developers of
fault trees are encouraged to label their diagrams with `trigger events' rather than conditions that
emerge over time. For example, Andrews and Moss [27] advise that:

\Trigger events should be coupled with `no protective action taken', i.e. `overheating'
could be `loss of colling' and `no emergency shutdown'." [27]

This advise is important because it simpli�es the probabilistic failure analysis that is used to guide
system development. However, our application of the fault tree notation does not exploit the stochas-
tic models that support design. As a result, it is possible to move away from any requirement for
instantaneous events. For example, the Foreman's response to the initial rupture of the gas pipe
took place from 18:45 to 18:54. This 
exibility comes at a cost. The semantics of both the temporal
information and the events in the tree become a cause for concern. For instance, Figure 9.10 uses
[18:45-18:54] to denote that the Foreman coordinated a partial response to the emergency between
6.45pm and 6.54pm. In contrast, [18:58 and 19:03 approx] is used to denote the fact that two separate
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Figure 9.10: Fault Tree Showing Events Leading to Allentown Explosion
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explosions occurred at 6.58pm and at approximately 7.03pm. [18:??] denotes that the exact time
when the foreman attempted to call 911 is not known. These examples illustrate particular forms
of temporal relationship within our case study. They are not complete in the sense that there will
be temporal relationships that we cannot describe in terms of these annotations. Analysts must
develop similar conventions to describe more complex timing information.

Like the graphical time-lines of the previous section, this diagram represents the passage of time

owing from left to right. For example, the lest-most sub-branch represents the events that led to
the separation of the gas pipeline at 18:45. An examination of the intermediate and basic events
that led to this failure shows that some, such as the initial exposure of the line, took place days
before the actual failure. Other contributory events, such as the movement of the backhoe over the
line occurred only minutes before the separation of the coupling. Unlike the graphical time-lines,
however, this representation loosens some of the restrictions that are implied by a strict left to right
ordering for events over time. It is possible to denote events that contribute to a higher level failure
but for which there is little or no timing information. This is illustrated by the ambiguity that
surrounds the Foreman's unsuccessful attempts to contact the emergency services by dialing `911'
on his cellular telephone. No timing information is available to con�rm this event because he could
not raise a signal and the call was never completed.

The left to right temporal ordering of Figure 9.10 only applies to events at the same level in the
tree. For instance, the basic events of the second sub-tree from the left denote that EPAI employees
tell the foreman about the odour of gas and tells the Backhoe operator to stop work at 18:45. These
are shown to the left of a basic event denoting the fact that the Foreman informed UGI's emergency
number at 18:46 and so on. However, this left to right representation of time cannot be applied to
components at di�erent levels of the tree. For instance, an event that contributed to the separation
of the gas pipeline, shown in the left-most branch, might occur after an event that impaired the
emergency response, represented by the subtree on its right. This would, typically, occur if the
inadequate response was in
uenced by events, such as inadequate training in emergency response
procedures, that pre-dated the coupling failure.

A large proportion of the tree shown in Figure 9.10 relates to individual failures. The left-most
sub-tree focuses on the excavation team's actions in exposing the gas line and in compromising the
coupling. The next sub-tree deals with the Foreman's partial response to the initial separation of the
gas line. However, the diagram also includes organisational factors. For example, the next sub-tree
describes how UGI, the gas operating company, had only limited time to respond to the emergency.
The right-most branch, in contrast, describes the environmental catalysts for two explosions. As
can be seen, this sub-tree represents some of the uncertainty that inevitably arises during initial
reconstructions. An inclusive OR gate shows that the explosion might have been triggered by a
naked 
ame or by an arc from an electrical appliance.

The previous fault tree provides a graphical reconstruction of the events leading to the Allentown
explosion. This o�ers a number of important bene�ts:

1. Fault trees provide an overview of the events that an analyst believes contributed to an incident.
This is important because many secondary investigations gather evidence that re
ects the
complex nature of many safety-critical failures. It can often, therefore, be diÆcult to piece
together evidence into a coherent account of the events that contribute to adverse incidents;

2. Fault trees also suggest alternative hypotheses and questions about the analysis that is pre-
sented in an accident report. Readers can further develop the events in a tree to develop
further lines of investigation. For instance, it might be important to learn more about the
problems that prevented the crew from successfully shutting o� the gas 
ow with the tools
that they had available.

Figure 9.11 introduces the events that led to the exposed gas line being supported by crossbucks.
Figure 9.10 used the A1 continuation symbol to indicate the way in which these more detailed
events contributed to the overall incident. In particular, it presents the more detailed events that
were omitted It presents the events leading to the initial exposure of the pipeline that were denoted
by the triangular extension symbol in the previous �gure. The line was only supported by crossbucks
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Figure 9.11: Using Inhibit Gates to Represent Alternative Scenarios

because the Foreman did not appreciate the dangers of doing this, the gas supply operators, UGI,
did not know that the line was uncovered and the Foreman ignored warnings from the Allentown
Fire Inspectors. As can be seen, the fault tree uses an OR gate to represent a number of hypotheses
about why the Foreman was unaware of the potential dangers associated with leaving the pipeline
uncovered and partially supported:

\Training{Before the accident, the workcrew had not had any formal training in
excavation and trenching or in actions to take as a unit to protect lives and property
in an emergency. The lack of training may account for why the crew did not shore the
excavation site or tell the UGI that the gas line was unsupported. The crew foreman,
despite not having any information about the construction of the gas line, said that he
thought the entire line was welded tubular steel. His assumption may have led him to
believe that the line could be adequately supported by crossbucks. In any event, he made
a critical choice in assuming that it would be safe to leave the gas line uncovered and
exposed for 2 weeks. A more prudent course of action would have been to immediately
inform the UGI that the line was exposed." [588]

An OR gate is used because it is unclear what contributed most to the Foreman's lack of knowledge
about the potential dangers associated with exposing the gas line. Their lack of training in appro-
priate OSHA standards for excavation or his incorrect belief about the pipeline construction could
have a�ected his subsequent actions. It is important to emphasise that this decision to use an OR
gate is not de�nitive. The construction of a fault tree is an iterative process. Subsequent discussions



272 CHAPTER 9. MODELLING NOTATIONS

might discount the foreman's assumption. This might then be removed from the tree. Alternatively,
it might be decided that both factors were required in order for the Foreman to behave in the way
that he did. In such circumstances an AND gate might be introduced. This would have to be care-
fully justi�ed because it implies that had the Foreman been trained in OSHA requirements then the
incident would not have happened. Previous experience in incident and accident investigation has
shown the dangers of making such assumptions about the eÆcacy of training as a primary protection
mechanism.

In Figure 9.11 the left event of the OR gate represents the �rst line of analysis. It focuses on the
Foreman's lack of training in applicable OSHA requirements. The second line of analysis is based
on the Foreman's subsequent evidence that he believed the line to have been entirely constructed
from welded tubular steel. This is developed using an INHIBIT gate, shown using a hexagon and
an ellipse. The input event of an inhibit gate need not always lead to the output event. In this
example, the fact that the line was constructed using compression couplings need not always lead
the Foreman to incorrectly believe that an all-welded construction was used. The likelihood that
the input event will lead to the output event is determined by the condition, shown in the ellipse.
The Foreman did not see any indications of the compression joints and so believed that the tube
was welded.

This ability to assign probabilities to representations of human error should not be underesti-
mated. In particular, it provides a useful means of deriving simulations from a reconstruction of an
incident or accident. Simulations enable analysts to replay or step through the course of an incident.
Later sections will introduce automated tools for deriving simulations from incident reconstructions.
For now, however, it is suÆcient to observe that this can be done manually by inspecting a fault
tree to trace the way in which particular combinations of events might lead to the high level failures
shown in the upper levels of a �gure. By introducing probabilistic information into a simulation it
is possible for analysts to explore alternative scenarios during a reconstruction. For instance, Monte
Carlo simulation techniques can be used to investigate probable and improbable, frequent or infre-
quent, traces of interaction. This approach involves the generation of random numbers typically
in the range [0.0, 1.0]. This random number is then used to determine whether or not an event
occurs during a particular run of the simulation. If the random number is less than the associated
probability of the event then that event is assumed to happen. Conversely, if the number is greater
then the event is assumed not to occur. For instance, it might be assumed that there is a 0.5
probability of anyone in the excavation team observing that compression couplings might have been
used. Analysts might then begin to step through, or simulate, the events leading to the explosion.
By generating a random number, it is possible to decide whether or not the couplings were observed
during this particular simulation. In our example, they would be observed during approximately
half of the run-throughs and would be overlooked during the rest.

Given our particular use of the fault tree notation, it might not at �rst appear that such simulation
techniques are either appropriate or even useful. We know that the Foreman and their crew did not
know that the pipe used compression couplings. However, the importance of simulation using Monte
Carlo techniques is that it is possible to explore the consequences of small variations to the sequence
of events that led to an incident. This is essential because incidents seldom recur in exactly the
same way as previous failures. As we shall see, simulations can also be used to assess the potential
impact of proposed improvements. For instance, improved training and amended site plans can be
used to alert excavation crews to the construction techniques that are used by gas suppliers. These
measures might increase the probability of correct observations being made to 0.8 or 0.9. It would
then be correspondingly more likely that random numbers would fall below these thresholds and
hence the detection of the compression joints would become more probable during any Monte Carlo
simulation of a future incident. However, the obvious pitfall is that there must be some means of
validating the statistics that are used to prime models such as that shown in Figure 9.11. The most
appropriate means of obtaining these �gures after an incident is through empirical tests with other
operators. Of course, these studies are inevitably biased by the individual's knowledge that their
performance is being monitored in the aftermath of an incident.

Figure 9.12 illustrates the iterative nature of incident reconstruction. This fault tree extends
the diagram shown in Figure 9.11 to consider the events that contributed to the Foreman's decision
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Figure 9.12: Using House Events to Represent Alternative Scenarios

not to listen to the Fire Inspector's warnings. It does this by introducing HOUSE events. These
are simpli�cations of the INHIBIT gates that were introduced in the previous chapter. HOUSE
events support the simulation of alternative incident scenarios without the need to associate detailed
probabilistic information with particular events. This is important because Chapter 3 has argued
that it can be extremely diÆcult to validate human reliability statistics. In Figure 9.12, HOUSE
events are used to show that the City Fire Inspectors did not report the damage to the pipeline to
the facility owners and that they relied on the excavators assessment of the pipeline safety:

\Because the citys �re inspectors saw on May 23 that the service line was unsup-
ported, they could have prevented the accident. They showed proper concern about the
safety of the line, especially after a piece of asphalt pavement fell on it and deformed
it. However, not having been instructed to do otherwise, both inspectors relied on the
EPAI foremen's assessment that the line was safe. It would have been more prudent of
them to ask the pipeline owner for the assessment. The Safety Board concludes that the
likely reason the �re inspectors did not tell the operator that its service line was damaged
was because the inspectors did not understand the importance of notifying operators so
the e�ects on a facility could be assessed by the operators and necessary action taken.
Had the inspectors noti�ed the UGI, it, the Safety Board believes, would have taken the
necessary corrective actions, and the accident would not have happened." [588]

HOUSE events can either be \turned" on or o� during the analysis of a fault tree. The NTSB
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investigation found that the Inspectors failed to report the damage and that they relied on the
excavators. Technically, this can be represented by assigning a probability of 1 to the two house
events in Figure9.12. However, the ability to switch events on and o� also provides analysts with
means of exploring alternative hypotheses about the course of an accident. For instance, a house
event can be turned o� if it is assigned a probability of 0. This can be used to explore what might
have happened if the Inspector had reported the damage to the pipeline or had performed their own
assessment of the pipeline safety. This might then have prevented the Foreman from ignoring their
initial warnings about the unsupported line.

The previous paragraphs have argued that fault trees can be used to provide an overview of the
immediate human errors that contribute to incidents. House events and inhibit gates can also be
used to analyse the factors that did not play a part in past failures but which might lead to similar
errors during the future operation of the system. In contrast, Figure 9.13 extends the previous
analysis to look beyond the explosion at the emergency response. The continuation symbol, A2, is
used to indicate that the events leading to the explosion, shown in Figure 9.10, also form part of
this tree. In contrast, however, Figure 9.13 illustrates the events that contributed to an e�ective
and well-co-ordinated response. This is an important illustration of how a graphical notation can
provide a high-level overview of both the failures that contribute to an incident and the mitigating
factors that help to reduce its potential consequences. Some of these events stem from successful
training and management:

\The �re department used the city's mass casualty incident plan, and the coordinator
used the �re department's incident command system. The command post was established
on the front lawn of Gross Towers at 7:03; and at 7:04, the emergency-response stag-
ing area and emergency shelter were established at the Allentown Fairgrounds, about
1/2 mile southwest of Gross Towers, where approximately 200 residents and 150 family
members were helped. At 7:21, a MedEvac helicopter was requested to transport burn
victims. Buses were requested at 7:40 to transport victims to the shelter at the fair-
grounds, and by 7:49, the preliminary search of Gross Towers for victims was complete.
The last injured resident was transported to a local hospital at 8:45." [588]

Other events that contributed to an e�ective and well-coordinated response were more due to chance
than to planning. For example, the fact that many residents were not in the building at the time
of the explosion helped to reduce the demands on those coordinating the initial evacuation. As can
be seen from Figure 9.13, these `chance' factors are not explored to the same level of detail as the
organisational successes. This, in part, re
ects the amount that can be gained from an improved
understanding of these di�erent aspects of the incident. It could also be argued that such `chance'
events ought to be denoted by HOUSE events so that analysts do not assume that they will always
be true during any subsequent simulations of similar incidents.

Moving from Reconstructions to Conclusions

The previous fault trees, with the exception of Figure 9.9, illustrate the way in which the graphical
notation can reconstruct the events leading to an incident. Fault trees provide a mid point between
the evidence from any secondary investigation and the causal analysis that is the focus of the
next chapter. The di�erence between reconstruction and causal analysis is often embodied in the
structure of incident reports. For example, the NTSB report into the Allentown incident contained
separate sections entitled `Investigation', which includes the reconstruction of the events leading
to the incident, and `Analysis', which uses the reconstruction to support arguments about the
underlying causes of the explosion. The �ndings of the analysis help to shape the conclusions that
are to be drawn from any investigation. The following quotations illustrate these di�erences:

\It took about 6 hours for the hydraulic hammer to break the concrete up. According to
the EPAI employees, the impact of the hammer caused the ground to vibrate signi�cantly.
The backhoe bucket was used to remove the broken concrete and to load the pieces into
a dump truck. The path of the backhoe bucket crossed over the pipe. The backhoe
operator said that about 6:40 p.m. he moved the backhoe from a spot south of the
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Figure 9.13: Fault Tree Showing Post-Explosion Events
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excavation to one on the west. In moving it, he crossed a buried section of pipeline that
was between the excavation and the north wall of Gross Towers. The odour of gas was
�rst detected about 6:45 p.m."
([588], Investigation, page 11).

\When the excavator resumed on June 9, its activities near the service line probably
reduced the amount of restraint provided by the soil even more and increased the lon-
gitudinal force enough to cause the pipe to separate fully from the coupling. Using
the impact tool to break the concrete tank support and moving the backhoe over the
pipeline caused the soil to vibrate and probably further reduced the soils restriction of
pipe movement. Also, the backhoe probably struck the line when being operated across
it; the foreman's reports to both the UGI and the housing authority indicated that the
pipe had been struck during recent excavation activities. Although the foreman denied
after the accident that the backhoe had struck the line, the coating of the pipe showed
evidence of mechanical damage, as did the pipe steel at one location. Also, the foreman's
calls both to the housing authority and to the UGI show that at the time he believed his
crew had hit the gas line while excavating."
([588], Analysis, page 32).

\By reducing the soils capacity to restrain the movement of the pipe and by exerting
forces on the service line that resulted in excessive longitudinal stress, the excavator
caused the line to separate at a compression coupling."
([588], Conclusion, page 47).

Figure 9.14: Fault Tree Showing NTSB Conclusions about the Causes of the Explosion
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The structure of the NTSB report separates the presentation of reconstruction, causal analysis
and conclusions. We have, however, argued that these di�erent activities often become blurred
during the process of incident investigation. The reconstruction of an incident inevitably involves
the formation and testing of causal hypotheses. Investigators include events in a reconstruction
because they believe that those events have had some impact on the course of an incident. For
example, if it were believed that the timing of the foreman's 911 call was critical for the analysis of
the Allentown explosion then evidence would be sought so that this event could be explicitly included
in any reconstruction. If the attempted call was not thought to have a signi�cant, or potential,
impact then it might be omitted. The generation and testing of such causal hypotheses against
any reconstruction will inevitably a�ect the conclusions that can be drawn from an investigation.
These links make it important that any tools, including time-lines and fault trees, do not impair the
complementary activities of reconstructing an incident, generating causal hypotheses and forming
conclusions.

Figure 9.14 shows how fault trees can be used to summarise the conclusions from the NTSB's
investigation into the Allentown incident. Such high-level overviews are important because they
help to determine whether the individual �ndings of an investigation form a coherent argument.
For example, Figure 9.14 shows how the excavators' failure to shore-up the excavation was not
simply due to individual failure on the part of the foreman and his team. The NTSB investigators
also identi�ed higher-level failures on the part of the gas company, on the excavations company
and on the Pennsylvania excavation-damage program. Figure 9.14 shows how fault trees can be
used to explicitly represent the relationships between these individual conclusions. The NTSB's
organisational and managerial conclusions in Figure 9.14 contrast with OSHA's �ndings about the
health and safety aspects of this incident. OSHA focuses more narrowly on the individual human
errors that were represented in previous reconstructions, such as Figure 9.10:

\OSHA determined that the EPAI foreman did not meet OSHAs de�nition of com-
petence, as stated in 26 CFR 1926.650 (b). Among the failures OSHA attributed to the
foreman were that he had classi�ed the soil type incorrectly, had improperly supported
the gas line, did not recognize the hazard of the gas line, did not know the lifting capac-
ity of the chain used in the failed attempt to lift the fuel tank, did not know the lifting
capacity of the backhoe, and did not keep spoil from the excavation from the top edge
of the excavation." [588]

Before proposing further bene�ts that can be derived from using fault trees to reconstruct and
summarise the conclusions of an incident investigation, it is important to acknowledge a number of
weaknesses. Previous sections have argued that these is no automatic means of moving from the
evidence of primary and secondary investigations to the reconstructions of Figures 9.10 and 9.11.
Similarly, there is no automatic means of moving from incident reconstructions, such as Figures 9.10
and 9.11, to the conclusion overview presented in Figure 9.14. Both activities rely upon the skill
and experience of individual analysts. Fault trees are, therefore, not a panacea. They simply
provide a means of representing and reasoning about the products of di�erent stages in an incident
investigation.

The lack of any automated means of moving between fault tree reconstructions, illustrated in
Figure 9.13, and conclusions, illustrated by Figure 9.14, should not be surprising. As we have seen,
reconstructions tend to focus on the proximal events surrounding a particular incident. For example,
Figure 9.10 traces the way in which initial failures on the 23rd May led to the eventual explosion
in Allentown on June, 9th. However, many incident reports combine �ndings about speci�c causes
with conclusions about wider failures in the managerial and regulatory system. For instance, Figure
9.14 considers problems at a State level, through the failure of the excavation damage program, and
at a national level, through the lack of OSHA training for excavation workers. Hence the conclusions
of an incident report are likely to draw on information that is not, typically, included within the
reconstruction of a single incident.

There are further, more theoretical barriers to the automatic generation of conclusions from
reconstructions. Previous chapters have argued that the interpretation and analysis of evidence
is in
uenced by the goals and priorities of the organisations that are involved in an investigation.
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Most often this is interpreted as a `bad thing'. Organisations seek to in
uence or bias the �ndings
of an investigation for commercial and even political ends. However, the social processes of incident
investigation can also have a positive e�ect. For instance, regulators often increase the salience
of particular pieces of evidence if they support the �ndings of previous incident reports. This is
illustrated by the NTSB's emphasis on the importance of excess 
ow valves following the Allentown
explosion. This was seen to be yet another example of an incident that might have been mitigated by
the use of these devices. As a result the conclusions of the report places the Allentown incident in the
context of many previous incidents that could not be explicitly considered within a reconstruction
of this particular incident:

\In the past 20 years, the Research and Special Programs Administration has failed
to e�ectively assess the bene�ts of excess 
ow valves and has failed to promote their
use." ([588], Conclusions, page 48).

Any system that attempted to generate conclusions from a reconstruction would also have to consider
the wider commercial, political and regulatory environment in which it was operating. Although
incident investigators must be independent from industry regulators, it is important that they work
together to push through the recommendations of any enquiry. Ultimately, regulators are free
to reject the �ndings of an investigation if they do not believe that they would lead to safety
improvements. This need for independence and cooperation poses considerable social, organisational
and technical challenges.

A more serious criticism of the fault tree notation, illustrated in Figure 9.14, is that it fails to
distinguish between contextual and contributory factors and the root causes that were introduced
in Chapter 7. Andrews and Moss maintain that fault trees are intended to record the \immedi-
ate, necessary and suÆcient" events that contribute to any failure [27]. As a result, almost every
conclusions represented in Figure 9.14 is elevated to the status of a root cause. There is no way of
representing the observation that Pennsylvania's ine�ective excavation damage program might have
contributed to the incident but did not directly cause it. Such distinctions might be represented
by introducing additional syntactic features into the basic fault tree notation. However, this would
sacri�ce many of the bene�ts associated with the use of an existing and well understood notation.
Chapter 10 will explore these issues in greater detail. For now it is suÆcient to observe that although
it is possible to use fault trees to provide an overview both of the events leading to an incident and
of the conclusions that can be drawn from an incident, there remain a number of theoretical and
practical barriers to this application of the existing notation.

Figure 9.14 focussed on the failures that led from the damaged pipeline to the eventual explosion.
In contrast, Figure 9.15 shows how the consequences of this incident were largely determined by the
response after the pipeline was damaged. For example, the Allentown investigation found that the
city's mounted an e�ective response to this incident. Careful preparation and training were guided
by the lessons of previous incidents:

\The executive director stated that the housing authority had procedures for evac-
uating the occupants and that the residents practiced the routines. For example, every
6 months the �re department conducted �re inspections and drills that also tested the
evacuation procedures and emphasized how important it was for the residents to respond
promptly. The drills included special precautions for the elderly and handicapped; and
after a drill was held, all residents participated in a critique. Placards were posted on
the windows and doors of apartments that had handicapped occupants and of rooms in
which occupants were using pressurised oxygen." [588]

Figure 9.15 uses a HOUSE event to represent the �nding that the housing association and the
city's emergency response were appropriate. Previous sections have shown how these events can be
`turned' on or o� during any walk-through of the causal model. As a result, analysts are encouraged
to hypothesise about the potential impact of an ine�ective response. In Figure 9.15, this would
indicate a failure to learn from previous incidents and ultimately would have contributed to injury
and a loss of life during the incident.
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Figure 9.15: Fault Tree Showing Conclusions about Injuries and Loss of Life

The previous analysis raises many questions about the role of organisational failure in incidents
and accidents. For instance, Figure 9.15 suggests that the lack of an excess 
ow valve or meter is an
indication of a failure in organisational learning. As we have seen, the NTSB investigators argued
that this stemmed from the Research and Special Programs Administration's failure to promote or
to accurately assess the bene�ts of these devices. However, it is not certain that such devices will
always prevent incidents such as the Allentown explosion. This objection can be represented by
replacing the basic events in Figure 9.15 with an inhibit gate, as shown in Figure 9.16. Analysts
could then assign a probability to the likelihood that an EFV would have cut the supply of gas
either before or after the explosion. It might seem that it would be a trivial exercise to derive such
reliability data given modern testing methods. Certainly, it ought to be easier to assess the reliability
of such devices than it is to quantify human reliability assessments. As we have seen, however, the
economic consequences of requiring the introduction of EFVs led to considerable debate about their
reliability and utility between the supply industry and their regulators:

\The two-accident sample RSPA (Research and Special Programs Administration
within the Department of Transportation responsible for pipeline safety) used in its 1995
study to assess EFV e�ectiveness is statistically insigni�cant. Even so, RSPA incorrectly
assessed what happened in the two accidents it did use. Although a life was saved when
an EFV operated properly in one of the accidents, RSPA attributed its bene�t as only
one �fth of the $ 2.6 million used by the study as the value of a life. That error was
further compounded by using 57 percent as an assumed EFV e�ectiveness percentage.
When Safety Board representatives met with RSPA on March 16, 1995, it questioned
RSPA about the basis for the e�ectiveness percentage. A RSPA economist explained
that 95 percent e�ectiveness was initially used, but that number was reduced because
a National Highway TraÆc Safety Administration (NHTSA) analyst, not knowledgeable
about EFVs, said he believed the number was to high. RSPA stated that even though
it had no justi�cation for a di�erent percentage, it o�ered 57 percent as the e�ective-
ness percentage, and the NHTSA analyst accepted it, saying that it seemed about right.
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Figure 9.16: Fault Tree Showing Conclusions about Reliability of Excess Flow Valves

Other parts of RSPA's study appear to include similar insupportable numbers and as-
sumptions." [588]

This quotation illustrates the way in which reliability data assumes a particular social and organi-
sational signi�cance in the aftermath of an incident. It is important to emphasise that quantitative
reliability assessments are not always objective and that their true value is often questioned in the
aftermath of an adverse occurrence.

9.1.3 Petri Nets

The previous section has shown how Fault-trees can be used to reconstruct the events that lead
to incidents and accidents. We have also shown how they can be used to provide an overview of
the conclusions that emerge from the subsequent analysis of those reconstructions. However, we
have also noted a number of limitations in using this notation to distinguish between root causes
and other contributory or contextual factors. The European Federation of Chemical Engineering's
International Study Group On Risk Analysis also concludes:

\Fault-trees have diÆculties with event sequences... parts of systems where sequence
is important are, therefore, usually modelled using techniques more adept at incorporat-
ing such considerations" [188].

We have tried to address this criticism by annotating events with real-time labels. However, this
creates additional problems for analysts who must represent the way in which many failures emerge
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over a prolonged period of time. For example, the Allentown pipeline was left with inadequate
support from the 23rd May until the 9th June. The following pages, therefore, introduce an alterna-
tive graphical notation that can be used to reconstruct the events that contribute to safety-critical
incidents.

Petri Nets were developed to support the engineering of concurrent systems [460]. Chretienne
shows how they can be used to represent and reason about timing properties of di�erent systems
designs [165]. Some notable attempts have been made to represent human factors requirements
using this notation. For instance, Van Biljon exploits Petri Nets to derive formal speci�cations of
interactive systems at a very high level of abstraction [81]. Bastide and Palanque have used this
notation to represent the design of an interactive database [69, 663]. Hura and Attwood have used
Petri Nets to support accident analysis from the perspective of hardware and software engineering
engineering [377]. In contrast, this sections uses the same notation to reconstruct the more general
systems failures that characterise safety-critical incidents.

A number of limitations complicate the application of Petri Nets to analyse accidents that involve
interactive systems. In particular, they do not capture `real' time. Various modi�cations have been
applied to the classic model. Levi and Agrawala use `time augmented' Petri Nets to introduce the
concept of `proving safety in the presence of time' [488]. Unfortunately, these enhancements are too
complex to provide practicable tools for incident analysis. The following pages, therefore, retain a
most basic form of the Petri Nets notation. It should be noted, however, that a range of modelling
tools are signi�cantly reducing the burdens associated with more advanced, time-augmented and
stochastic extensions.

Petri Nets have been speci�cally developed to represent the complex sequencing and synchroni-
sation constraints that cannot easily be captured by fault trees and time-lines. They can be used
to reconstruct an incident in terms of the conditions that are satis�ed at particular moments [678].
These conditions together help to represent the state of the various systems, individuals and groups
that are involved in an adverse occurrence. The state of these diverse and distributed components
will change during the course of an incident. Petri Nets model this by representing the way in which
certain events can occur if particular conditions hold. If an event takes place then it can alter the
state of the people, systems etc involved in the incident. Changes in state are represented by the
new conditions that hold after an event has occurred. These new conditions enable further events
to take place.

Places can be used to describe the conditions which hold for operators and their systems during
the course of an incident. In our case study, investigators might use a place to represent the fact that
the gas line is exposed. Another place can represent the fact that the excavation is undertaken on
the incorrect assumption that the soil has a compression strength of 1.5 tons per square foot. Such
places describe the causes of an incident at an extremely high level of abstraction. Places can also be
used to represent causes which are speci�cally related to the human factors or systems engineering
of an application. Places can be used to represent human factors observations about the behaviour
of individual operators; the Allentown Fire Inspector is concerned about the consequences of the
land slide. They can represent environmental attributes, such as the soil around the tank that is
being extracted is contaminated with fuel. Places might also represent the behaviour of individual
systems; the hydraulic hammer is breaking up the concrete base.

Transitions can be used to represent the events that trigger incidents and accidents. The initiating
event leading to the Allentown explosion can be identi�ed as the Foreman's over-estimate about the
potential strength of the soil that he was excavating:

\The foreman evaluated the soil being excavated as OSHA Type A, which is cohesive
soil with an uncon�ned compressive strength of 1.5 tons per square foot. (OSHA's post-
accident evaluation indicated that a visual evaluation of the soil should have shown that
it was OSHA Type C, which is a cohesive soil with an uncon�ned compressive strength of
0.5 ton or less per square foot.) While an Allentown inspector was inspecting the EPAI's
work, he saw the excavation's west sidewall slide into the excavation exposing the gas
line, which was about 3 to 4 feet west of the tank. The collapsed sidewall removed the
soil support from about 30 feet of the gas line, causing it to sag." [588]
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The foreman's over-estimate of the soil strength can be represented as a transition that changes the
state of the wider `system' into one in which an excavation proceeds with inadequate precautions.
This can be represented as a place that, if marked, can lead to a further transition, which triggers the
land slip. Isolating these critical transitions provides a focus for subsequent analysis. In particular,
the previous analysis might provoke greater discussion of the reasons why the foreman made an
incorrect assessment of the soil strength.

Petri Nets have a formal syntax and semantics. The structure of valid networks and the meaning
of those networks can be precisely de�ned using relatively simple mathematical concepts. Petri Nets
are directed graphs; PN = (P ;T ;E ;M ). They consist of a set of places, P , transitions, T , edges,
E and markings, M . Edges connect places to transitions: E � fP � Tg [ fT � Pg. They can be
used to form the chains of events and conditions that lead to an accident. They can be described
in terms of two functions. The function Op maps from each transition to its set of output places.
The output places of a transition represent the conditions which hold after an event has occurred.
For example, an output place can be used to represent the observation that the gas line is exposed
after the land slip has occurred. An input place function, Ip, maps from each transition to the set of
input places for that transition. The input places of a transitions specify the conditions which must
hold for an event to occur. The input place of a transition can be used to represent the observation
that the incorrect assumption about soil strength during the excavation led to the soil slip.

Figure 9.17: Petri Net of Initial Events in the Allentown Incident

Fortunately for those who are more interested in the application than in the formal underpinnings
of this notation, Petri Nets also have a graphical representation. Events, or transitions, are shown
as bars ({). Conditions, or places, are denoted by un�lled circles (
). Edges are shown as arrows



9.1. RECONSTRUCTION TECHNIQUES 283

linking places and transitions. Figure 9.17 shows how a Petri net can represent the events leading up
to the Allentown incident. The �lled in circles represent tokens. These `mark' the un�lled circles, or
places, that represent assertions about th e state of the system. In this diagram, a place is marked
to show that the excavation is underway assuming that the soil has a compression strength of 1.5 tons
per square foot. An important bene�t of the Petri Net notation is that analysts can simulate the

ow of events in an accident model by altering the markings in a network. This is done through an
iterative process of marking and �ring. If all of the places leading to a transition, denoted by the
rectangles, are marked then that transition can �re. In Figure 9.17, the transitions labelled West
side of excavation slips can �re. All of the output places from this transition will then be marked.
For example, if the place labelled West side of excavation slips were to �re then the places The gas
line is exposed and The Allentown �re inspector is concerned about the consequences of the slide would
be marked and the tokens in places that triggered this transition would be removed.

In order to simulate the dynamic events during an incident, tokens are used to mark those places
in a Petri Net which are enabled. A place is enabled if its conditions hold. The tokens in a net are
said to characterise a marking state and are denoted graphically by �lled dots (�). For instance,
Figure 9.18 is marked to show that the gas line is exposed and that both of the Allentown Fire
Inspectors are concerned about the consequences of the slide. Analysts can alter the marking of
a Petri Net to indicate the di�erent conditions that hold for operators and their systems. These
walk-throughs can be used to simulate the sequences of events and states that arise during accident
scenarios. A transition can �re if all of its input places contain at least one token. After �ring, a
token is deposited in each of the output places of a transition. A single token is removed from all
of the input places to that transition. In Figure 9.18 it is possible for the transition indicating that
the �rst �re inspector questions the EPAI foreman about the need to secure the gas line to �re.
The transition showing that the second �re inspector also questions the EPAI foreman about the
need to secure the gas line can also �re. If these transitions �red then the places indicating that the
Foreman is considering there comments would be marked. The transition showing that the Foreman
decides to support the gas line can only �re if both of these places were marked together with the
place indicating that the gas line is still exposed.

Incidents and accidents are often caused by the interaction between many di�erent, concurrent
users and systems [80, 277]. Figure 9.18 shows how Petri Nets can be used to represent one aspect of
the interaction. In particular, this diagram shows how the �rst and second inspectors persuade the
foreman to shore the gas line with saw horses. Although Figure 9.18 does not represent the real-time
characteristics of the Allentown incident, it does accurately represent more abstract synchronisation
properties. For instance, both the �rst and the second �re inspectors must question the need to
support the pipeline before the Foreman considers supporting it. This is represented in Figure 9.18
by the places that lead to the transition labelled Foreman decides to shore the gas pipe with saw
horses. This transition cannot �re until both of the places are marked to show that the Foreman is
considering the implications of the inspectors' warning.

Figure 9.18 illustrates the common observation that initial failures seldom lead `directly' to safety-
critical incidents. The foreman had the opportunity to avert the Allentown explosion by correctly
supporting the gas line. Indeed, the actions that he took in shoring-up the pipeline may have delayed
its failure. Figure 9.18 also illustrates another important point about the reconstruction of complex
failures. The resulting models often embody particular views and assumptions about the events
leading to an incident. For example, the NTSB investigation obtained witness statements from
Housing Association employees who:

\...frequently passed the excavation between May 23 and June 9 stated they observed
that the exposed pipe was not supported." [588]

This statement is ambiguous. It is diÆcult to be certain whether the employees could not see the
supports, whether they saw the supports and believed them to be insuÆcient or whether there really
were no supports there at all. Figure 9.18 does not consider such additional evidence and simply
shows that the saw horses were in place throughout this period. However, Petri Nets can be used
to develop alternative reconstructions that re
ect these di�erent interpretations of the available
evidence. If the di�erences between these models were considered to be signi�cantly important to
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Figure 9.18: A Petri Net With Multiple Tokens
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any subsequent analysis then this should trigger further investigation. As we have seen, however, the
supports were ultimately insuÆcient to protect the integrity of the pipeline. Figure 9.1.3, therefore,
extends Figure 9.18 to show how the additional work, associated with removing the contaminated
soil, placed undue stress on the exposed pipeline. It also shows how the Foreman's actions in
attempting to shore-up the pipe with the saw horses can also, arguably, have helped to undermine
a further defence. In particular, this partial remedy seems to have satis�ed the concerns expressed
by the inspectors. The �rst �re inspector's shift had ended by this point in the incident and so
Figure 9.1.3 represents this important event by the transition labelled 2nd Fire Inspector and Foreman
decide not to take any further action.

The upper components of the Petri Net in Figure 9.1.3 deal with the Foreman's decision to
shore up the pipe in response to comments from the Allentown Fire Inspectors. The bottom right
components deal with the catalytic events that stemmed from the decision to remove the concrete
base and contaminated soil, which had surrounded the tank. The actions associated with the removal
of this material placed the immediate stresses on the pipe that led to the failure of the compression
coupling:

\The tank was successfully removed from the excavation, and samples of soil were
taken adjacent to the tank's concrete support, which remained in the excavation. The
soil was to be tested to determine whether fuel had leaked from the tank and contam-
inated the surrounding soil. The EPAI foreman stated that before he and the other
crewmembers left the site, they tried to support the pipe with saw horses, surrounded
the excavation with orange plastic barrier fencing, put plastic sheeting over the exca-
vation slopes, including the soil that lay beneath the pipe, and removed the equipment
from the site... Fifteen days later, on June 9, after the EPAI received the test results,
which showed that the soil around and beneath the concrete tank support had been
contaminated, EPAI employees returned to remove the concrete support and contami-
nated soil... The backhoe (a track-mounted excavator) arrived about 12:30 p.m., and
a hydraulic hammer was installed on the backhoe bucket to break up and remove the
tank's concrete support. The foreman stated that he and his crewmembers removed the
saw horses from beneath the pipe as the �rst step in removing the concrete support.
He said they did not notice any movement of the pipe and did not smell any gas. The
equipment operator, not the same person who had excavated the tank in May, used the
backhoe to break up and remove the concrete and to excavate the fuel-contaminated soil.
It took about 6 hours for the hydraulic hammer to break the concrete up. According
to the EPAI employees, the impact of the hammer caused the ground to vibrate signif-
icantly. The backhoe bucket was used to remove the broken concrete and to load the
pieces into a dump truck. The path of the backhoe bucket crossed over the pipe. The
backhoe operator said that about 6:40 p.m. he moved the backhoe from a spot south of
the excavation to one on the west. In moving it, he crossed a buried section of pipeline
that was between the excavation and the north wall of Gross Towers. The odour of gas
was �rst detected about 6:45 p.m." [588]

In Figure 9.1.3, this trigger event is represented by the transition labelled EPAI test results show
the need to remove the concrete base and surrounding soil. This transition can �re because the place
labelled Soil around the tank is contaminated with fuel is marked. If, however, the soil were not
contaminated then this place would not have been marked and the transition could not have �red.
However, as we know, the EPAI test result were positive. As a result, the associated transition
can �re. This will deposit tokens in the output places that are connected to this transition in
Figure 9.1.3. The new marking shows that the saw horses supports are removed to allow the access
that is necessary for the work to commence. The marking will also show that a hydraulic hammer
is used to break up the concrete base and that the backhoe's path crosses a buried portion of the
pipeline.

It is important to note, however, that Figure 9.1.3 represents the events that led to the failure
of the compression coupling. As with previous reconstructions in this chapter, it does not explicitly
identify ways in which the incident could have been avoided. This illustrates an important point
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Figure 9.19: A Petri Net Showing Catalytic Transition.
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about the use of graphical notations, including time-lines, Fault trees and Petri Nets. They provide
concise means of capturing the events that lead to incidents and accidents. They provide commu-
nications tools and can be shown to the other participants in an enquiry. They do not provide a
panacea for the problems of incident analysis. In particular, they do not replace the judgemental
skills that must be developed by human factors and systems engineers. In our scenario, there is no
automatic means of moving between the Petri Net representation and the remedies that can prevent
an incident from recurring.

Figure 9.20: A Petri Net Showing Con
ict

Previous paragraphs have shown how Petri Nets can be used to represent important events in the
course of an incident. Investigators can also exploit this notation to hypothesise about alternative
scenarios. Figure 9.1.3 represents two possible outcomes for the Allentown incident. One terminating
place shows that gas is escaping. The other shows that the integrity of the supply is preserved.
Analysts can use such networks to focus attention upon techniques that are intended to prevent
future incidents. Human factors and systems engineering must be exploited so that the transition,
labelled 2nd Fire Inspector and Foreman decide not to take further action, never �res. The reason we
are concerned to disable this transition is that it is one possible outcome from what is known as
a con
ict situation. The place labelled Gas line is supported by 3 or 4 saw horses but ground is too
unstable to provide adequate support is marked. As a result, it is possible to �re either the transition
indicating no further action or the transition representing the decision to provide additional support.
The network does not indicate which of these two possible transitions will �re. Given this marking
we can, however, be sure that only one will �re and that they cannot occur simultaneously. Firing
the transition indicating no further action would remove a token from the place labelled Gas line
is supported by 3 or 4 horses but ground is too unstable to provide adequate support. This would
disable the transition indicating that the 2nd Fire Inspector and the Foreman decide to provide
further support. Conversely, �ring the transition which indicates further actions would lead to a
marking for the place labelled Gas line integrity is preserved. Petri Nets that include these con
ict
situations are non-deterministic. Any one of the transitions from a marked place can be selected
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for �ring. In more conventional applications of the Petri Net notation it is, typically, important to
detect and remove such non-determinism; it indicates an apparently random behaviour on the part
of any proposed system. In incident reconstruction, however, this technique can be used to represent
the non-determinism which is inherent in many complex multi-user, multi-system applications. This
can, however, be problematic if investigators want to model the likely path of an incident rather
than possible alternative behaviours.

Con
ict situations represent critical stages in an incident reconstruction. Non-determinism in-
dicates a loss of control over the behaviour of the `system'. It is, therefore, important that the
recommendations from an incident report will remove con
ict from the Petri Net reconstruction of
an incident. For example, the NTSB enquiry recommended that the excavation contractor should:

\Modify its excavation-damage prevention program to include the review and close
monitoring of any proposed excavation near a gas service line, including any line with
unanchored compression couplings, that is installed near a building and that, if damaged,
might endanger public safety signi�cantly. (Class II, Priority Action) (P-96- 5)" [588]

Inhibitor arks provide a means of representing the intended e�ect of such recommendations. Tran-
sitions which are linked by an inhibitor can only �re if the place from which the inhibitor comes is
not marked. Inhibitors are represented graphically as an edge with a small empty circle on one end.
In Figure 9.1.3 an inhibitor arc is shown running from the place labelled Foreman and employees
trained in OSHA and company health and safety program for excavation and training to the transition
marked 2nd Fire Inspector and Foreman decide not to take any further action. The input place to this
inhibitor is marked. In consequence, Figure 9.1.3 can be interpreted as stating that any decision to
reject further actions cannot be taken because the Foreman's training `inhibits' him from leaving
the excavation partially supported.

Figure 9.21: A Petri Net With An Inhibitor Avoiding Con
ict.
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The recommendation represented by the inhibitor arc in Figure 9.1.3 is insuÆcient to guarantee
the safety of the system. The transition labelled 2nd Fire Inspector and Foreman decide to provide
further support cannot �re unless the place marked UGI is actively reviewing excavation work in order to
ensure integrity of supply is also marked. In other words, improvements in the training of excavation
teams might have encouraged the foreman not to leave the gas line partially supported by the saw
horses. However, this need not have guaranteed that any eventual actions would have adequately
addressed the risks posed by the exposed pipeline. The participation and oversight of the gas supply
company might have provided increased con�dence that positive actions would be taken to address
any damage that had been sustained. The place labelled UGI is actively reviewing excavation work in
order to ensure integrity of supply, therefore, represents the NTSB's additional recommendation that
the gas supply company must:

\Modify its excavation-damage prevention program to include the review and close
monitoring of any proposed excavation near a gas service line, including any line with
unanchored compression couplings, that is installed near a building and that, if damaged,
might endanger public safety signi�cantly. (Class II, Priority Action) (P-96- 5)" [588]

In Figure 9.1.3 this place is marked and so the transition labelled 2nd Fire Inspector and Foreman
decide to provide further support can �re. This in turn will mark the place indicating that Gas line
integrity is preserved.

Previous Petri Nets represent the Allentown incident at an extremely high level of abstraction.
This is inappropriate for the later stages of incident reconstruction. For instance, it may be necessary
to model the detailed gas 
ow into the Housing Association's building. In fact, this was done to
determine that the gas 
owed underground to Gross Towers. It then passed through openings in
the buildings foundation into the space beneath the mechanical room, which served as a combustion
air intake reservoir for boilers. The gas then passed through openings in the 
oor of the building's
mechanical room from where it migrated to other 
oors through the adjacent boiler exhaust tower,
through a rubbish chute and through 
oor openings for electrical and other building services. It may
also be important to reconstruct the more detailed cognitive and perceptual factors that in
uence
an individual's response to potential accidents. For instance, the NTSB interviews revealed that the
Foreman did not share the First Fire Inspector's concerns because he believed that the pipe did not
use compression joints:

\The �re inspector said that he questioned the EPAI foreman about the need to
secure the gas line. He said that the foreman told him the condition presented no
problem because the gas line was an all welded system. (The foreman later stated that
based on his experience he believed all gas systems were welded)." [588]

This reconstruction is revealing because it implies that the inspector was prepared to accept the
foreman's judgement. He assumed that the foreman had greater technical competence than, in fact,
he did. Petri Nets can also be used to model these details. Places and transitions can be replaced
by sub-networks to provide �ner grained representations. The transition labelled High-level: The
Fire Inspector questions the EPAI foreman about the need to secure the gas line can be re�ned into the
sub-network shown in Figure 9.1.3.

Ths more detailed reconstruction of the incident can help to generate further hypotheses and
questions. For instance, the previous paragraphs have focussed on the NTSB's recommendations
about the need to improve the training of excavation crews. They have also incorporated the rec-
ommendations for improved monitoring by service suppliers into Figure 9.1.3. However, experience
has shown that improved training and manual surveillance cannot be relied upon to guarantee the
safety of future systems. In consequence, the NTSB investigators focussed most of their attention
on the potential bene�ts of EFV's. These were discussed in the section on graphical time-lines.
However, the Petri Net reconstruction of Figure 9.1.3 also suggests questions about the nature and
origin of the disrepancy between the Foreman's mental model of the pipeline construction and the
actual techniques that were used to build it. In particular, subsequent analysis might focus on why
compression joints are not routinely anchored to provide increased protection against longitudinal



290 CHAPTER 9. MODELLING NOTATIONS

Figure 9.22: A Sub-Net Showing Crew Interaction.
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pressures. The NTSB investigators considered introduced this issue but never took it any further in
either their reconstruction or analysis of the incident:

\A note on the UGI's original service record stated that the line was `Tied in Solid,'
meaning that the pipe lengths were welded. However, to comply with 1971 Federal
requirements on protecting steel pipelines against corrosion, the UGI began installing
corrosion-protection systems on segments of its pipeline systems that had been installed
before the requirements were adopted. The UGI's records show that on September 27,
1973, an electrically insulating compression coupling 9 was installed in the service line.
Although there is no documentation of the instructions given the crewmembers about the
work, records and physical evidence show that they installed an insulating compression
coupling in the service line north of the wall next to the boiler room. That coupling was
installed just inches south of a noninsulating compression coupling for which there are no
records and which was apparently installed at the same time as the insulating coupling
to obtain adequate space to install the insulating coupling. Neither compression coupling
was anchored or otherwise protected against movement relative to the service pipe, nor
were there any requirements for doing so." [588]

Given that the Foreman believed that the pipe was of welded construction and that it had greater
longitudinal strength than it actually did, it seems important to consider the reasons why he even-
tually decided that the line should be support. The Petri Net in Figure 9.18 shows that this was
the result of the combined comments of two of Allentown's Fire Inspectors. This reconstruction em-
phasizes the importance of providing con�rmatory advice to support a colleague's concerns about
the safety of such situations. It arguably illustrates the Inspectors' success in forcing the Foreman
to reconsider the situation. However, this is a 
awed interpretation of the model. If the Inspectors
had been suÆciently concerned then they ought to have noti�ed the gas supplier and halter the
excavation. Instead, they acquiesced in the Foreman's view that the gas line could adequately be
supported by the saw horses.

Figure 9.1.3 provides an alternative view of the reason why the Foreman reconsidered his decision
not to support the pipeline. His eventual decision was partly due to the intervention of the inspectors
but also to a chance incident involving asphalt from the excavation:

\The �re inspector, the EPAI crewmembers and an EPAI management representative
saw a piece of asphalt paving fall about 4 feet and strike the gas pipe. The piece was
large (3 by 5 feet and 3 to 4 inches thick), and the pipe was not supported. The �re
inspector said that the paving permanently de
ected the pipe by about a foot. He stated
that before the paving hit it, the pipe was sagging, but still fairly straight." [588]

In Figure 9.1.3, the place showing that the Asphalt is close to the exposed pipeline is marked. The
transition labelled Asphalt hits gas pipe can then �re. This marks a place denoting that the gas pipe
is de
ected by about a foot. If the place denoting the Foreman's initial judgement is also marked
then the transition labelled Foreman starts to have second thought about supporting the gas pipe
can �re. Clearly this reconstruction has profound safety implications; the Inspectors intervention
was not suÆcient to cause the Foreman to reconsider his actions. The chance event of the asphalt
de
ecting the pipe was, arguably just as signi�cant. The NTSB investigators found that:

\Because the city's �re inspectors saw on May 23 that the service line was unsup-
ported, they could have prevented the accident. They showed proper concern about the
safety of the line, especially after a piece of asphalt pavement fell on it and deformed
it. However, not having been instructed to do otherwise, both inspectors relied on the
EPAI foremen's assessment that the line was safe. It would have been more prudent of
them to ask the pipeline owner for the assessment. The Safety Board concludes that the
likely reason the �re inspectors did not tell the operator that its service line was damaged
was because the inspectors did not understand the importance of notifying operators so
the e�ects on a facility could be assessed by the operators and necessary action taken.
Had the inspectors noti�ed the UGI, it, the Safety Board believes, would have taken the
necessary corrective actions, and the accident would not have happened." [588].
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Figure 9.23: A Sub-Net Showing Alternative Reasons for the Foreman's Decision.
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Previous sections have argued that the reconstruction of an adverse occurrence forms part of an
iterative process. Secondary investigations provide evidence that is used to reconstruct an incident.
These reconstructions help to generate causal hypotheses. The hypotheses that emerge during the
analysis of a reconstruction can force investigators to continue their search for evidence. For example,
the process of using Petri Nets, such as Figure 9.1.3, to reconstruct the Allentown incident leads to
further hypotheses about the reasons why the Foreman did not inform the gas supplier or provide
additional support for the pipeline. In particular, the Foreman did not receive any feedback to
indicate that his actions had had an adverse impact upon the pipeline. There was no smell of gas
and the pipe appeared to be stable:

\The pipe deformation caused by the asphalt pavement striking the line probably
caused the pipe to be pulled out partially from the coupling because of the reduction
in the e�ective length of the pipe. However, because there was no evidence that gas
was escaping from the pipe/coupling connection before June 9, it is apparent that the
activities of May 23 did not cause the pipe and coupling to separate completely." [588]

The Petri net in Figure 9.1.3 can be re�ned to explicitly model these observations. It is important,
however, to emphasise that the successive accretion of more and more details can ultimately sacri�ce
the tractability of this graphical notation. Investigators must have a clear understanding of the
behaviour of the incident reconstructions that are represented by a Petri Net. This task can be
impaired by the additional complexity that is introduced through the use of sub-networks. It can be
diÆcult to trace the likely passage of tokens through the many places and transitions that might used
to represent the cognitive, perceptual and environmental details that contribute to a complex failure.
Fortunately, this task can be eased by tools that animate the enabling and �ring of transitions as
tokens pass from place to place in a Petri Net. For instance, Chiola's GreatSPN can be used to
view tokens as they pass through a network [164]. Investigators can record which places are marked
and which transitions are enabled. The ability to play these token games greatly simpli�es the
development of correct models. By correct here, we mean that the model re
ects the investigator's
view of the incident rather than that the model correctly re
ects the events leading to an incident.
In contrast, this latter form of correctness depends on individual investigatory skills and on the
accuracy of automated logs, mentioned in previous chapters. A further advantage of Petri Net
modelling tools is that the resulting animations provide powerful means of communication. They
can be shown to the many di�erent teams that must collaborate during investigations into more
serious incidents.

9.1.4 Logic

Graphical notations, such as Fault trees and Petri Nets, are not the only class of analytical tools
that can be used to support incident reconstruction. A number of text based formalisms can model
the events that contribute to adverse occurrences. In particular, a range of logics have been used to
represent and reason about incidents and accidents [118, 412, 470]. These notations have a number
of important bene�ts for the reconstruction of safety-critical systems:

� formally de�ned syntax. Logics, typically, have well-de�ned syntactic rules. These rules provide
a grammar that speci�es how the symbols in the logic can be combined in order to form valid
sentences. These rules exist for graphical notations as well. For example, places must be
connected to transitions in order to form a valid Petri Net. It would make little sense to
connect a place to another place.

� clearly de�ned semantics. Logics also, typically, provide procedures for deriving the intended
meaning of any sentence that obeys the syntactic rules, mentioned above. This is impor-
tant because considerable confusion can arise if two di�erent analysts can derive multiple
interpretations of the same sentence. It is worth mentioned, however, that the notion of a
formal semantics refers only to the information that can be directly derived or proved from the
sentence itself and not to any additional, subjective judgements that might be derived from
subsequent analysis.
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� proof procedures. Logics are also supported by a set of rules that de�ne what inferences can be
made from a set of sentences. These are intended to have a close relation to the informal proof
procedures that we recruit in everyday life. These `everyday' inferences can be illustrated by
the following example. If we know that `the excavation crew at Allentown work for EPAI' and
that `the Foreman is a member of the excavation crew at Allentown' then we can conclude that
the `Foreman works for EPAI'. Proof procedures are intended to codify such inferences in order
to avoid the paradoxes and fallacies that often weaken informal arguments. A paradox is a
sentence that obeys the grammatical syntax rules of the language and yet is self contradictory.
A good example, is the liar paradox that often frustrates the interpretation of eye witness
statements. If someone says `I am lying' then if what is said is true then it is false. If
what they have said is false then it is true! Proof procedures help to identify such situations
by providing rules that can demonstrate the self-contradictory nature of some grammatically
valid sentences.

� tractability. The proof procedures, mentioned above, provide rules for manipulating the sen-
tences of a logic to derive particular implications. There are corresponding procedures for the
manipulation of textual representations for the Petri Net notation, illustrated in previous para-
graphs. These techniques acknowledge that for anything but the simplest procedures it is more
tractable to manipulate a textual rather than a graphical formalism. Unfortunately, it can be
more diÆcult for non-mathematicians to interpret the meaning of textual representations than
their graphical counterparts. As a result, tool support is often a necessary prerequisite for the
commercial application of these techniques.

� tool support. Logic is an example of what have become know as `formal methods'. These
are mathematically based notations that possess the syntax, semantics and proof procedures,
mentioned above. The precision and rigour provided by these features is argued to provide the
increased assurance that is necessary when safety is at stake. As mentioned above, however,
these bene�ts are often achieved at the cost of comprehension. It can be extremely diÆcult,
even for skilled specialists, to perform the manual manipulation of mathematical sentences
that are required by complex design tasks. Paradoxically, this can be an extremely error-prone
activity. As a result a number of automated tools, theorem provers and model checkers, have
been developed to support these tasks. Work is just beginning to improve our understanding
of the errors that emerge even with this tool support [20, 21] .

� application to both human factors and systems engineering problems. As mentioned above,
logic has been used to support the systems engineering of a range of safety-critical systems.
It is also being applied to a range of human-system interaction problems. Most noticeably,
a number of authors are using formal speci�cation techniques to analyse the sources of mode
confusion problems within the aviation industry [192]. Their work identi�es areas in which the
autopilot behaviour does not support the users' model of how the automation behaves. Ths
commercial up-take of these ideas support the application of mathematically-based techniques
to other forms of `break down' during the operation of safety-critical systems.

The previous list provides some of the reasons that justify the application of logic to help reconstruct
the events leading to incidents and accidents. As mentioned, however, it can initially be diÆcult
to interpret the meaning of these formal notations. In consequence, the following pages will also
provide informal readings for any notation that is presented.

Critical Components

A limitation with natural language approaches to incident reconstruction is that it can be diÆ-
cult to identify critical information from a mass of background detail. For example, the NTSB's
investigation into the Allentown explosion produced the following observations:

\Post-accident surveys of 115 residents show that three Towers East occupants, in
units 108, 408, and 902, had smelled gas immediately before the explosion and that two
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other occupants had smelled gas shortly before the explosion while they were in the mail
room on the �rst 
oor. The occupant of unit 108 stated that he had reported the gas
odour to `911,' but after the explosion." [588]

The results of this survey helped to form a more complete picture of the incident. Investigators must,
however, determine whether such details are relevant to their subsequent analysis. This is important
because hundreds and even thousands of items of evidence can be collected in the aftermath of a
major incident. In fact, this survey were only mentioned as a parenthesis within the NTSB's �nal
report. It might, therefore, be decided that such details could justi�ably be omitted from any
high-level reconstruction of the incident. The development of a logic-based model helps this process
because investigators must identify signi�cant categories of components that were involved in an
adverse occurrence. The following list indicates some of the categories that have been identi�ed
from previous incidents:

� people. It is necessary to represent the people involved in an incident so that investigators can
follow the way in which operator intervention a�ects the course of system failures;

� physical locations. It is necessary to represent the place in which an incident occurs because
the location of a failure can have a profound impact upon an operator's ability to respond to
that incident [404];

� warning systems. Investigators must also record the role that particular warning systems did
or did not play in the course of an incident. For example, excess 
ow valves and gas detection
equipment might have provided additional warnings about the Allentown incident;

� utterances. It is vital to represent communication between the operators that are involved in
an incident. Misunderstandings have a profound impact upon the safety of many applications;

� tasks. It is necessary to identify the tasks that operators were or should have been performing
during an incident if investigators are to understand the ways in which human intervention
safeguarded the system or exacerbated any key failures.

For example, the following except is taken from the NTSB investigation into the Allentown incident.
This quotation identi�es important physical locations, such as the parking lot that the Foreman later
attempted to call 911 from. It is also possible to identify key individuals, such as the Foreman, the
Backhoe operator and the loader. We can also identify items of equipment such as the excavator's
tools that failed to operate the valve:

\While he was making the calls, the foreman said, he instructed the operator and the
loader to trace the gas line back toward Utica Street until they found the shuto� valve.
They found the valve near the north edge of the parking lot, but were unable to close
it. They lacked the necessary tools to operate the below-ground valve. (Later, when the
�re department representatives arrived, the EPAI workmen did not tell them they had
been unable to close the valve.)" [588]

Table 9.1.4 summarises the entities that will be used in the logic-based reconstruction of the Al-
lentown incident. It is incomplete in that the elements in the list can be expanded to enlarge the
scope of the reconstruction. The identi�cation of key individuals, locations, tasks etc is a manual,
skill-based activity. It involves the subjective judgement of individual investigators. However, the
outcome of this process is subject to debate and review because it can be explicitly represented in
this tabular format. In formal terms, the elements of this table de�ne the types that model the
Allentown incident. The process of building such a table helps to strip out `irrelevant' detail that
can obscure critical properties of any reconstruction.

Axiom for the Accident System

The identi�cation of people, physical locations, communication systems, equipment, utterances and
tasks is of little bene�t if analysts cannot represent and reason about the manner in which these
components in
uence the course of an incident. The following section uses a simple form of temporal
logic to demonstrate how this might be done for the Allentown case study.
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People/Agents Physical Locations Warning Systems
backhoe operator utica parking lot gas detector
foreman gross towers valve
ugi gross towers
�re dept
loader
answer service
house engineer
housing authority
residents
third 
oor resident

Utterances/Messages Tasks
gas leak initiate evacuation
gas line hit ventilate building
trace to valve shut o� gas

Table 9.1: Critical Entity Table for the Allentown Incident

Operators and Locations

It is important to consider the physical location of system operators during major incidents. For
instance, it is important to trace the movements of the foreman and the excavation crew after the
gas was detected and before the explosion because it their locations provide valuable insights into
their response to the incident. As we shall see, an appropriate response would have been to send
workers to evacuate Gross Towers. Instead, the foremen sent his workers to turn o� the gas supply
with tools that could not achieve this goal. We can reconstruct the movements of these individuals
from witness testimonies and the observations of NTSB investigators:

\The foreman said that he then went to his pickup truck and, using his cellular
phone,2 called the gas company and the housing authority, telling them that he was
excavating near the gas line and smelled gas. He stated that he next made three attempts
to phone 911. He said that each time he called, there was no answer. He said he then
moved his truck to another spot in the parking lot in case the phone signal to his cellular
phone was being blocked. He said that at the new location he again tried unsuccessfully
to call 911."

It was during these telephone calls that the foreman asked the backhoe operator and the loader to
trace the gas line back to Utica Street. We do not know the exact time at which the foreman made
this request but the NTSB investigators suggest that it was after the �rst telephone call that was
logged by UGI at 18:48. The backhoe operator must, therefore, have been within earshot of the
foreman in order to respond to his instruction to trace the line. The operator then left the parking
lot at the request of the foreman. It may be assumed that he reached the cut-o� valve at some time
after the request was issued, although there is no independent veri�cation for the exact timing. The
following clauses reconstruct these observations. They exploit a simple form of temporal logic in
which the binary at operator takes a proposition and a term denoting a time such that at(p; t) is
true if and only if p is true at t . The existential, 9 quanti�er (read as `there exists') can be used to
capture the uncertainty about the timing of the operators movements. The �rst clause states that
the backhoe operator is at the Utica Street parking lot at 18:48. The second clause states that at
some time, t , after 18:48, the backhoe operator is not at the gas valve for Gross Towers:

at(position(backhoe operator ; utica parking lot); 1848): (9.2)
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9 t : at(position(backhoe operator ; gross towers valve); t)^

after(1848; t): (9.3)

A number of technical problems surround the general application of this simple extension to propo-
sitional logic. In particular, the philosophical issue of rei�cation forces analysts to clearly state the
relationship between particular terms and objects over time. This theoretical problem is less of an
issue for our purposes because we are always referring to de�nite entities at speci�c times during
an accident. We, therefore, retain this simple temporal framework rather than the more elaborate
temporal languages in our previous work [402, 427].

It might appear that such clauses add little to the information that is provided in the prose
accounts of eye witness testimonies. The process of constructing such representations does, how-
ever, encourage investigators to re-examine all of the evidence supporting such location and timing
information. To illustrate the importance of this cross-checking, the �nal NTSB report into the
Allentown explosion states that UGI logged the �rst phone call at 18:48, cited on page 3 [588]. The
investigators' time-line in appendix C of the report, on page 81, records the initial connection to the
UGI switch board at 18:46 and the telephone call itself taking place at 18:47. By 18:48, the foreman
was logged as calling the home of the vice president of his company to report the incident. The fact
that such inconsistencies can be propagated into a �nal report re
ects the importance of developing
accurate reconstructions.

There are further reasons for reconstructing location information. The subsequent investigation
into the Allentown incident was heavily critical of the Foreman's decision to send his crew members
to shut o� the valve. The NTSB inspectors argued that he should have asked them to evacuate
anyone inside Gross Towers. Prompt action to safeguard the people inside the building would have
mitigated the consequences of any explosion that they were ill-equipped to prevent. Further insights
can be derived from the process of formalising the positional information in the clauses shown above.
For instance, this reconstruction says remarkably little about the precise time at which the crew
member left the Foreman. This is signi�cant because it leaves open the possibility that the request
was made shortly after 18:48. In which case, the Foreman would potentially have been left without
suÆcient sta� to respond to an evacuation request:

\Although it was after normal business hours, the foreman �rst called the UGI's
Lehigh Division business oÆce (the EPAI had not obtained and provided the foreman
with the UGIs 24-hour emergency telephone number). Even after contacting the UGI, he
did not say, and the UGI did not question, whether the odour of gas had been detected
within the building. Had the UGI known that gas was already in the building, it probably
would have told him to evacuate the occupants, which he could have done with the help
of his crew and the bystanders. The UGI probably also would have noti�ed the �re
department, thus giving it more time to respond." [588]

UGI never issued the instructions to evacuate the building were never issued. Hence, the precise
timings in clauses (9.2) and ( 9.3) are not signi�cant for the reconstruction of the events leading
to this particular incident. They are, however, signi�cant for the wider recommendations about
site evacuation procedures that may be drawn from this incident. Clearly those procedures should
advise against allocating personnel before contacting the relevant supply company or the emergency
services.

The previous clauses do not specify the relative position of the shut-o� valve outside Gross Towers
or of the Foreman's truck inside the Utica Street parking lot. Such information can be introduced by
formalising a three-dimensional co-ordinate scheme [404]. This was not done because clauses (9.2)
and (9.3) re
ect the level of detail recorded after the incident investigation. However, such details can
be represented in a logic-based notation, for example to support the analysis of tyre marks in road
traÆc incidents. These techniques can be directly derived from formal notations that underpin many
CAD-CAM systems. This example illustrates a more general bene�t of using a formal language.
Logic provides an explicit representation of the level of abstraction that is considered appropriate for
each stage of the reconstruction process. Investigators do not need to record the relative positions
of the parking lot and the shut-o� valve in order to model or represent the events leading to the
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explosion. Such decisions are extremely important. Too much detail and important properties of a
reconstruction can become obscured by a mass of contextual information. Too little detail and it will
be diÆcult to reconstruct the speci�c events that contribute to an incident. Clauses, such as (9.2)
and (9.3), can be left at this high level of abstract or can be re�ned using the detailed coordinate
systems introduced in [404]. This helps to avoid the ad hoc decisions that frequently seem to be
made about the amount of location information that is included in incident reconstructions [426].

Operators and Communications

Communications problems exacerbate many major incidents. They also contribute to the emergency
response and to any mitigating actions that may be performed. It is, therefore, important such
utterances are explicitly represented within any reconstruction. For example, the investigation into
the Allentown incident identi�ed the following communications between the Foreman and the gas
pipeline operator:

\According to the UGIs records, the foreman's call was answered at 6:48 p.m. by
UGI's Central Gas Control at Reading, Pennsylvania. According to the UGIs records, the
foreman said that there was a gas leak at 1337 (Allen Street) Gross Towers in Allentown
and that the gas line had been hit during digging. (The foreman acknowledged telling
the UGI that he was digging near the gas line and had detected the odour of gas, but said
that he did not tell the UGI that he had `hit' the gas line.) At 6:52, the UGI received
a second call, which was apparently from the foreman. The call was recorded as `Cust
[customer] just called back, said they de�nitely hit gas line and broke it.' The UGI's
procedures did not require Gas Control to notify the Allentown �re department or any
other emergency-response agency of either report about the release of gas because the
caller did not indicate there was an imminent threat; consequently the �re department
was not called." [588]

The following clauses reconstruct aspects of this quotation.

at(message(foreman; ugi ; gas leak); 1848): (9.4)

at(message(foreman; ugi ; gas line hit); 1852): (9.5)

An important bene�t of temporal logic notations is that analysts can go beyond the previous clauses
to specify persistent properties of incident reconstructions. For example, the 8 (read as `for all')
quanti�er can be used to specify that at no time did UGI pass on the foreman's messages to the
Fire Department. : stands for negation. The �rst of the following clauses can, therefore, be read
as stating that at all times during the incident, UGI did not tell the Fire Department that there was
a gas leak at Gross Towers. The seconds clauses states that at all times during the incident, UGI
did not tell the Fire Department that the foreman had hit a gas line:

8 t : : at(message(ugi ;�re dept ; gas leak); t): (9.6)

8 t : : at(message(ugi ;�re dept ; gas line hit); t): (9.7)

Similar techniques can be used to reconstruct events for which the precise time is not known. For
example, we do not know the exact time when the Foreman told the operator of the Backhoe and
the loader to trace the gas line back to the shut o� valve. The �rst of the following clauses states
that there exists some time, t , when the foreman told the backhoe operator to trace back the gas
line to the shut-o� valve. The second clauses states that there exists some time, t , when the foreman
told the loader to trace back the gas line to the shut-o� valve:

9 t : at(message(foreman; backhoe operator ; trace to valve); t): (9.8)

9 t : at(message(foreman; loader ; trace to valve); t): (9.9)

Additional clauses can be introduced to narrow down the time when such an order could have been
given. For instance, the investigators' statements record that it was issued while the foreman was
making the phonecalls. The initial call to UGI was made at 18:48. Additional evidence must be
found to identify the timing of foreman's �nal call by which time the order must have been given:
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\According to the housing authoritys records, the foreman called the housing au-
thority at 6:55 and was connected to the after-hours answering service. The answering
services records show that the foreman advised that `they [the EPAI] were digging and
they think they got the gas line.' At 7:06, according to the answering service, the fore-
man's message was relayed to one of the housing authority's maintenance employees, who
promptly went to Gross Towers. The records of both the UGI and the housing authority
of the foremans calls do not show that he said anything about detecting a strong odour
of gas within the building." [588]

The following clause, therefore, states that the order to trace the gas line to the shut-o� valve
was made between the start of the �rst UGI call at 18:48 and the end of the call to the Housing
Association at 19:06:

9 t : at(message(foreman; backhoe operator ; trace to valve); t) ^

after(1848; t) ^ after(t ; 1906): (9.10)

It is possible to impose stricter timing constraints than those shown in the previous clause because
we know that the �rst explosion occurred at 18:58. It seems likely that the foreman directed his
men to isolate the supply before the explosion. However, this is not explicitly indicated in the
NTSB reconstruction which simply notes that the request was made at \6:??pm". These same logic-
based techniques can be used to reconstruct more complex verbal exchanges, such as the transfer
of messages between the Foreman, the Housing Authority answering service and the maintenance
employee:

9 t : at(message(foreman; answer service; gas leak ; 1855)^

at(message(answer service; house engineer ; gas leak); t) ^

after(1855; t) (9.11)

It is important to note that the preceding clauses do not represent the precise verbal components
of each utterance. This information could be introduced if it were available, for instance through
studying cockpit voice recordings in the aviation and shipping domains. In the case of the Allentown
incident there was no such record. We only have the second-hand account of the answering service
that the foreman had said \they [the EPAI] were digging and they think they got the gas line". After
the incident, the Foreman denied saying that the backhoe had actually hit the line. However, the
housing authority and UGI employees believed that this had been stated in his calls to them. Place
holders, such as gas leak , are used to capture the recollected sense of the communication without
specifying its exact form.

Reasoning About Incidents

The previous section focussed on the 
ow of communication between the individuals and groups
who were involved in an incident. This enables analysts to trace the way in which operators helped
to exacerbate or mitigate the consequences of an incident. The same techniques can also be used to
represent and reason more narrowly about the failure of particular system components. For instance,
the emergency lighting failed during the Allentown incident:

\Gross Towers, like all other housing complexes operated by the housing authority ,
had an internal �re alarm system that had alarm bells on each 
oor. When the system
was activated, the company that monitored it promptly called the Allentown Commu-
nications Center. Gross Towers had a gas-powered emergency generator that started
automatically whenever the 
ow of electricity to the building was interrupted. As long
as the buildings gas supply was uninterrupted, the generator provided emergency lighting
in the stair wells and exit lights. During this emergency, however, the generator did not
operate because th e gas supply had been interrupted when the service line separated."
[588]
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This illustrates the point made in Chapter 3 that many incidents involve complex dependent system
failures. The explosion that damaged the electrical power supply was caused by a gas leak that, in
turn, prevented the emergency generators from working:

: at(electricity supply(gross towers); 1858): (9.12)

: at(gas supply(gross towers); 1858): (9.13)

8 t : : at(electricity supply(gross towers); t)^

at(gas supply(gross towers); t))

at(emergency lighting(gross towers ; t): (9.14)

8 t : : at(gas supply(gross towers); t)^

: at(electricity supply(gross towers); t)))

: at(emergency lighting(gross towers); t) (9.15)

Previous paragraphs have used temporal logic to formalise the events leading to an accident. This
formalisation process helps to strip out the contextual detail that hides critical observations in the
many hundreds of pages that form conventional reports. We have not, however, shown that this
approach can be used to reason about the events that lead to an incident. Rules of inference can be
used to direct reasoning about an incident reconstruction. These rules are intended to increase the
precision and rigour that is used when investigators draw particular conclusions from the events that
they model. The general idea behind logical proof can be illustrated by the simple example that was
presented in the previous paragraph. This provided a number of implications. For example, it was
stated that the emergency lighting comes on if the electricity supply has failed but the gas supply is
still working. It was also stated that if the gas system has failed then the emergency lighting would
fail as well. We can use these assertions to make several inference if we have a proof rule of the
following form. This states that if we know that some formula p is true at all times t and we know
that if p is true at t then q is true at t then given we already know p is true then we can safety
conclude that q is true at t as well:

8 t ; p(t); p(t)) q(t) ` q(t) (9.16)

Given this rule we can begin to construct a formal proof to show that the emergency lighting failed
in our reconstruction as a logical consequence of the gas leak. The proof begins by instantiating the
particular moment of failure into the clauses introduced in the previous section:

: at(gas supply(gross towers); 1858)^

: at(electricity supply(gross towers); 1858))

: at(emergency lighting(gross towers ; 1858)

Instantiate t in (9:15) with 1858 (9.17)

Given the previous proof rule and the fact that we know from clause (9.13) that the gas and electricity
did fail at 18:58, it can now be concluded that the emergency lighting did not come on at that time.

: at(emergency lighting(gross towers ; 1859)

Application of (9:16) to (9:17) given (9:13) and (9:12): (9.18)

We might like to argue that there was some time after the explosion when there was still a suÆcient
supply within the emergency generators to drive the emergency lighting. The same procedures
cannot, however, be used to prove this. Recall that clause (9.14) speci�ed that the emergency lights
came on if the electricity failed and the gas system was functioning. We know from (9.12) that the
electricity failed at 18:58. However, we cannot prove from our reconstruction that the gas system
was functioning at 18:58. Hence we cannot apply rule (9.16). If an investigator wished to establish
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that the generators were able to function for some initial time then additional evidence would have
to be found. This might then support the following inference:

at(gas supply(gross towers); 1858)):

Assumption (9.19)

: at(electricity supply(gross towers); 1858) ^

at(gas supply(gross towers); 1858))

at(emergency lighting(gross towers ; 1858)

Instantiate t in (9:14) with 1858 (9.20)

at(emergency lighting(gross towers ; 1858)

Application of (9:16) to (9:20) given (9:12) and (9:19) (9.21)

The Allentown investigators argued that:

\Once the line and coupling separated, the EPAI could have limited the consequences.
When the EPAI foreman was told about the strong odour of gas within the building, he
should have immediately called 911. Contrary to his post-accident statement, telephone
records show that he did not attempt to call 911 until after the explosion. Had he
immediately reported the emergency to the �re department, it would have known almost
15 minutes before the explosion, giving it enough time to respond, notify the UGI, initiate
evacuations and building ventilation, and, using the UGI responders, shut o� the 
ow
of gas into the building, which would have either prevented the explosion or reduced its
force. The Safety Board concludes that the consequences of this accident could have been
signi�cantly reduced had the foreman promptly called 911 and had his helper promptly
told the occupants of the building to evacuate." [588]

It is possible to use this statement together with the timing information that was provided in an
NTSB inspector's time-line to reconstruct a number of important observations about the Allentown
incident. The smell of gas was �rst reported by an EPAI employee to the foreman at 18:45. A
statement from a passing policeman recorded the time of the explosion at 18:58. Between these two
times, the foreman managed to call both UGI and the Housing Association but did not succeed in
reaching the emergency services on 911.

9 t ; t 0;8 t 00 :

at(message(foreman; ugi ; gas leak); t) ^

at(message(foreman; housing authority ; gas leak); t 0) ^

: message(foreman;�re dept ; gas leak); t 00) ^

before(1845; t) ^ before(1845; t 0) ^ before(1845; t 00) ^

before(t ; 1858) ^ before(t 0; 1858) ^ before(t 00; 1858) (9.22)

The term `task' is typically used in the human-computer interaction literature to describe a collection
of activities that are intended to achieve particular goals. Chapter 3 has argued that many incidents
occur because individuals fail to perform particular tasks or because they select tasks whose goals
are inappropriate for the context in which they are performed. It is, therefore, important that
reconstructions trace the manner in which di�erent tasks are allocated or imposed by the 
ow of
information during an incident. Had the foreman completed a 911 call to the emergency services
then the Fire Department would have been informed of the need to evacuate the building. Logic
can be used to model the way in which such communications notify other people of the tasks they
must perform. This could, equally, be done by using a conventional task analysis technique from
the human factors literature, such as task analysis for knowledge description (TAKD) [428]. Later
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sections will, however, argue that formal reasoning techniques provide additional means of proving
properties of incident reconstructions.

The previous quotation also stressed that had the Fire Department been noti�ed by the Foreman
then they, in turn, would have contacted UGI. Their responders would then have had time to `shut
o� the 
ow of gas into the building, which would have either prevented the explosion or reduced its
force'. This assertion can be modelled as follows. It should be noted that unlike the previous clause
we do not bind the timing for t and t 0 to particular intervals. It is assumed that UGI shut o� the
supply whenever they are noti�ed of a gas leak by the Fire Department. The perform predicate is
used to represent an individual or group's attempt to achieve a particular task at a particular time:

8 t : at(message(�re dept ; ugi ; gas leak); t))

9 t 0 : perform(ugi ; shut o� gas); t 0) ^ after(t ; t 0): (9.23)

Incidents often act as a catalyst that provokes investigators to hypothesise about the introduction of
particular pieces of equipment. Such alternative scenarios introduce a certain amount of additional
complexity into the reconstruction process. Analysts and investigators must keep track of which
clauses are being used to model any particular scenario. In particular, a contradiction would occur
if clauses were introduced to simultaneously denote that gas detection equipment did and did not
generate a warning. Brevity prevents a more detailed introduction to this issue, however, Burns'
recent thesis identi�es many of the technical problems that can arise from this aspect of formal
reconstruction [118]. With these caveats in mind, it is possible to formalise alternative scenarios
such as those suggested by the NTSB investigators in the previous quotation. It is important to
repeat that these formalisations model or reconstruct certain aspects of an adverse occurrence. They
do not capture every aspect of the prose descriptions produced by investigators, just as those prose
descriptions to not capture every event that occurred during the incident itself. For example, the
previous clauses do not capture the idea that had UGI and the Fire Department intervened, in the
manner described above, then the explosion would either have been avoided or its energy reduced.
Such notions can be formalised as properties of possible future states of the system using modal logics
[118]. Such notations have the same foundations as the causal logics exploited by Ladkin's accident
analysis techniques [469]. These notations provide elegant means of distinguishing between, for
example, degrees of risk or notions of cause from notions of time. However, these approaches greatly
increase the degree of mathematical sophistication that is necessary to reconstruct an incident.
McDermid summarises many of the issues that are raised by the use of these techniques when he
argues that increased expressiveness is often sacri�ced at the cost of tractability and complexity
[527].

The entities that were identi�ed in Table 9.1.4 are generic in the sense that operators, tasks,
utterances, physical locations etc. are central to a wide range of incidents reports [408, 426, 427].
This does not mean that the list is exhaustive. Some incidents require new types of entities to
be introduced in order to model important aspects of an adverse occurrence. The signi�cance of
individual entities will also vary from incident to incident. For example, automated systems played
a relatively minor role in the Allentown incident:

\...the consequences of the accident might have been signi�cantly reduced had the
room in which the service line entered the building had a gas detector capable of alerting
the occupants and the �re department. Had there been a gas detector in the room in
which the service line entered, the occupants of the building and the �re department
would have had 15 extra minutes in which to react. The �re department would have had
time to communicate with the UGI, which might have been able to close the gas line
valve soon after the separation occurred, thus preventing the accident. More likely, the
accident would have happened, but much less gas would have been available to fuel the
explosion, which might have substantially reduced the number of casualties and extent
of the damage... contributing to the severity of the accident was the absence of a gas
detector, which could have alerted the �re department and residents promptly when
escaping gas entered the building."[588]
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Such �ndings create a number of problems for organisations that must prevent the recurrence of
future accidents. It does not explain the impact that such devices might have had upon the course
of the Allentown explosion. This ambiguity has serious consequences. Di�erent readers might form
very di�erent conclusions about whether or not such systems would have had a signi�cant impact
upon the course of the incident [844, 699]. Formal proof techniques can be used to reason about the
impact that such �ndings might have for any reconstruction. For instance, a gas detector warning
might have prompted the evacuation of the building. The following clause does not specify that a
gas leak must actually have occurred in order for an evacuation to be initiated:

8 t : at(message(gas detector ; residents ; gas leak); t))

at(perform(residents ; initiate evacuation); t) (9.24)

Formal reasoning techniques can be used to determine whether such assertions are supported by the
evidence from a reconstruction. We can use the laws of our logic system to determine whether or not
such a warning would actually have prompted the residents to leave the building. One way of doing
this is to look for a situation that contradicts the previous assertion. This involves looking through
the clauses of our model or reconstruction to �nd evidence of a situation in which the residents failed
to evacuate their building in spite of a warning about the presence of gas. Ideally, the detection
equipment should have identi�ed the presence of gas almost immediately after the line had separated
from the coupling at 18:45:

at(message(gas detector ; residents ; gas leak); 1845))

at(perform(residents ; initiate evacuation); 1845):

Instantiate 1845 for t in (9:24) (9.25)

: at(message(gas detector ; residents ; gas leak); 1845) _

at(perform(residents ; initiate evacuation); 1845)

Implication Law applied to (9:25) (9.26)

Looking at the �rst part of this disjunction, we know that the residents did not initiate any evacu-
ation.

8 t : : at(perform(residents ; initiate evacuation); t) (9.27)

A passing police oÆcer started clearing the building after he had heard the sound of the �rst explosion
after 1858. We, therefore, have a contradiction with part of the previous clause:

at(perform(residents ; initiate evacuation); 1845)

Assumption from (9:26) (9.28)

: at(perform(residents ; initiate evacuation); 1845)

Instantiate 1845 for t in (9:27) (9.29)

: at(perform(residents ; initiate evacuation); 1845) ^

at(perform(residents ; initiate evacuation); 1845)

^ Introduction for (9:28) and (9:29) (9.30)

As mentioned, formal reasoning is being used to reconstruct a situation that contradicts previous
assertions about the potential role of gas detection equipment. The residents did not initiate an
evacuation at 18:45. In order to derive the necessary contradiction we must also show that they
were alerted to the presence of gas at this time. We know from the NTSB report that several of the
residents had smelt gas by 18:45, almost immediately after the line had separated from the coupling.
No evacuation was started. They only called 911 after the �rst explosion had occurred:
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\Post-accident surveys of 115 residents show that three Towers East occupants, in
units 108, 408, and 902, had smelled gas immediately before the explosion and that two
other occupants had smelled gas shortly before the explosion while they were in the mail
room on the �rst 
oor. The occupant of unit 108 stated that he had reported the gas
odour to `911,' but after the explosion." [588]

An EPAI employee is recorded on page 81 of the report as stating that a woman on the third 
oor
shouted that she smelled a \heavy odour of gas' at 18:45. It is not possible to resolve this reference
against the room numbers mentioned in the previous citation. We do, however, know that this
person did try to alert the other residents:

at(message(third 
oor resident ; residents ; gas leak); 1845): (9.31)

This element of the reconstruction does not support the contradiction that was initially intended.
We cannot show a situation in which the residents failed to respond to a detection system. However,
the formal modelling does emphasise that residents were not alerted by their neighbours' warnings
and that even those who smelled gas did not take immediate action to evacuate the building:

: at(message(gas detector ; residents ; gas leak); 1845):

Assumption from (9:26) (9.32)

at(message(third 
oor resident ; residents ; gas leak); 1845) ^

: at(message(gas detector ; residents ; gas leak); 1845):

^ Introduction for (9:31) and (9:32) (9.33)

The previous clause illustrates the important point that formal modelling does not provide a panacea
for the problems of incident reconstruction. The same insights can also be derived by careful inspec-
tion of the evidence that is gathered during a secondary investigation. However, such formal analysis
introduces a discipline and rigour that can help investigators to reassess the assumptions that might
otherwise be made about the course of an incident. For instance, as the previous clauses have shown,
there is no guarantee that residents will respond to either automated or human warnings. It is for
this reason that most institutions, including the Gross Towers retirement home, practice �re drills.
It is pertinent to ask why these procedures are cued by the detection of �re rather than the presence
of gas:

\The executive director stated that the housing authority had procedures for evac-
uating the occupants and that the residents practiced the routines. For example, every
6 months the �re department conducted �re inspections and drills that also tested the
evacuation procedures and emphasized how important it was for the residents to respond
promptly. The drills included special precautions for the elderly and handicapped; and
after a drill was held, all residents participated in a critique." [588]

The previous paragraphs used formal reasoning to drive an analysis of the NTSB's assertion that
the lack of a gas detection system exacerbated the consequences of the incident by failing to alert
the residents to the potential danger. This mirrors the observation that the �re brigade could have
used the additional warning to notify the gas supply company:

at(message(gas detector ;�re dept ; gas leak); 1845))

9 t ; t 0; t 00 : at(perform(�re dept ; initiate evacuation); t) ^

at(perform(�re dept ; ventilate building); t 0) ^

at(message(�re dept ; ugi ; gas leak)); t 00) ^

after(1845; t) ^ after(1845; t 0) ^ after(1845; t 00) ^

after(t ; 1858) ^ after(t 0; 1858) ^ after(t 00; 1858): (9.34)
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A warning from the gas detector results in a message being sent to UGI, at t 00, between the moment
when the gas is detected and when the moment when the explosion actually occurred. If we assume
that a gas detection system had been installed:

at(message(gas detector ;�re dept ; gas leak); 1845):

Assumption: (9.35)

9 t ; t 0; t 00 : at(perform(�re dept ; initiate evacuation); t)^

at(perform(�re dept ; ventilate building); t 0) ^

at(message(�re dept ; ugi ; gas leak)); t 00) ^

after(1845; t) ^ after(1845; t 0) ^ after(1845; t 00) ^

after(t ; 1858) ^ after(t 0; 1858)^ after(t 00; 1858):

Application of Modus Ponens to (9:34) given (9:35) (9.36)

9 t 00 : at(message(�re dept ; ugi ; gas leak)); t 00)^

after(1845; t 00) ^ after(t 00; 1858):

Elimination of ^ from (9:36) (9.37)

As before, this formalisation suggests directions for further analysis. In particular, the previous
clause would be satis�ed if the �re service issued a warning at any time between 18:45 and 18:58.
Clearly, information at the start of this interval might have had a greater impact upon the outcome
that a warning that arrived only seconds before the explosion at 18:58. The gas supply company
would have had a greater opportunity to cut o� the supply before it built up within Gross Towers.
The following clause assumes that the message was passed to UGI at 18:46; immediately after it was
received by the �re service:

8 t : at(message(�re dept ; ugi ; gas leak); t))

9 t 0 : perform(ugi ; shut o� gas); t 0) ^ after(t ; t 0): (9:23)

at(message(�re dept ; ugi ; gas leak); 1846) ^

after(1845; 1846)^ after(1846; 1858):

Instantiation of t 00 for 1846 in (9:37): (9.38)

at(message(�re dept ; ugi ; gas leak); 1846):

Elimination of ^ in (9:38): (9.39)

9 t 0 : perform(ugi ; shut o� gas); t 0) ^ after(1846; t 0):

Application of (9:16) to (9:23) given (9:39) (9.40)

One means of assessing the potential bene�t of such an early warning is to compare the possible
impact of a warning system with what actually happened during this incident. This follows what
was done by the previous proof in which we compared the impact of an automated alarm with the
warning that was issued by individual residents in Gross Towers. In this case, however, we know
form page 3 of the NTSB report that UGI was informed of the gas leak in a telephone call by the
EPAI foreman at 18:48. We also know from page 5 of the NTSB report that the UGI operators
eventually cut o� the gas supply to the building at 19:15. In other words, it took approximately
twenty-seven minutes for UGI employees to reach the scene of the gas leak, to trace the damaged
pipe back to the Utica Street supply and then to isolate the line to Gross Towers. we can use this
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information to instantiate t 0 in (9.40) by adding the twenty-seven minute delay to the best case
estimate for the �re brigade passing the gas detector's warning to UGI:

perform(ugi ; shut o� gas); 1913) ^ after(1846; 1913):

Instantiation of 1913 for t 0 in (9:40): (9.41)

The implications of this analysis are clear. The additional time gained by an automated gas detection
system would only have bought an additional two minutes during this incident. This con�rms the
argument put forward by the NTSB's investigators. The warning would not have provided suÆcient
time in order to avoid the explosion. However, it does not necessarily con�rm their analysis that
the additional time might have enabled respondents to mitigate the consequences of the incident.
The validity of such an assertion cannot be directly assessed from the reconstruction that has been
presented in this chapter. Nor can it be directly assessed from any of the evidence in the �nal report
into this incident.

Unfortunately, mathematical analysis provides non-formalists with an extremely poor idea of
the argumentation processes that support particular conclusions. It is diÆcult for people without
some mathematical background to understand the various proof rules that are applied during our
formal analysis. The consequences of this should not be underestimated. The use of a mathematical
notation does not guarantee that any analysis will be free from error. Formal proof rules are simply
intended to explicitly represent the mechanisms that support particular inferences. They expose
the reasoning that is implicit within an informal analysis of an incident or accident. The intention
is that other investigators can use those proof rules to challenge the basis for particular arguments
about an adverse occurrence. However, if those proof rules cannot easily be understood by other
investigators then there is little likelihood that they will be able to challenge the inferences and
arguments of their peers. Automated reasoning tools provide means of increasing con�dence in such
proofs even when they may not be accessible to all parties in an investigation. Some initial work
has applied these theorem provers and model checkers to support incident investigation [421, 412].
More work remains to be done. The insights provided by these systems must still be communicated
to many di�erent domain experts. The following pages, therefore, present techniques that have
been developed to address the communications problems that a�ect the formal analysis of incident
reports.

Conclusion, Analysis and Evidence (CAE) Diagrams

Conclusion, Analysis and Evidence (CAE) diagrams provide a high level overview of the argument
that investigators construct to support the �ndings of an incident investigation. They build on
the products of any reconstruction to support the causal reasoning that will be the focus of the
next chapter. It is appropriate to brie
y introduce this technique here because we have already
stressed the close links between investigation, reconstruction and causal analysis. This decision is
also justi�ed by the way in which CAE diagrams illustrate the products of formal reasoning. They
can be used to overcome some of the problems of communicating these reconstruction techniques to
domain experts who may not have any background in mathematical logic.

Figure 9.24 presents an initial CAE diagram for the Allentown incident. The nodes of this
graph are annotated with direct quotations from the NTSB investigators. As can be seen, CAE
diagrams are formed around particular conclusions about the adverse occurrence. Here C1 denotes
the argument made on page 48 of the NTSB incident report that the lack of a gas detector contributed
to the severity of this incident. This represents a particular instance of the counterfactual arguments,
mentioned in previous sections. The incident would have been less severe if a gas detector had been
installed. The consequences of the failure were exacerbated because such a device had not been
installed. The conclusion that forms the root of a CAE diagram is, in turn, supported by a number
of lines of analysis. In this instance, A1.1 argues that a gas detector might have enabled the �re
department to communicate with UGI in order to ensure a more prompt response. The line of
analysis represented by A1.2 denotes the argument that a gas detector might have provided the
residents with an extra �fteen minutes in which to react.
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Figure 9.24: High-Level CAE Diagram for the Allentown Incident

CAE diagrams can be used to trace the arguments that both support and weaken particular
conclusions. For instance, Figure 9.25 extends Figure 9.24 to show an objection to the NTSB
conclusion. This is denoted by the dotted line between A1.1 and A1.1.1. Figure 9.25 counters the
argument that a gas detector might have prevented the incident. The analysis in A1.1.1 argues that
a gas detector would not have provided a warning soon enough for UGI to avert the explosion. This
analysis is based on the assumption that it took 27 minutes to cut the supply from the time at which
UGI were �rst noti�ed at 18:48. Even if the gas detector had issued a warning immediately after the
line was cut this could only have gained two minutes from the time at which the foreman made his
�rst call. This line of argument is supported by two items of evidence. The node E1.1.1.1 shows that
according to UGI records, the Foreman's initial call was answered at 18:48. The evidence denoted
by E1.1.1.2 shows that the UGI employee only succeeded in shutting down the gas line by 19:15.

Figure 9.26 provides a further illustration of the way in which CAE diagrams sketch the arguments
for an against particular conclusions. Rather than focusing on the response of the Fire Service and
UGI to any automated warning, this CAE diagram illustrates a counter argument to the theory
that a gas detector might have encouraged the residents to evacuate Gross Towers. This is based
on the observation that some residents did know about the gas leak and yet still did not initiate an
evacuation. As can be seen, two further items of evidence support this counter argument. E1.2.1.1
denotes that a resident did smell gas almost as soon as the pipeline failed. This is recorded at
18:45 on page 81 of the NTSB report. E1.2.1.2 shows that at least three other residents had �rst-
hand knowledge of a potential gas leak but nobody rang `911' until after the �rst explosion. The
evacuation was, in fact, initiated by a passing police oÆcer.

Many investigators recruit extremely complex arguments both for and against particular conclu-
sions. As can be seen, it is possible to identify a number of competing positions within the NTSB
reports into the Allentown incident. CAE diagrams provide a high-level means of mapping out
these positions to ensure that analysts demonstrate that their analysis is well-founded in the events
that are represented within a reconstruction. This is important because there causal arguments
or arguments about the mitigation of an incident can become `detached' from the evidence that is
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Figure 9.25: Representing Counter Arguments in a CAE Diagram (1)

gathered during a primary and secondary investigation. This need not, however, be malicious. It can
simply stem from the logistical problems created by the increasing complexity of many technological
failures. This is illustrated by the way in which Figure 9.26 cites evidence from page 3 to analyse
arguments that were proposed on page 38 in support of a conclusion that is presented on page 48 of
the NTSB report. Without such diagrammatic support, there is a danger that important evidence
may be overlooked when analysing any reconstruction.

Figure 9.26 is not unusual in the complexity of the argument that it presents. For example,
Figure 9.27 extends the previous analysis. It represents a line of argument that supports the assertion
that a gas detector might have helped the gas supplier, UGI, to prevent the explosion. As can be
seen, A.1.1.2 argues that UGI would have responded di�erently if a warning had been raised by
the Fire Service rather than from the EPAI foreman. This line of argument is supported by two
additional items of evidence. E.1.1.2.1 emphasizes the point that the foreman's calls to UGI did not
emphasise the degree of threat posed by the initial gas leak. In E.1.1.2.2, UGI's records indicate
that the foreman did not report the smell of gas within Gross Towers. Both items of evidence help
to explain why UGI personnel might not have understood the implications of the foreman's report.
The NTSB investigators argue that if the suppliers had been noti�ed by the �re service, in response
to an automated alarm, then the warning would have been less ambiguous. This would also have
avoided the communications problems, noted in previous chapters, that often arise when individuals
must report adverse events that they are themselves implicated in.

The previous diagrams have shown how CAE diagrams can be used to map out the arguments
and counter arguments that are constructed using the evidence provided in reconstructions. This is
important if analysts are to consider not simply the arguments that they favour but also the com-
peting views that might be raised in the aftermath of an investigation. We have not, however, shown
how this techniques might also be used to communicate the products of any formal reconstruction
using logic or other mathematical notations. In contrast, Figure 9.28 presents a relatively simplistic
means of achieving this aim. Textual annotations to the nodes in a CAE diagram are extended to
include clauses derived from the formal reconstruction of an adverse occurrence. In this case, A1.1
shows that if the �re department had alerted UGI to the gas leak then they would have shut it o�
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Figure 9.26: Representing Counter Arguments in a CAE Diagram (2)

before the explosion at 18:58. A1.2 states that the residents would have initiated an evacuation if
a detection system had identi�ed the gas leak when it �rst started at 18:45. These formalisations
represent strong requirements. For instance, A1.1 states that UGI would shut o� the gas before 18:58
irrespective of the time at which the Fire Service contacted them. This seems unreallistic and, as we
have seen, additional clauses may be introduced to re
ect the minimum time necessary between any
noti�cation and a successful intervention by UGI. CAE diagrams, such as Figure 9.28, can help to
expose such unwarranted assumptions that might otherwise be embodied within a formal analysis.

Figure 9.29 presents part of the formal reasoning that was used to assess whether or not the
assumptions, embodied in Figure 9.28, might be sustained. Elements of the mathematical model
constructed in the previous section are linked to the natural language evidence that was identi�ed
by the NTSB investigators. This is then used to create a conjunction which shows that the foreman
alerted UGI to the gas leak at 18:48 and that their representatives did not shut the supply until 19:15,
after the explosion at 18:58. As we have seen, this is not a direct contradiction of the argument put
forward by the investigation team. However, it does use the evidence about what actually happened
in this incident to construct a counter-case against the hypothesis about the e�ectiveness of an
automated gas detector.

The CAE in Figure 9.30 shows how elements of the formal analysis can be used to counter
the argument that a gas detector might have encouraged the resident to initiate an evacuation.
Elements of the reconstruction are again linked to the natural language evidence on page v and
page 5 of the investigators' report. This evidence is then used to develop a counter case. We can
establish that residents did know about the gas leak almost as soon as it occurred, they smelt gas
at 18:45. However, they did not initiate an evacuation in spite of this direct physical evidence of the
potential danger. Human factors research into the eÆcacy of alarms suggests that many automated
warnings have little e�ect on such a response, especially given that the residents had already received
evacuation training [636].

It is important to emphasise that we have only shown one means of using CAE diagrams to
represent the insights that can be gained from the formal reconstruction of adverse occurrences. In
the previous examples, we have constructed models of the incident and then used those models to
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Figure 9.27: Representing Counter Arguments in a CAE Diagram (3)

develop counter cases that raise questions about some of the investigators' �ndings. Elsewhere this
technique has been used more directly to identify inconsistencies, errors and omissions in incident
reports [412]. For instance, we have shown that investigators have placed the same individual in
two di�erent locations at the same time. The resulting CAE diagrams have much in common with
other techniques for communication formal reasoning, such as tableaux or proof trees.

9.2 Requirements for Reconstructive Modelling

Previous sections have introduced a number of abstract notations that can be used to reconstruct the
events that contribute to adverse occurrences. The intention has been to provide a broad overview
of techniques that avoid some of the current limitations that a�ect the simulation environments
introduced in Chapter 8. In particular, these more abstract notations can, typically, capture both
catalytic failures but also the more latent and managerial failures that contribute to major incidents.
There are, however, a number of problems that frustrate the application of these techniques to
support the reconstruction of adverse occurrences. For instance, a considerable amount of training
may be required before domain specialists and incident investigators can exploit the formal proof
techniques that were introduced in the previous section. In contrast, temporal extensions to Fault
Trees can initially be easier to understand. However, the lack of any formal semantic can lead to
disagreement about the interpretation of these informal annotations. The following pages, therefore,
address some of these limitations and derive requirements that investigators should consider when
selecting an appropriate reconstruction technique.
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Figure 9.28: High-Level CAE Diagram Integrating Formal and Informal Material

9.2.1 Usability

Modelling notations must satisfy two di�erent sets of requirements if they are to support incident
reconstruction. The �rst centers on the usability of the technique; can investigators learn to apply
the approach to quickly and accurately reconstruct the events leading to an incident? The second
set of requirements focuses on expressiveness; does the notation enable designers to represent salient
aspects of the incident?

Proportionate E�ort and Ease of Learning

Di�erent notations o�er di�erent degrees of support to various stages of the learning process. For in-
stance, graphical notations may be easier for novices to understand than textual notations. Features
such as a simple linear relationship between time and the position of annotations on a time-line can
help people at the lower ends of the learning curve to focus upon key concepts rather than under-
lying mechanisms. Conversely the features of more advanced temporal logics, such as model based
semantics and Kripke proof techniques, help more experienced analysts to exploit the full power of
the language.

It is important to emphasise, however, that investigators will not invest the time necessary to gain
additional expertise in complex modelling notations unless that are persuaded of the bene�ts. The
rewards from using a notation must be perceived to be in proportion to the time taken to learn that
notation [151]. This has signi�cant consequences for some of the notations that have been introduced
in this chapter. It has not been demonstrated that formal logics and semi-formal notations, included
extended fault trees, o�er signi�cant bene�ts over less formal approaches, including graphical and
textual time-lines. Unfortunately, this creates a paradox. More formal notations are rejected because
they are not perceived to o�er signi�cant bene�ts. However, it is diÆcult to determine whether these
approaches will o�er signi�cant bene�ts because they have not been widely adopted.

There have been a number of attempts to validate the potential bene�ts of semi-formal and
formal notations both as tools for incident reconstruction and, more generally, to support the design
of safety-critical systems. These studies yielded a number of interesting insights. For example, in one
study we investigated whether engineers could learn to read and analyse complex reconstructions of
safety-critical applications. The studies focussed on a number of di�erent applications with complex
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Figure 9.29: Extended CAE Diagram Integrating Formal and Informal Material (1)

Figure 9.30: Extended CAE Diagram Integrating Formal and Informal Material (2)
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failure models. These were modelled using temporal logic and a simpli�ed Petri Net notation.
This di�ered from the more convention notation introduced in this chapter because only one place
was marked at any stage of a reconstruction. It was, therefore, very similar to state transition
networks [403]. For instance, one study looked at the behaviour of a gas turbine controller. The
participants were engineers stationed on rigs o� the United States and Norwegian coasts. We faxed
them example models and a number of associated questions. They were encouraged to take as long
as they needed to answer the questions but to report the amount of time that they required to
complete the questionnaires. They were expected to respond to two di�erent types of question. The
�rst tested their comprehension of the reconstruction. For instance, they were asked `does the model
describe any possible error condition after the application was loaded?' and `was the application
active after the error was acknowledged?'. The comprehension questions were counter-balanced so
that subjects could not re-use their answers from the graphical reconstruction to answer questions
about the logic model or vice versa. We also asked more qualitative questions about their impressions
from using the formal and semi-formal notations. For instance, we asked them whether or not they
would have preferred the reconstructions to have been expressed in natural language rather than
the logic or the graphical notation.

Figure 9.31: Subjective Responses to Modelling Notations.

The results con�rmed many of our intuitions about the application of formal and semi-formal
reconstruction techniques. For instance, the �rst set of �fteen US and Norwegian engineers only
provided correct answers to 60 per cent of the comprehension questions using the graphical notation.
The same group achieved a 55% success rate with the logic notation. Although these results seem
disappointing, they were achieved without any formal training in the use of the notations. There were
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large deviations in individual scores. For instance, one engineer scored 100% in both conditions whilst
another did not better than 30% correct. There were also some surprises. This group of engineers
took an average of 8.2 seconds to answer the comprehension questions using the graphical notation
and 8.7 seconds to answer using the logic-based reconstruction. Again, there were considerable
deviations in individual performance. Figure 9.31 provides an overview of the responses to the
modelling notations. Each individual had to tick a box stating that they agreed or disagreed with the
statement. Each column, therefore, has a maximum value of 15. Perhaps the most surprising result
here is that so few of the engineers believed that the model could be better expressed in natural
language rather than either the graphical or logic based notation. This is interesting because it
suggests that our limited sample of quali�ed engineers have a certain tolerance for the use of formal
and semi-formal notations. Follow-up interviews revealed that similar techniques, for example fault
trees, formed a common ingredient in their education and training.

There are a number of caveats that must be raised about such attempts to assess the usability
of incident reconstructions. Previous chapters have argued that questionnaires and self-reporting
techniques both raise a host of methodological questions about the reliability of the data that they
yield. In particular, this initial study focussed on individual responses to a single set of tasks. It
did not study the e�ectiveness of a reconstruction technique for the team-based tasks that typify
incident investigations. Nor did it assess whether the long-term bene�ts of using either the graphi-
cal or logic-based technique were perceived to outweight any training overheads. In other words, it
provided a single snap-shot of engineers' attitudes at a relatively early stage on the learning curve.
It should also be stressed that our �ndings are not statistically signi�cant, with limited exceptions
[403]. Further studies are required to replicate these �ndings for other incident reconstructions and
for greater numbers of potential users. The sample used in this study was relatively small. This
was a consequence of our decision to use practicing engineers with similar skills and backgrounds.
A number of practical reasons motivate the decision to restrict our sample in this way. Incident
reconstructions must account for the technical causes of systems failure. It is, therefore, important
that potential participants understand the potential causes of these systems failures. Otherwise,
any results might stem from the participants ignorance about the application domain rather than
from attributes of the reconstruction. However, this decision raised further issues. In particular, we
could not obtain access to enough individuals with experience as incident investigators. Hence the
exercise relied upon the participants' experience as design engineers attempting to diagnose poten-
tial problems that they had observed in a system rather than as incident investigators responding to
reports from others within their organisation. Some of these caveats can be addressed by recruiting
a larger group of participants. For example, a cohort of undergraduate students might have been
used. However, the �ndings of such a study cannot easily be generalised to account for the atti-
tudes of individuals who are likely to participate in incident investigations. Ultimately such studies
probably require the �nancial backing and administrative support of regulatory authorities if they
are to produce satisfactory results. We are, however, unaware of any �eld trials or studies that are
speci�cally intended to validate potential techniques for incident reconstruction and modelling.

Visual Appeal

The previous section has argued that investigators must be persuaded of the practical bene�ts of
reconstruction techniques if they are to invest time and money in learning to exploit them. The
initial `visual appeal' of a notation has a profound impact upon whether or not such investments
will be made. For instance, logics are often rejected as being unnecessarily complex [427]. They
lack the visual appeal of many graphical notations. However, this initial assessment can be very
misleading. It can be diÆcult to maintain fault trees that extend to several hundred events. In
contrast, mathematical abstraction techniques can be used to support the maintenance of large
scale logic reconstructions [118]. It can be argued that the visual appeal of graphical notations must
be weighed against the reasoning power of textual notations. This would, however, be too simplistic
an analysis. For instance, there are strong text-based reasoning techniques associated with Petri Net
reconstructions [678]. There are also well-established techniques for moving between these di�erent
representations. For example, Hura and Attwood demonstrate that the gates of a fault-tree can be
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represented by the places and transitions of a Petri Net [377]. Alternatively, the �ndings of formal
proof techniques can be presented using semi-formal approaches that include the CAE diagrams and
proof trees of previous sections.

There are additional costs associated with hybrid techniques that move between textual and
graphical approaches or between formal and semi-formal notations. For example, it can be diÆcult
to ensure that these multiple representations remain consistent during the course of an investigation.
It is, therefore, again important to demonstrate the `real-world' bene�ts of such hybrid techniques.
We have conducted a number of studies to determine whether engineers can use semi-formal argu-
mentation structures, similar to CAE diagrams, to address the usability problems that are often
perceived to jeopardise the use of logic-based notations. For instance, a week-long trial was con-
ducted with a group of software engineers from a range of industries. During this period the subjects
were trained from `scratch' to a level where they could both read and write logic-based models of
complex, safety-critical systems. The �rst four days included an intensive course on discrete math-
ematics. On the �fth day, they were presented with a logic-based model of a control application for
a chlorine recovery system. Elements of this model were then used to reconstruct the events leading
to a previous incident involving this application. The engineers were asked a number of qualitative
questions about the usability of the formalisation. The results of this are shown as Figure 9.32. As
can be seen, our subjects found the model to be either impossible or hard to understand even after
a week's intensive training.

Figure 9.32: Subjective Responses to Logic-Based Reconstruction
How Easy did you �nd it to understand the logic-based model?

Such results are not particularly surprising. The application of logic is a skill based activity.
The example used was of `industrial strength'; it was based around the failure of a real system One
week provides insuÆcient training to develop the expertise that is necessary to become con�dent
in the use of formal reconstructions. Perhaps, more surprising are the qualitative responses for
the semi-formal diagrams. After being asked to analyse the logic model, our subjects were shown
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a CAE-based diagram for another area of the chlorine recovery system. The ratings for this are
shown in Figure 9.33. It should be noted that the logic-based reconstruction provided a detailed
explanation of the events leading to an incident. In contrast, the graphical representation sketched
the arguments for and against two competing explanations for a failure elsewhere in the recovery
application.

Figure 9.33: Qualitative Assessments Of CAE-Based Diagrams
How Easy Did You Find It to Understand the CAE Diagram?

In contrast to the formal speci�cation, the subjects found it far easier to understand the graphical
notation. It is important to emphasise, however, that no direct comparisons can be made between
the attitude statements in Figures 9.32 and 9.33. Clearly, the information content is quite di�erent.
We then presented the participants with a more integrated reconstruction that that included logic
clauses within a CAE diagram. The resulting diagram was similar to that presented in Figures 9.29
and 9.30. The participants' responses to this hybrid approach are shown in Figure 9.34. This provide
some encouragement, especially considering the antipathy to logic-based reconstructions and that
the participants had not any previous training in discrete mathematics.

As with the previous validation, these �ndings are suggestive rather than conclusive. we have
not, to date, been able to guarantee the participation of a reasonable sample of trained incident
investigators. As a result, we have been forced to rely upon the support of practicing engineers who
have participated in incident investigations but who are not speci�cally trained in the investigatory
techniques mentioned in previous chapters. There rae many reasons for this. One is that there are
still relatively few trained investigators within even large-scale commercial organisations. They tend
to be senior sta�. In consequence, it can be diÆcult to secure their participation in such validation
exercises. This study proved to be particularly diÆcult because it did not simply rely upon the
one-o� questionnaires that were described in the previous study. We had to train our subjects over
a signi�cant period of time; this involved a high degree of commitment from both the individuals
concerned and from their companies. We are currently attempting to replicate our results with
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Figure 9.34: Qualitative Assessments of Hybrid Approach

larger groups of engineers and investigators. Again, however, it is diÆcult to foresee how many of
the practical barriers will be resolved without greater regulatory commitment and support.

Tool Support

Previous sections have argued that semi-formal and formal notations provide investigators with
means of focusing on critical properties of incidents and accidents. Irrelevant details can be stripped
out to represent those events that contribute to an adverse occurrence. However, we have also
demonstrated that these models can also become diÆcult to develop and maintain. For instance,
there are signi�cant overheads involved in constructing Petri Nets such as that shown in Figure 9.1.3.
It can also be diÆcult to prove that the introduction of clauses, such as (9.2) and (9.3), does not
contradict previous assertions about the course of an incident. It can be argued that this complexity
is an inevitable consequence of our increasing desire to adopt a `systems' approach to incident
investigation. As we have seen, reconstructions must capture both the proximal and the distal
causes of adverse occurrences. This inherent complexity helps to increase the importance of tool
support during incident reconstruction. Tools can help in a number of ways. They can provide
electronic support for the problems of constructing, navigating and typesetting complex graphical
structures that might otherwise extend over many printed pages. Tool support can also implement
syntactic checks to ensure that designers have constructed valid sentences from the lexical tokens
in a formal language. They can partially automate reasoning about critical properties of incident
reconstructions. As we have seen in the previous chapter, they can also be used to develop interactive
simulations of adverse occurrences. Some tools enable these simulations to be directly derived from
the abstract models that we have presented in this chapter.

The use of a formal or semi-formal notation does not guarantee the error-free development of
an incident reconstruction. In Chapter 3 we de�ned a mistake to `stem from a failure to select
appropriate objectives irrespective of whether or not the actions taken to achieve those objectives
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are successful'. It is entirely possible that other analysts will conclude that investigators are mistaken
in those aspects of an incident that they choose to reconstruct. We de�ned slips and lapses to `result
from some failure in the execution of a plan or well understood sequence of actions regardless of
whether that plan was or was not appropriate'. By extension, it is also possible for investigators to
develop a reconstruction that does not model an incident in the manner that they intended. For
example, the structure of a Petri Net may make it impossible for places to be marked in the sequence
that was intended by the investigator. Alternatively, a fault tree might have a minimal cut set that
was not intended by the analyst and which could not have led to the incident given the available
evidence.

At a higher level, it is possible for analysts to combine the tokens of a language to construct
a model that has no meaningful interpretation. For instance, the places of a Petri Net must be
connected to transitions. It is unclear what it would mean for one place to be connected directly to
another place in such a graph. However, it can be diÆcult to avoid such errors when reconstructions
can grow to include several hundred nodes or clauses. As a result, it is important to provide as much
support as possible during the development of incident models. Type checking tools can ensure that
relations hold between variables of the correct sort within the clauses of a logic model. Similar tools
exist for the construction of both Petri Nets and Fault Trees. Without such support, it is diÆcult
to conceive of large teams of designers constructing and maintaining detailed models of complex
incidents. Computer-based tools can also conduct syntax checks. For instance, structure editors
enable analysts to automatically insert syntactically correct components into a reconstruction. This
raises a number of further usability issues. Some tools force analysts to always construct valid models.
This can lead to considerable frustration. For example, it is frequently the case that investigators
will have identi�ed an important transition within an incident reconstruction. However, it may not
be clear where it �ts within the developing model. A tool that ensures continual correctness would
force the analyst to link the transition to the rest of the network even if they did not feel con�dent
about this placement. Incremental checking tools avoid this problem. They enable analysts to
construct syntactically incorrect models. Places may initially be unconnected to any transitions and
vice versa. However, these tools typically enable their users to periodically check the syntax of their
structure once they feel con�dent that they have achieved a satisfactory placement of a node or that
they have correctly constructed the axioms of their model. The meta-level issue is that not all tools
provide equal degrees of support for incident reconstruction. Poorly designed tools may do little to
address the usability problems that a�ect formal and semi-formal notations.

As mentioned, there are many di�erent tools that can be recruited to support the reconstruc-
tion of complex incidents. The previous paragraph focussed on syntax editors and type checkers.
However, other systems can be used to `directly' develop prototype implementations from formal
models [719, 720]. Chapter 8 included an example of a datalink air traÆc control system that was
simulated using this approach in Figure 8.15. This is important because formal and semi-formal
notations can provide an extremely poor impression of the events leading to an accident. Interactive
simulations can be shown to other analysts in order to validate the assumptions that are contained
within accident models.

9.2.2 Expressiveness

A principle requirement for any incident reconstruction is that it should be capable of representing
the diverse events that contribute to adverse occurrences. This creates problems because the tem-
poral properties of control systems are very di�erent from those of their operators. Similarly, the
catalytic failures occur on a very di�erent timescale to the period over which management and regu-
latory changes can be e�ected. For example, the NTSB investigators recorded the EPAI's foreman's
recollections that:

\The foreman said that he then went to his pickup truck and, using his cellular
phone,2 called the gas company and the housing authority, telling them that he was
excavating near the gas line and smelled gas. He stated that he next made three attempts
to phone `911'. He said that each time he called, there was no answer. He said he then
moved his truck to another spot in the parking lot in case the phone signal to his cellular
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phone was being blocked. He said that at the new location he again tried unsuccessfully
to call `911'." [588].

This can be contrasted with the level of detail in the following observations about systems behaviour
within the Cullen report into the Piper Alpha incident [193]. Here the focus is upon the observable
behaviour of a gas detection system during the disaster:

\It became apparent that only the larger leaks could give a 
ammable gas cloud
containing the quantity of fuel evidently necessary to cause the observed explosion e�ects.
Interest centred therefore particularly on series 42, which was the only test at a leak rate
of 100 kg/min. In this test the low level alarms occurred �rst for C3 in 5 seconds, then
for C2, C4 and C5 in 15, 20 and 25 seconds respectively..." (page 77).

The �rst quotation is based around an individual's recollections. The timings are vague and, in this
case, diÆcult to substantiate. The second quotation provides clear and precise timings for alarms
that have been validated by empirical studies on replicas of the system. These examples illustrate
how the range of temporal properties that must be captured in any reconstruction is determined by
the nature of the incident that is being considered. For example, the NTSB investigators did not
consider it necessary to model the 
ow of gas within Gross Towers to the same level of detail as the
enquiry team did for the Piper Alpha accident. However, the nature of the temporal properties being
represented within any reconstruction is also determined by the evidence that is available from any
primary or secondary investigation. Some timings can be grounded while other temporal information
may be vague and imprecise. For instance, table 9.2 shows how the Foreman's recollections can be
measured against the records of his cellular operator.

Time In/Out/
Complete

Duration
(secs.)

Connected
(secs.)

Time
Between
Calls
(secs)

Location

18:46:41 Out
Complete

13 25 9 UGI
Switchboard

18:47:15 Out
Complete

87 95 5 UGI
Emergency
Number

6:48:55 Out
Complete

70 82 15 Home,
EPAI V.P.

18:50:32 Out
Complete

39 47 173 UGI
Emergency
Number.

18:54:10 Out
Complete

84 121 170 Housing Au-
thority Answer
Service

18:59:01 Out
Incomplete

0 55 2 911 (Allen-
town)

19:00:02 Out
Complete

162 175 3 Home,
EPAI V.P.

19:03 In
Complete

120 120 40 Not Recorded

19:05:40 Out 540 Private No.
19:14 In

Complete
180 180 Not Recorded

Table 9.2: Cellular Phone Records for Allentown Foreman
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The Beginning and the End

When does an incident actually begin? Previous sections have argued that this is a non-trivial
question and it is worth reviewing the issue in the light of our case study. For instance, we have shown
how the catalytic events centre around the operation of the backhoe and other heavy equipment
during the removal of the soil. However, the incident could not have occurred if the pipeline had
not been left relatively unsupported after the initial operation to remove the tank. Alternatively,
the incident might have started when the EPAI foreman and crew were briefed for this particular
operation or when their training missed necessary information about OSHA excavation requirements.
At a more general level, this incident might have stemmed from the long-running discussions about
Excess Flow Valves that were chronicled in Figure 9.1. The key point here is that the starting
point for an incident is often a subjective decision that re
ects the analyst's view of its causes.
Incident modelling notations must, therefore, represent this subjective decision. It must be possible
for readers to clearly identify the moment at which an analyst considers an incident to begin.

A related question is `when does an incident end?'. As we have seen, many conventional risk
analysis techniques stop with an undesired event. This is illustrated by the fault tree in Figure 9.8.
As we have seen, however, incident reconstructions must also consider what happens after such an
event. In particular, they must represent the way in which people and systems either exacerbate
or mitigate the consequences of any failure. For example, the Police OÆcer played a key role in
evacuating the survivors after the initial explosion. Similarly, the prompt response of the Fire Service
and the medical agencies helped to ensure that the injured were swiftly evacuated from the scene
of the incident. These actions did not cause the accident but they did contributed to the saving of
lives. They reduced the consequences of the failure itself.

Figure 9.35: Allentown Fault Tree Showing Pre- and Post-Incident Events

Figure 9.35 uses elements of the Fault Trees that were constructed in previous sections of this
chapter to show how modelling notations can be used to reconstruct events leading to, and stemming
from, an adverse occurrence. The analyst's view of the start and �nish of the accident are explicitly
bounded by the extent of the tree. In this case we have not expanded the events that, for instance,
contributed to Foreman's response. If investigators considered that such details fell within the scope
of any analysis then they could be introduced as shown in Figure 9.10. Nor does it expand on the
events that contributed to the e�ective coordination of the Emergency Services' response from 18:58
on, illustrated in Figure 9.13. These details can, of course, be introduced to explicitly indicate that
they fall within the scope of the investigation. The development of the incident fault tree, therefore,
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encourages analysts to represent the extent of their enquiries. This can help to avoid the implicit
decisions and misunderstandings that may threaten any subsequent causal analysis.

Figure 9.35 illustrates the strengths and the weaknesses of fault trees as a reconstruction notation.
Te scope or extend of incident is explicitly represented. However, the lines between nodes represent
a mixture of causal, temporal and logical relationships. This overloading provides considerable
expressive power. It can also be misleading. For instance, previous sections have argued that
incident fault trees can be formatted to preserve a left to right temporal ordering. Events and gates
that occur during the early stages of an incident should be drawn to the left of components that
occur later on. However, this convention does not form any part of the syntax or semantics of the
fault tree notation. We have also shown the problems that arise when attempting to satisfy such
a requirement. Events at one level in a tree can occur after or before events at another level. The
best example of this is where some event in the aftermath of an incident is in
uenced by another,
organisational or managerial, event that occurred long before the incident took place. In this case,
the organisational event that contributed to the response would be shown higher-up the tree because
its relevance is not to the pre-incident events but to the consequences of that failure.

Concurrency

Figure 9.36 illustrates the structure of many incident reports. Each chapter presents a chronology of
events from a di�erent perspective. A synopsis or overview chapter is followed by an analysis of any
systems failure. The systems analysis is followed by an investigation of operational and management
issues. This, in turn, is followed by an interpretation of any emergency response and so on. As a
result, if a reader wants to build up a coherent view of all of the events in an incident at a particular
point in time then they are forced to cross-reference many di�erent sections of the report. For
example, the events occurring at times T1 and T2 are described in each of the chapters represented
in Figure 9.36. These problems also a�ect investigators during the stages of reconstruction and
analysis that precede the drafting of an incident report. They must piece together information
about the many di�erent aspects of complex systems failures. This implies that there must be some
means of representing and reasoning about concurrent interaction between the simultaneous failures
that contribute to many incidents and accidents.

As we have seen, there are a range of graphical and textual notations that can be used to address
these concerns. They provide explicit means of representing the concurrent events that occur in
di�erent areas of a system. They can also be used to represent the way in system failures and
human error combine, at critical moments, to create the circumstances for an accident. To illustrate
the importance of this, consider the following excerpts provided by the NTSB investigators into the
Allentown incident:

\When an Allentown �re inspector was inspecting the EPAI's work, he saw the ex-
cavation's west sidewall slide into the excavation, exposing the gas line, which was 3 to
4 feet west of the tank. The collapsed sidewall removed the soil support from about 30
feet of gas line causing it to sag." ([588], page 10).

\Neither the EPAI employees nor the �re inspectors noti�ed the UGI that the service
line was unsupported and damaged. Later on May 23, the EPAI crew placed a cable sling
around the tank and attached it to a chain that was attached to the backhoe. When the
crew tried to lift the tank, the chain broke. Those who witnessed the event, including
the second �re inspector, stated that they did not believe the tank struck the gas line".
([588], page 11),

\Because the citys �re inspectors saw on May 23 that the service line was unsup-
ported, they could have prevented the accident. They showed proper concern about the
safety of the line, especially after a piece of asphalt pavement fell on it and deformed
it. However, not having been instructed to do otherwise, both inspectors relied on the
EPAI foremen's assessment that the line was safe". ([588], page 36).

These quotations illustrate how it can often be diÆcult for readers to form a coherent model of
the events that are identi�ed during incident investigations. for instance, these di�erent accounts
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Figure 9.36: Cross-Referencing Problems in Incident Reports

do not state the order in which the wall collapsed, the chain broke or the asphalt struck the gas
pipe. This ordering has to be inferred from evidence presented elsewhere in the report. Similarly,
it can be diÆcult to determine how these di�erent events a�ected the di�erent people who were
involved in the incident. Figure 9.37 builds on the Petri Nets that were introduced in previous
sections to reconstruct a more coherent model of some of these events. As can be seen, the marking
in this diagram denotes that the foreman is initially happy with the safety of the line, in spite of the
inspector's concerns, and that asphalt is being lifted over the gas supply. The diagram, therefore,
simultaneously captures human factors observations, derived from eye witness statements, together
with information about the observable sequence of events leading to the incident.

There are a number of limitations with the previous diagram. There is little direct evidence
to show that the asphalt strike triggered the Foreman's decision to support the pipe although this
implied by the NTSB investigators. More signi�cantly, however, Figure 9.37 only captures the
relative timings of various events. The excavation slip occurred before the inspector questioned the
Foreman about the safety of the gas line. The asphalt was being moved across the gas line before
it was de
ected and so on. What the previous diagram does not represent is the real-time at which
these di�erent events occurred. This is a signi�cant limitation. For instance, there might have been
seconds, minutes or even hours between the de
ection of the pipeline and the Foreman's decision to
reconsider the safety of their system.

Figure 9.37 illustrates the strengths and weaknesses of Petri Nets for incident reconstruction.
This diagram shows how the notation can be used to generalise beyond the speci�c circumstances
of a particular incident. Previous sections have argued that the temporal characteristics of previous
incidents are unlikely to be exactly replicated in future failures. For example, there was a considerable
delay between the failure of the excavation wall and the physical damage that separated the exposed
pipeline to Gross Towers. In future, however, there might only be a matter of seconds between the
excavation failure and direct physical damage to an exposed gas supply. The Petri Net illustrated in
Figure 9.37 clearly avoids any commitment to such absolute timings that might not be replicated in
future incidents. This ambiguity is, however, a signi�cant weakness if investigators are concerned to
accurately represent key properties of this particular incident. For instance, previous sections shown
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Figure 9.37: Using a Petri Net to Build a Coherent Model of Concurrent Events
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how investigators can temporal logics to examine the real-time characteristics of this incident. In
particular, we have demonstrated that warnings from an automated gas detection system might
not have prevented an explosion. Such an analysis cannot easily be performed using the relative
sequences provided by the Petri Net in Figure 9.37.

Lack of Evidence

The previous section has made the case that incident modelling notations must be capable of repre-
senting real and interval time properties of adverse events. It is important, however, to emphasise
that this must not force analysts into undue commitment when the exact timing for an event is
unknown. For example, the NTSB investigators concluded that:

\...the backhoe probably struck the line when being operated across it; the foreman's
reports to both the UGI and the housing authority indicated that the pipe had been
struck during recent excavation activities. Although the foreman denied after the acci-
dent that the backhoe had struck the line, the coating of the pipe showed evidence of
mechanical damage, as did the pipe steel at one location. Also, the foreman's calls both
to the housing authority and to the UGI show that at the time he believed his crew had
hit the gas line while excavating." [588]

The use of terms such as `probably' re-iterate the point that uncertainty often remains within models
and reconstruction of safety-critical incidents. This uncertainty has many causes. For example, it
may not be possible to obtain direct evidence to support the investigators' hypotheses. Alternatively,
physical evidence can be contradicted by eye-witness testimony. In this case, the physical evidence
of damage to the pipeline is contradicted by the foreman's recollections. Such contradictions can
occur when witnesses do not observe key events during an incident. They can also result from the
cognitive e�ects of stress, anxiety and guilt that have been discussed in previous chapters. This
uncertainty can take many forms. For instance, the previous quotation centres on whether or not
the backhoe struck the gas line when it was being operated across it. Even if we assume that
the physical evidence does indicate that such damage was incurred then we cannot be certain of
exactly when this happened. In consequence, even with sophisticated logging techniques it may not
be possible to associate particular events with particular moment in time. Some notations provide
more support for the representation of this lack of evidence than others. For example, time-lines
may be extended with informal annotations as shown in Figure 9.38.

The annotations below the time-line are used to indicate the position of events whose time is
known, either through corroborated eye witness statements or through external monitoring of the
event. In contrast, the annotations above the line are used to indicate imprecise timings or events for
which there is contradictory evidence. The horizontal parentheses under the label Backhoe probably
strikes the gas line while being operated over it is used to indicate that the event occurred one or
more times between 13.30-18.40. We do not know exactly when this occurred during this interval.
Such annotations do not form part of the conventional time-line notation. This is important because
analysts would have to learn to exploit a number of further extensions if such an approach were to
represent the di�ering forms of temporal uncertainty that arise during many investigations. These
can be summarised as follows:

� a certain event with uncertain timing. The event is known to have taken place but there is no
clear evidence for when it occurred;

� an uncertain event with uncertain timing. It is not clear whether this event actually occurred
or, if it did, when it actually took place. In some respects, this is the pathological case for
incident reconstruction;

� a certain event with certain timing. This is the ideal case. There is clear evidence that an
event occurred and there is evidence for when it took place.

� an uncertain event with certain timing. It is unclear whether the event actually occurred but,
if it did, there is evidence for when it must have taken place.
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Figure 9.38: Lack of Evidence, Imprecise Timings and Time-lines

Even this list is a simpli�cation. For instance, investigators may have evidence that an event did
occur and that it happened at a particular moment during an incident. However, there may not be
any evidence about the duration of an event or if it occurred more than once. There are further
complexities. For instance, it is important to distinguish between instantaneous events and more
gradual changes that in
uence the underlying state of any system. There is an important distinction
between this sort of information and that shown above the time-line in Figure 9.38. In the former
case the event is instantaneous but it's timing is not known, in the latter case the property is
continuous and its duration is well known. This distinction could be supported by introducing
further annotations within the time-line notation.

Figure 9.39 illustrates the way in which additional syntactic features must be introduced to
represent gradual changes in the underlying state of the system. In this instance, a di�erent form
of horizontal parentheses denote a continuous change over an interval rather than a discrete event
at a particular point in the time-line. This diagram also illustrates the use of previous annotations
to denote imprecise information. The text above the time-line is used to represent the lack of
information about when exactly the foreman ordered his crew to trace the line back towards Utica
Street. It is important to emphasise that the degree of uncertainty that is represented in diagrams
such as Figure 9.39 will change over time. There is a strong motivation for investigators to resolve
ambiguity as more evidence becomes available. Techniques, such as time-lines, that can be used to
represent an event without commitment to whether it occurred or when it occurred are, therefore,
more appropriate to the early stages of reconstruction. Other techniques, including computer-based
simulation, that force greater commitment to particular timings are used more often in the later
stages of an investigation.

Figure 9.39 shows how investigators must extend the basic time-line notation if they are to
distinguish between di�erent forms of uncertainty or between discrete events and continuous change.
This illustrates the 
exibility of this informal notation. The absence of strong syntactic rules enables
designers to introduce novel features without worrying about whether or not the resulting diagrams
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Figure 9.39: Continuous changes and Time-lines

will represent `valid' or well formed time-lines. However, this freedom also results in a proliferation
of ad hoc annotations within di�erent investigation teams. During the prepartion of this book, I
witnessed di�erent investigators use the same annotation to represent di�erent types of temporal
properties. One used an asterisk to represent an uncertain event with a known time whilst their
colleague used it to represent multiple occurrences of a known event at a known time. As a result,
other members of the team had to recognise who had drawn any particular asterisk in order to know
what it meant!

Inconsistencies

It is a frequent observation in incident reports that the evidence of one witness does not agree with
that of another. Most often, these disagreements focus upon the sequence and timing of critical
events. Alternatively, as we have seen in the previous section, they may disagree about whether or
not those events ever took place at all. The following citation provides a further example of such
contradictions. The foreman stated that he and other crewmembers supported the pipeline before
they left the site. In contrast, housing authority employees testi�ed that the line was unsupported:

\The tank was successfully removed from the excavation, and samples of soil were
taken adjacent to the tank's concrete support, which remained in the excavation. The
soil was to be tested to determine whether fuel had leaked from the tank and contam-
inated the surrounding soil. The EPAI foreman stated that before he and the other
crewmembers left the site, they tried to support the pipe with saw horses, surrounded
the excavation with orange plastic barrier fencing, put plastic sheeting over the exca-
vation slopes, including the soil that lay beneath the pipe, and removed the equipment
from the site. They left the excavation open to await the result of the tests. Housing
authority employees who frequently passed the excavation between May 23 and June 9
stated they observed that the exposed pipe was not supported." [588]

Analysts must consider the di�erent scenarios that are created by such uncertainty. The following
Petri Nets illustrate this point. The diagram on the left of Figure 9.40 presents an extract from the
Petri Net previously introduced in Figure 9.1.3. This represents the view that the saw horses were
left providing partial support for the exposed gas line after the excavation team left the site. In
contrast, the Petri net on the right represents an alternative version of events based on the House



9.2. REQUIREMENTS FOR RECONSTRUCTIVE MODELLING 327

Association employees' testimony. This extends the previous networks by hypothesising that the
unstable soil and adverse weather conditions contributed to the collapse of the supports that had
previously been placed under the gas line. The main con
ict arises between the Housing Association
employees' observations and the testimony of the Foreman and his crew, con�rmed by the two
Inspectors.

Figure 9.40: Using Petri Nets to Represent Di�erent Versions of Events

Petri Nets have not previously been used to represent and reason about such inconsistency. This
approach does not, however, provide an ideal solution. As we have seen, these networks can become
extremely complex even for relatively simple behaviours. The problems associated with constructing
and maintaining these diagrams can be exacerbated if they are used to represent multiple, alternative
accounts of the same failures. Analysts must manually inspect the di�erent networks in order to
identify the di�erences that exist between these individual accounts. Figure 9.40 provides partial
support by shading the area of the network to denote potential disagreement over the course of
events. This is not, however, a general solution. For example, subtle di�erences of interpretation
about the initial causes of an incident might have consequences that extend throughout any model
or reconstruction. As a result, almost every node within a network might be shaded [406]. A more
pragmatic solution is to �nd evidence that can be used to resolve any apparent contradictions.

Figure 9.41 shows how analysts can use the Petri Net notation to construct a third version of
event that resolves the previous inconsistency. The Petri Net on the left shows that from certain
positions around the excavation, the pipe might have appeared to be unsupported even though the
saw horses were still in place. This can be compared with the Petri Net on the right of Figure 9.41.
This network was introduced in Figure 9.40; supports failed at some point after the excavation
team left the site. The key point is that the explicit reconstruction of an incident encourages
investigators to identify and resolve potential inconsistencies. Additional evidence must be sought
to determine which hypothesis is correct. Where there is contradictory evidence, the skill and
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Figure 9.41: Annotating Petri Nets to Resolve Apparent Contradictions

judgement of the investigator must identify a `probable' version of events. Ideally, such a resolution
must also account for any apparent contradiction. If this is not done then individual investigators
will construct radically di�erent interpretations of the course of an incident. For instance, the NTSB
report documents the Housing Authority employees' observations without attempting to resolve the
apparent contradiction. As a result, it is impossible for readers to accurately assess whether or not
a cursory visual inspection of the site should have identi�ed the need for further support. In our
example, some people will choose to follow the �rst account shown on the left of Figure 9.41. Others
will choose to believe the alternative version of events shown on the right.

It is often impossible to entirely avoid ambiguity and inconsistency within an incident report.
Many failures have complex organisational and managerial causes. These cannot easily be associated
with discrete events that can be logged or recorded using automated equipment. Even when these
devices are available, they often fail to provide unambiguous evidence. For example, many modern
devices cannot record data at the same rate at which it is used by application processes [222].
Similarly, Chapter 5 has shown that the information provided by many of these recorders has been
corrupted by reliability problems and design 
aws. Even when accurate data is available, there can
be genuine disagreement about the interpretation of that evidence. All of these factors make it
unlikely that we shall have complete and unambiguous evidence for the events that contribute to
major incidents. The key point, therefore, is not that the techniques in this chapter will entirely avoid
ambiguity and inconsistency. They can, however, identify and address inconsistency if investigators
believe that it plays a signi�cant role in our understanding of the incident. In our example, the NTSB
investigators did not further investigate the apparent contradiction between the Housing Authority
employees and the other witnesses because even if the saw horses had remained in position they still
failed to provide suÆcient support for the exposed gas line.

Impact

The previous sections in this chapter have shown how a range of textual and graphical notations
can be used to map out the events that contribute to safety-critical incidents. It has been argued
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that this form of modelling inevitably involves a process of selection or �ltration. Secondary and
primary investigations, typically, yield a mass of evidence about the course of an incident. Some of
this evidence helps to establish the context in which a failure occurred. Other information provides
more signi�cant insights into the root causes of an incident. However, there will also be a mass of
circumstantial data that has little apparent signi�cance for the course of events. Investigators must,
therefore, select which information is to be propagated into any reconstruction. For instance, the
NTSB investigators gathered evidence about the excavation crews shift patterns immediately prior
to the Allentown explosion. These were not found to have had any in
uence on this incident and
so the information was not included in the time-lines and other reconstructions that were developed
during the subsequent investigation.

The use of Petri Nets, of logic, or of Fault Trees only provides a crude indication of the salience of
a particular event. The decision whether or not to include an event does not re
ect the more detailed
distinctions between root causes, contributory factors and contextual factors that were introduced
in Chapter 7. This is a signi�cant limitation. For instance, the NTSB summarised the outcome of
their incident investigation in the following terms:

\The National Transportation Safety Board determines that the probable cause of
the natural gas explosion and �re at Gross Towers in Allentown, Pennsylvania, was
the failure of the management of Environmental Preservation Associates, Inc., to ensure
compliance with OSHA's and its own excavation requirements through project oversight.
Contributing to the accident was the failure of the workmen from Environmental Preser-
vation Associates, Inc., to notify UGI Utilities, Inc., that the line had been damaged and
was unsupported.

Contributing to the severity of the accident was the absence of an excess 
ow valve
or a similar device, which could have rapidly stopped the 
ow of gas once the service
line was ruptured. Also contributing to the severity of the accident was the absence of a
gas detector, which could have alerted the �re department and residents promptly when
escaping gas entered the building." [588]

Previous sections have not shown how such detailed assessments might be represented amongst the
mass of events that we have represented in the previous Fault Trees, time-lines, Petri Nets and logic
clauses. Before presenting one means of addressing this limitation, it is �rst important to clarify
what we mean by terms such as `root cause' or `contributory factor'. The following list summarises
the distinctions introduced in Chapter 7 but also introduces the term `exacerbating factor'. This is
identi�ed in the NTSB conclusions and extends any impact analysis to consider events that occur
in the immediate aftermath of an incident:

� Contextual Factor. Contextual factors are events or conditions that did not directly contribute
to an incident.

� Contributory Factor. Contributory factors are events or conditions that collectively increase
the likelihood of an accident but that individually would not lead to an adverse occurrence.

� Root Cause. Root causes capture Lewis' notion of causation established by counterfactual
reasoning [491]. If a root cause had not occurred in the singular, particular causes of an
incident then the incident would not have occurred.

� Exacerbating factor. Exacerbating factors do not contribute to the likelihood of an event but
they can act to increase the consequences of an incident.

Figure 9.42 builds on Figure 9.11 to show how some of these distinctions might be represented within
the fault tree notation. As can be seen, this embodies some of the NTSB investigators' �ndings,
cited in the previous paragraph. This lack of training in OSHA excavation requirements is identi�ed
as a root cause for the incident. The fact that UGI were not informed that the line was uncovered
is represented as a contributory factor.

Figure 9.42 again re
ects the way in which simple syntactic extensions can be used to extend
what can be represented in a modelling notation. However, it should be noted that we have only
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Figure 9.42: Representing the Criticality of Distal Causes

provided an informal semantics for the di�erent impact assessments that are represented in this
picture. Similarly, we have not provided any grammatical rules that can be used to determine
whether or not Figure 9.42 is well formed. For example, it might be argued that if a root cause
is identi�ed in a child event then that criticality should be propagated up the fault tree. By this
argument, the intermediate event labelled Crew Foreman does not know about potential dangers of
partially supported gas pipe should be denoted as a root cause that is inherited from the basic event
labelled Lack of EPAI training in OSHA excavation requirements. We have chosen not to do this in
order to keep Figure 9.42 as simple as possible. The ad hoc nature of these extensions re-iterates
the point that we have used fault trees in a semi-formal manner. It would, of course, be possible to
introduce mathematically de�ned rules to govern the representation of criticality within a fault tree.
We have chosen not to do this. This decision is justi�ed partly, as mentioned above, for the sake of
simplicity. This decision is also justi�ed by the relative lack of information that we have about the
nature of criticality in incident investigations. We shall return to this theme in the next chapter.
For now it is suÆcient to observe that, in practice, it can be far harder to distinguish between root
causes and contributory factors than might, at �rst, appear from Lewis' counterfactual de�nition.

Figure 9.42 is interesting for a number of reasons. Not only does it illustrate that impact or
criticality assessments can be introduces as syntactic extensions to a semi-formal modelling notation,
it also provides some insights into the Allentown incident. As can be seen, both the root cause and
the contributory factor are identi�ed as distal factors. In other words, they relate to events that
occurred well before the gas leak or the explosion. In this respect, the NTSB investigators provide
a good example of the `systems' approach to incident investigation. They go beyond the immediate
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failures of individual sta� to look at the longer term causes of the incident. This analysis can also
be explained in terms of Mackie's ideas on particular and general causation. When attempting to
assess criticality, there is a tendency for investigators to consider the general causes of an incident.
In other words, the most signi�cant or critical failures tend to be those that might threaten the
safety of other applications rather than the particular failures associated with the incident under
consideration.

The previous diagrams in this section have shown how impact assessments can be introduced
into fault tree models. By denoting particular nodes as contributory factors or root causes, we have
begun to indicate those events that might jeopardise the safety of future systems. It is important
to emphasise that this involves a subjective classi�cation. It re
ects investigators' view of the
relative criticality of key events during the course of an accident. However, it is important not to
underestimate the importance of diagrams such as Figure 9.42. Too often these assessments are left
as implicit judgements during the investigation process [427].

Figure 9.43 builds on the previous analysis by presenting an impact analysis of the proximal events
that led to the Allentown incident. This diagram is based on the Fault Tree that was introduced
in Figure 9.10. There are, however, two additions. The impact analysis was guided by the NTSB's
�ndings, quoted above. As a result two additional events were incorporated into Figure 9.43. The
�rst is labelled Excess 
ow valve not installed in Gross Towers. The second is labelled Gas detector
capable of warning UGI was not installed in Gross Towers. These were identi�ed as contributory
factors by the NTSB but were not introduced into our model of the proximal events leading to the
Allentown incident. This omission is very revealing. It emphasizes the way in which our initial
model, represented by the Fault Tree in Figure 9.43, was initially constructed around those events
that we knew to have taken place immediately before the explosion. The impact analysis, denoted
by the fault tree in Figure 9.43, forced us to consider the way in which those events were a�ected by
omissions or actions that did not take place. Several authors have noted that our bias in Figure 9.10
is symptomatic of a more general tendency to consider errors of commission rather than errors of
omission [363].

Further biases a�ect the modelling and analysis of safety-critical incidents. We have already
argued that there is a tendency to focus on contributory factors or root causes rather than the
mitigating factors that help to reduce the consequences of an incident. This point can be illustrated
by Figure 9.44, which is the same as Figure 9.13. The NTSB investigators focussed their analysis
on the root causes and contributory factors that led to the incident. They did not devote the same
amount of attention to the mitigating factors that contributed to the e�ective response after the
Allentown explosion. In Mackie's terms, the investigation focuses on the general causes of failure.
The investigators identi�ed the particular events that occurred after this incident. In consequence,
it can be diÆcult to identify the wider lessons that might be drawn from the successful response.
This is worrying. Perrow and Sagan point to the diÆculties of predicting future failures. We often
fail to identify the general causes of particular incidents until a large number of similar failures have
occurred. We might, therefore, learn more by studying an e�ective response than by trying to derive
the general form of a particular failure.

This chapter has argued that primary and secondary investigations gather evidence about the
events that are contribute to major failures. This evidence is then �ltered to identify the key events
that must be represented in any incident reconstruction. These models can then be used to distin-
guish root causes from other contributory and contextual factors. It is important to stress, however,
that this only represents the �rst stage of analysis in any incident investigation. Previous para-
graphs have re-iterated the problems that arise when attempting to derive general conclusions from
the speci�c events that characterise a particular failure. It is, therefore, important that investiga-
tors can examine the products of such a generalisation to determine whether the wider conclusions
accurately re
ect their interpretation of the salient events that took place during an incident. Fig-
ure 9.45 represents one means of achieving this. The same fault tree notation is used to map out the
conclusions of the NTSB report into the Allentown incident. As can be seen, this diagram avoids the
timing information that was important in reconstructing the event-based models. Similarly, it omits
some of the incidents that were considered to be signi�cant in explaining the course of the Allentown
incident but which are unlikely to recur in future failures. The detailed communications between the
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Figure 9.43: Representing the Impact of Proximal Causes
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Figure 9.44: Representing the Impact of Mitigating Factors
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Figure 9.45: Representing Impact in a Causal Analysis
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Fire Service coordinator and the UGI employees is an example of such a particular event. Although
this Fault Tree captures the more general conclusions about this incident, it is still possible to dis-
tinguish those �ndings that relate to the root cause from those that relate to contributory factors
and �ndings that relate to the contextual factors from those that relate to exacerbating/mitigating
factors. This illustrates how the same graphical notation can be adapted to support the transition
between incident modelling, which was the focus of this chapter, and causal analysis, which is the
focus of the next chapter.

9.3 Summary

This chapter has introduced a number of modelling notations, which can be used to reconstruct the
events that lead to safety-related incidents. These languages help to strip out the clutter of contextual
information that threatens to obscure important information about adverse occurrences. They can
chart proximal and distal failures so that investigators can establish both the immediate and longer
term events that contribute to an incident. They provide an overview of the interaction between
human, technical and organisational failures. This is important because this diverse range of events
cannot easily be represented within many of the simulation environments introduced in Chapter 8.
Reasoning and proof techniques can also be used to check for the consistency and completeness of the
resulting models. Reconstruction techniques, therefore, help to develop coherent accounts from the
diverse evidence that is elicited during primary and secondary investigations. These reconstructions
of the events leading to an incident can, in turn, be used to support hypotheses about the causes of
incidents and accidents.

We have focussed on reconstructing events that contribute to an incident. It is important, how-
ever, to represent both the commission of undesirable events as well as the omission of necessary
actions. The dual nature of any reconstruction has not been stressed enough in the preceding dis-
cussion. This is partly due to the nature of the Allentown incident. The NTSB team focussed on
those actions that actively contributed to the explosion. OSHA conducted a separate investigation
into those procedures and guidelines that were ignored during the EPAI excavations. This ulti-
mately led to a Citation and Noti�cation Penalty for approximately $54,000. If we had focussed on
reconstructing the incident from OSHA's viewpoint then these omissions would have formed a far
more signi�cant component of the model. This illustrates another important point. Reconstructions
focus on critical events during an adverse occurrence. The exact de�nition of what does and what
does not constitute a `critical' event is determined by the person building the model. The focus of
the NTSB investigation was clearly di�erent from that conducted by OSHA's employees and hence
we would expect some important di�erences between the reconstructions that they might develop.
However, if we could develop some common tools and techniques these is the possibility that future
investigations might share reconstructions to support these di�erent forms of analysis.

The development of an incident reconstruction is not an end in itself. The utility of any notation
is determined by whether or not groups of individuals can use that notation to cooperate on the
development of a natural language, accident report. This raises a number of further issues. The
�rst set of problems relate to the diÆculty of constructing coherent temporal models for safety-
related incidents. It is a non-trivial task to resolve the contradictory timings that often appear in
eye-witness evidence and automated logs. It can also be diÆcult to integrate imprecise temporal
information about operator behaviour with the more precise temporal schemas that are available
for process components. It is important to stress that the development of coherent temporal models
must not force analysts into arbitrary decisions or commitments to timings that are not supported
by the available evidence.

It is not simply important that a reconstruction notation is capable of representing the course
of events, it is also important that investigators can learn to exploit those capabilities. We have
argued that there is often a trade-o� between the visual appeal of formal and semi-formal notations
and the reasoning power that those notations o�er to analysts and investigators. This is signi�cant
because formal proof techniques provide a powerful means of identifying the temporal ambiguities
that have been criticised in the previous paragraph. Tool support has been identi�ed as one means
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of improving the `usability' of notations with a relatively low visual appeal. However, further work
is urgently required to determine whether similar tools, that have been developed in other areas of
engineering, can be applied to analyse incident reconstructions.

The �nal set of problems stem from the diÆculties of managing cooperative work between het-
erogenous groups of experts. Rather than focusing on modelling capabilities or visual appeal, these
problems relate to aspects of control. For example, what are the consequences of allowing more than
one author to simultaneously work on a formal or semi-formal description of an incident? No re-
search has been done into these issues. This is an important omission. Without some understanding
of the group processes involved in incident reconstruction, it is unlikely that adequate tool support
can be developed. This may explain why many existing systems, such as Fault-Tree editors, often
only support speci�c areas of an investigation. They are frequently restricted to systems or control

ow analysis. Few attempts have been made to support human factors investigations or the analysis
of managerial decision making.

We have focussed on graphical and textual time-lines, on fault trees and Petri Nets and on
temporal extensions to �rst order logic. It is important to emphasise that these represent a very
small subset of the range of notations that are currently being applied to this area. For example,
we have cited work into more complex logics that include explicit notions of causation [470] or
obligation and permission [118]. Others have used state-based techniques that are amenable to
model checking [192]. It is too early to judge which, if any, of these approaches will be accepted
by practitioners. However, the increasing complexity of many technological failures makes it highly
likely that the incident investigators of the future will have to exploit more formal techniques for
incident reconstruction.



Chapter 10

Causal Analysis

This book is based around an implicit model of incident reporting. The evidence that is collected
during primary and secondary investigation helps to reconstruct the event leading to an adverse
occurrence. The resulting models and simulations can then analysed be to distinguish root causes
from contributory factors and contextual details. Previous chapters have brie
y introduced the
analytical techniques that can be used to identify the most salient events from a more general
reconstruction. The following pages build on this by describing the aims and objectives of such
techniques in more detail.

10.1 Introduction

Chapters 8 and 9 have described how simulation and modelling techniques can be used to reconstruct
the events that lead to failure. Causal analysis looks beyond what happened to identify the reasons
why [248]. Kjell�en [444] identi�es three broad approaches to causal analysis:

� Expert judgement. Even with the support of analytical and statistical techniques, mentioned
below, it is diÆcult to prevent investigators from forming subjective judgements that help to
shape and direct the causal analysis of any incident. These judgements in
uence every stage
of the investigatory process and so can have a profound impact upon the nature and extent
of the evidence that is obtained before any causal analysis even begins. It is important to
emphasise that subjective judgements need not be `a bad thing'. They re
ect the expertise
and experience of the investigator. As we shall see, many of the recommended analytical and
statistical techniques do little more than document the process of forming these judegements
so that they are open to challenge, or validation, through peer review;

� Statistical techniques. These techniques are, typically, applied to identify common causal
factors amongst a collection of similar incidents. They help to determine whether the presence
or absence of certain factors increases the probability that an incident will occur. At its
simplest, statistical techniques can track uni and bi-variate distributions [471]. Chapter 3 has,
however, argued that many incidents have complex, inter-connected causes. Chapter 5 has
also argued that the limitations of automated logging systems and the unreliability of human
witnesses can �lter the evidence that is obtained about these causal factors. Some researchers
have, therefore, begun to explore multi-variate techniques. There have also been some initial
attempts to exploit Bayes' theorem as a means of quantifying the likelihood that a particular
root cause led to an incident given particular observations of that incident. This work builds
upon attempts to assess the reliability of software systems given uncertain information about
potential failure modes [497]. These techniques can also be used post hoc to parameterise
expert assessments about the likely causes of an incident. Chapter 15 will describe this work
in more detail. It will also describe the practical limitations that have restrict the application
of these more advanced statistical techniques;
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� Analytical techniques. These techniques provide a broad range of formal and semi-formal
techniques that are inteneded to support causal analysis. Many of these approaches rely upon
counterfactual reasoning. Causal factors can be distinguished from contributory factors and
contextual details if it can be argued that if the causal factor had not occurred then the incident
would not have occurred. As we shall see, it can be diÆcult to apply this form of reasoning
to certain incidents especially when the failure of a barrier is identi�ed as a potential causal
factor. Other analytical techniques, therefore, rely upon checklists. Investigators are guided
in their causal analysis by a limited number of pre-de�ned categories that help to identify
common factors in previous incidents. These approaches are limited in that investigators may
be biased towards particular categores, for example those that appear at the top of a list. This
can hinder a more coherent causal analysis.

Chapter 11 surveys a number of di�erent statistical and analytical techniques. Chapter 15 also pro-
vides an overview of the use of statistical techniques in monitoring the changing causes of incidents
between industries and within the di�erent groups of similar organisations. In contrast, this chapter
focusses on the detailed application of one particular set of analytic tools. The strength and weak-
nesses of techniques advoctaed by NASA [571] and by the US Department of Energy [209, 208] are
demonstrated using the loss of the Mars Climate Orbiter and Mars Polar Lander. Neither of these
case studies is `safety-critical'. They have, however, been chosen because they illustrate the general
applicability of incident reporting techniques to investigate the failure of dependable systems. These
two concepts are closely related [850]. Their similarities can be used to advantage of borrowing
techniques from one to deal with the other [486]. The NASA case studies were also chosen because
of the technological sophistication of the systems involved, they therefore represent a strong contrast
with the National Transportation Safety Board (NTSB)'s Allentown incident in Chapter 9.

It can, in practice, be diÆcult to distinguish between the stages of investigation, reconstruction
and analysis. Investigators may be forced to obtain more evidence to resolve the omissions and
ambiguities that are identi�ed when they reconstruct the events leading to failure [462]. Similarly,
investigators often have to extend the scope a reconstruction as new theories are developed about the
cause of an incident. Chapter 6 has also described how the collection of evidence can be biased, or
`focussed', by an investigator's working hypotheses about the probable course of events. These prag-
matic issues can complicate the application of the modelling techniques that have been introduced
in previous chapters. The costs associated with the development of interactive three-dimensional
simulations can dissuade investigators from revising them in the light of new causal hypotheses.
Similarly, the problems of maintaining large and complex graphical models can force investigators
to use techniques that have stable tool support. The closing sections of this chapter, therefore,
attempt to assess the practical implications of the analytical techniques that are introduced. In
particular, there is a concern to assess the degree to which these approaches support `real world'
investigation practices [73].

10.1.1 Why Bother With Causal Analysis?

Incident analysis techniques, typically, provide means of distinguishing root causes from contributory
factors and contextual details. Chapter 7 introduced these di�erent causal concepts. They can be
summarised as follows. A causal factor was described using a counterfactual argument [491]. If a
causal factor had not occurred then the incident would not have occurred. If A and B are states or
events, then A is a necessary causal factor of B if and only if it is the case that if A had not occurred
then B would not have occurred either. It is important to emphasise that this is based on Mackie's
idea of singular causality [508]. Singular causality is used because there may be other failures that
could have had the same consequences but which did not occur in this instance. In contrast, root
causes depend upon a more general view of causality. These are causes that have the potential to
threaten the safety of future systems. They may, in turn, contribute to a number of the causal
factors that are observed in a particular incident. In contrast, contributory factors can be thought
of as individually necessary but not globally suÆcient [677]. These are events or conditions that
collectively increase the likelihood of an accident but that would not themselves lead to an adverse
occurrence. Finally, contextual details are events or conditions that did not directly contribute to
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an incident. They help to set the scene and establish the context in which an adverse occurrence
took place. They can also help to establish that certain factors were NOT signi�cant in the events
leading to failure.

It might seem super
uous to ask why analytical techniques have been developed to distinguish
between the factors described in the previous paragraph. It is clearly important to analyse the
circumstances of a near miss to determine how best to avoid any recurrence that might result in
more severe consequences. Within this high level goal, there are a number of more detail motivations
for incident analysis. These di�erent motivational factors can have an important e�ect in determining
which analytical techniques will o�er the greatest bene�ts for any particular organisations. These
justi�cations for incident analysis can be summarised as follows:

� analysis is a regulatory requirement. In many industries, organisations must analyse their
incident reports in order to meet regulatory requirements. For example, ICAO Annex 13
requires that member states not only analyse the causes of individual aviation incidents but
also that organisations must use this analysis to identify any common causes between similar
reports [384]. Similarly, the UK Rail Inspectorate's assessment criteria for safety cases requires
that all operators demonstrate \established adequate arrangements for identifying the causes
of incidents" [350]. Even if there is no regulatory requirement, institutional and organisational
policy often requires that a causal analysis should be performed. For instance, the US Army
has published detailed recommendations that can be used to determine potential causal factors
during an incident investigation [803]. NASA have published similar guidelines [571].

� analysis is a prerequisite for statistical comparisons. Regulators are concerned to ensure that
organisations identify the causes of potential incidents. This is important if companies are to
learn from previous failures. Companies must also analyse the causes of potential incidents
because regulators use this information to target their intervention in the market place. Causal
information from individual companies is, typically, entered into a central database. This
database is then queries at regular intervals to identify common causal factors and also to
generate a `most wanted' list of safety improvements within an industry. The UK Health
and Safety Executive recently announced its initiative reduce the fatality and major injury
rate from 260 per 100,000 workers in 1999/2000 to 230 per 100,000 workers by 2009/2010.
Together with these targets they have also announced a review of their incident reporting
regulations [335]. The HSE recognise that the overall e�ectiveness of any safety intervention
is determined by the regulator's ability to identify the root causes of common incidents. The
review indicates the need to have con�dence in the analytical and reporting procedures that
inform each statistical return.

� focus for remedial actions. The most immediate reason for performing a causal analysis is to
focus remedial actions in the aftermath of an incident. Short-term resources should address
the root cause before any contributory factors. Once investigators have addressed immediate
concerns over the root cause of an incident, additional resources can be allocated to other
events and conditions that contributed to the incident. It is apparent, however, that any
disagreement about the causes of an adverse occurrence can have profound consequences.
Similarly, signi�cant problems can arise if the analysis fails to correctly identify the root cause
of an incident. Under such circumstances, the investigators' ability to prevent a potential
recurrence will be compromised by the allocation of resources to less signi�cant aspects of a
system. This is illustrated by the way in which poor training is often identi�ed as a root cause
of medical incidents rather than the poorly designed equipment and long working hours that
sta� are forced to endure [121].

� guiding the allocation of development resources. At an organisational level, incident reporting
schemes are often argued to be an e�ective means of informing risk analysis. As we shall
see, however, many organisations do root cause analysis but do not feed the data into design.
Information about previous failures can be used to direct both acquisition and development
work. Such an integrated approach can only be successful if organisations can correctly identify
those components and processes that contributed most to an incident. If the analysis of an
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adverse occurrence is biased by political or organisational pressures then there is a danger
that other aspects of a system will be unnecessarily implicated in the causes of an incident.
Long-term development resources may allocated to areas that do not pose the greatest threat
to future incidents. This is illustrated by the Fennell report which argues that the London
Underground Management \...remained of the view that �res were inevitable in the oldest most
extensive underground system in the world" [247]. The root cause of these �res, in particular
the built up of detritus in key areas of the system, was not addressed. Instead, sta� were
trained to detect and respond to these incidents once they had started. There continued to be
a steady number of minor �res until the Kings Cross' accident.

� characterisation of causal complexes. The causal analysis of incidents need not simply focus
on identifying a single root cause. This has been a weakness in the statistical returns that have
been required by some regulators. As many authors have observed, incidents and accidents
typically stem from pathological combinations of events [699]. As much can be learned from the
ways in which those failures combine as can be learned from single causal factors in isolation.
This poses a number of problems. Rather than describing safety priorities in terms of a `hit list'
of individual causal factors, it may be more important to identify critical patterns of events.
For example, the recruitment of a new sub-contractor followed by a component failure or the
installation of a new item of equipment shortly before a software release. It is for this reason
that many organisations, including the European Space Agency and the US Navy [5], have
begun to look beyond simple categorisations of causal factors. Later sections will describe this
`lessons learned' work in more detail. For now, however, it is suÆcient to observe that they
have developed data mining and information retrieval techniques that help investigators to
identify patterns within a collection of previous incidents [413].

These motivations provide criteria that can be used to assess the utility of di�erent analysis tech-
niques. For example, the previous chapter brie
y explained how the minimal cut set of a fault tree
can be used to support incident analysis. The elements of this set represent the smallest possible
conjunction of events in which if any basic event is removed then the top condition will not occur
[27]. Root causes are basic events that are common to every member of the minimal cut set. There
is no reason why there should not be multiple root causes that are common to the elements of this
set. In consequence, this approach cannot easily be applied to identify a unique root causes.

There are further tensions between the di�erent motivations that support the causal analysis
of near miss incidents. As we shall see, some analytical techniques identify a `primary causal fac-
tor'. These techniques, typically, require that investigators select the most signi�cant cause from a
predetermine list of potential factors. This approach helps to ensure consistency between di�erent
investigators. The use of an agreed list helps investigators to avoid using a range of di�erent terms
to describe the same causal factors. This can, in turn, increase con�dence in regulatory statistics.
There are, however, a range of problems. It can be diÆcult to construct an appropriate list of
agreed causal factors. As we have seen, new causal factors can emerge with the introduction of
novel equipment and working practices. It can also be diÆcult to identify a single `main' cause from
many competing alternatives. Previous sections have shown how a single event can have multiple
proximal and distal causes. Any one of these could be regarded as a root cause on the basis of Lewis'
counterfactual arguments. For example, the Allentown incident might have been avoided if excess

ow valves had been installed or if proper excavation procedures had been followed. Which of these
is the true `primary' cause?

This analysis illustrates a number of points that will be reiterated throughout this chapter.
Firstly, analytical techniques must often be re�ned to support particular organisational objectives.
For example, investigators are often expected to translate their �ndings into a form that is acceptable
to regulatory organisations. This can involve the selection of a primary causal factor from an
`accepted' list of root causes. There is a danger that such requirements may prevent investigators
from adequately considering the complex causes of many technological failures [675]. Secondly,
causal analysis can yield important information for the subsequent development of safety-critical
applications. It is, therefore, important that the products of such an analysis should be in a form
that is compatible with subsequent risk assessment procedures. This does not imply that similar
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techniques should be used for both activities. However, it is important that designers can understand
the outcome of any causal analysis. Finally, the term `causal analysis' applies at several di�erent
levels. The previous discussion has used it to describe the process by which the root causes of a
particular incident can be distinguished from contributory factors and contextual details. However,
causal analysis can also be applied over collections of incidents. This is essential if investigators are
to identify patterns of failure and emerging trends in a number of similar incidents.

10.1.2 Potential Pitfalls

Previous paragraphs have introduce some of the complexities that a�ect the causal analysis of
adverse incidents. For example, regulatory requirements impose additional constraints upon the
causal analysis of some incidents. The format that best supports `organisational learning' may
not be the best format to support the statistical analyses demanded by regulators. There are
further complexities. In particular, analysts may lack the evidence that is necessary to perform a
detailed causal analysis. Later sections will describe how design decisions and budgetary constrained
determine that NASA's Mars Polar lander would not provide any telemetry data during the Entry,
Descent and Landing phase of the mission. In consequence, it was impossible for investigators to
accurately reconstruct the events that led to the failure nor could they identify de�nitive root causes.
The following paragraphs, therefore, examine further problems that can complicate the analysis of
`near miss' incidents:

� The scope of a reporting system in
uences the scope of any causal analysis. In an ideal sit-
uation, investigators would conduct an analysis in an environment that is free from external
or organisational constraints. Unfortunately, this does not re
ect the experience of most op-
erational reporting systems. For example, local schemes deliberately restrict the scope of the
investigator's analysis to `target the doable'. Many hospital reporting systems identify failures
within a particular department or ward [119]. They explicitly exclude reports that deal with
failures in other departments or at higher levels in the management structure. This pragma-
tism e�ectively restricts the scope of any analysis to the immediate activities of the group that
participates in the reporting scheme. Of course, the scope of any analysis can be widened as
reporting systems are extended nationally and across an entire industry. In consequence, na-
tional and international reporting systems are being developed within the healthcare industry.
However, these initiatives also place either explicit or implicit boundaries on the scope of any
investigation. For example, the ASRS was deliberately established to cut across the many
di�erent professional and organisational demarkations that characterise the US aviation indus-
try. It solicits input from commercial, military and general pilots. It encourages reports from
air traÆc controllers and ground sta�. It is important to remember, however, that even this
scheme is bounded by organisational factors. For instance, the ASRS provides relatively few
insights into `near miss' incidents involving military aircraft. This partly stems from a notice-
able under-reporting, mentioned in Chapter 5. It also arguably re
ects the ASRS' analytical
focus on commercial and general aviation.

� Organisational factors place unnecessary constraints upon causal analysis. Organisational goals
and priorities in
uence any causal analysis. These in
uences do not simply act upon the
individuals who report adverse occurrences. They must also a�ect incident investigators. The
most obvious manifestation of this is the lack of critical analysis about regulatory intervention.
As noted in the opening chapters, regulators are ultimately responsible for the safety record
in most industries. Very few investigators ever analyse the impact that these organisations
have upon the course of an incident. There are some notable exceptions to this, including
the NTSB's Allentown report that was cited in the previous chapter [588]. These exceptions,
typically, occur when investigators are independent both from the regulator and from any
organisation that is directly implicated in an incident. In particular, regulatory failure is most
often exposed at the large scale public enquiries that follow major accidents [193]. Given the
pragmatics of most reporting systems, it should not be surprising that such causal factors are
not more apparent in the analysis of `near miss' incidents.
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� Organisational can inform a causal analysis. The previous paragraphs have stressed the way in
which organisational factors can constrain the scope of any causal analysis. It is also important
to emphasise that these factors can play a positive role. In particular, the last decade has seen a
movement away from individual blame as a satisfactory causal interpretation of many incidents.
This movement has been promoted by many researchers [701, 844]. However, their work would
have had little weight if commercial and regulatory organisations had not had the insight to act
upon it. In particular, it is important not to underestimate the powerful normalising in
uence
that investigator training can have upon the products of any causal analysis. This can be
seen in the impact of Crew Resource Management training in the aviation industry. This has
equipped investigators with a vocabulary that can be used to describe the causes of failure
in team-based communication and decision making. Before the widespread introduction of
this training, investigators failed to derive many insights about the role of team factors in the
causes of many incidents and accidents [57, 734, 410].

� Historical factors help to shape any causal analysis. The previous paragraph has argued that
explicit training can inform an investigators' interpretation of the events leading to an inci-
dent. Implicit forms of training also play an important role in determining the outcome of
any causal analysis. For instance, traditions of interpretation can become established within
groups or teams of investigators. This can be seen as a strength; similar incidents are handled
in a consistent manner. There is, however, a danger that investigators will become habituated
to some causal factors so that they are identi�ed irrespective of the circumstances surrounding
a particular incident. In the past, human error was often seen as a routine cause of many
incidents [718]. Increasingly, however, software is being identi�ed as the predominant cause
of many safety-critical incidents and accidents [411]. For example, later sections will describe
the software failures that led to the loss of NASA's Mars Climate Orbiter and to diÆculties
in the Stardust programme. These failures clearly helped to focus the investigators attention
on software failure as a potential factor in the subsequent loss of the Mars Polar Lander. It
is important that the causes of previous incidents inform rather than bias subsequent inves-
tigations. This narrow distinction raises important pragmatic problems for investigators who
must retain an open mind when they deploy �nite analytical resources.

� Causal analysis is constrained by available resources. The second half of this chapter will
present a range of analytical techniques that investigators can use to distinguish root causes
from contributory factors and contextual details. These approaches di�er in terms of the
amount of time that investigators must invest before they can learn how to exploit them. They
also o�er di�erent levels of tool support. These factors can have a profound impact upon which
analytical techniques are chosen within a particular organisation. More complex techniques
are less likely to be used in local reporting system that must rely upon the enthusiasm of
key individuals with limited training in incident analysis. Resource constraint also a�ect
national and regional systems. Investigators must justify resource expenditure to upper levels
of management if they are to ensure continued support for a reporting system. This topic is
addressed in the �nal chapters of this book. As we shall see, it is diÆcult to underestimate the
importance of these cost-bene�t decisions. Complex techniques will fail to provide analytical
insights if they are under-resources. Conversely, these more advanced approaches often carry
a signi�cant overhead in terms of sta� time that cannot be justi�ed for many relatively simple
incidents. However, it is equally important to emphasise that `low-cost' analytical techniques
often yield super�cial results when they are applied to more complex incidents. The problem of
selecting an appropriate analytical technique is compounded by the lack of empirical evidence,
or published practical experience, that compares the costs and bene�ts of di�erent forms of
causal analysis.

� Who Performs the Analysis? The previous paragraphs provide an insight into the complexi-
ties that surround any causal analysis of adverse occurrences. As can be seen, many of these
issues focus upon the organisational biases that a�ect any investigation. These biases can have
both positive and negative in
uences with respect to the overall safety of an application. For
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instance, an emphasis away from individual error can be bene�cial in encouraging investiga-
tors to look for wider causes of adverse occurrences. Similarly, by focusing on the `doable'
investigators can maximise the allocation of their �nite resources. Organisational factors have
a negative impact if individual or group objectives are considered to be more important than
the overall safety of an application. It is for this reason that many reporting schemes rely upon
outside organisations to analyse the reports that they receive. For example, the University
of Strathclyde coordinates the analysis of incident data on UK Railways [197]. The ASRS is
operated by Batelle under contrast from NASA. These external organisations assume respon-
sibility for the analytical techniques that are then applied to each report. This approach has
the bene�t that investigators are seen to be independent from the organisations who must
act on any recommendations. In practice, however, there remain strong implicit constraints
on the forms of analysis that are performed even by external investigators. For example, a
semi-competitive tendering process is often used to award the contracts for these systems. This
process can focus the attention of the existing contract holder. It can also introduce terms
of reference within a contract that place speci�c bounds on the form of analysis that is to be
performed.

� The Importance of Balancing Domain Expertise and Multi-Modal Skills. The emergence of
national and international systems has seen a new generation of professional incident investi-
gators. These analysts fall into one of two categories. Firstly, domain specialists often `move'
into incident investigation after lengthy periods of �eld service. There are strengths and weak-
nesses to both approaches. Domain specialists can quickly lose touch with current operating
practices in rapidly changing industries. In consequence, they must either undergo continual
retraining to reinforce their existing skills or they must gather new ones. In particular, do-
main specialists often lack expertise in the human factors domain, they may also have little
�rst hand experience of systems engineering. This makes their analysis vulnerable to criti-
cisms from individuals with these more specialist skills. Secondly, there is a growing number
of incident investigators who are recruited in spite of their lack of domain skills. These individ-
uals contribute what can be termed `multi-modal' analytical techniques. They provide tools
from other engineering disciplines, such as human factors and systems engineering, that can
be applied to analyse incidents in many di�erent application domains. The situation is then
reversed, the analytical insights provided by these individuals is then vulnerable to criticism
by those who have �rst hand experience of the application domain. Such observations should
emphasise the political nature of many investigations; there is a danger that any analysis may
be jeopardised by disagreements between domain specialists and expert witnesses who possess
these multi-modal skills. Some organisations, notably the Australian Transportation Safety
Bureau , have launched a series of initiatives that are intended to �nd some middle ground
[49]. They have deliberately distinguished between multi-modal and industry speci�c training
requirements. Investigators from each mode of transportation are expected to possess these
multi-modal skills, including human factors and systems engineering expertise. In addition,
they must refresh the technical and practical foundations of their domain knowledge. However,
the ATSB intend that their inspectors will be quali�ed in more than one domain. This will
help to transfer multi-modal analytical techniques between road, rail, maritime and aviation
investigations. Just as the US NTSB have established a reputation for their innovative use of
simulation and reconstruction techniques, the ATSB continue innovate in the way that they
train and deploy their investigators. It remains to be seen whether this transition from a
narrow focus on domain expertise to a multi-modal approach will have a lasting impact on the
nature of incident analysis within each mode of transportation.

� The Importance of Justifying Causal Analysis. The mutual vulnerability of domain specialists
and multi-modal investigators raises a number of important concerns about the application of
analytical techniques within many investigations. In particular, the individual investigator's
interpretation of an incident is open to many di�erent challenges. It is, therefore, very im-
portant that suÆcient evidence is provided about the analytical techniques that are used to
support the �ndings of any investigation. This has been a particular weakness of investiga-
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tions into human factors issues. Frequently investigators refer to problems of high workload
and poor situation wareness without explaining the particular observations that support these
conclusions [408]. Of course, as noted above, not all of these analyses were performed by in-
vestigators with the relevant human factors training. Similar weaknesses can also be found in
systems engineering accounts. For example, it is often diÆcult to replicate the vibrations that
metallurgists have identi�ed as a primary cause of metal fatigue in aircraft components. The
ambivalent results of airborne and ground tests are occasionally omitted. In other instances,
investigators place sparse details of negative results in appendices that are not then distributed
with the body of a report. It can be argued that these techniques support the dissemination of
important safety information. Most readers are unconcerned with the methods that were used
to reach a particular conclusion. However, these same techniques can be viewed as rhetorical
devices. The lack of analytical detail prevents other investigators from raising detailed objec-
tions to an analysts �ndings. It is for this reason that I believe all investigators should provide
detailed documentation to support the �ndings of any analytical technique.

� Avoid the over-interpretation of sparse data. There are many reasons why investigators must
document and justify their use of analytical techniques. In particular, there is a danger that
individuals will be tempted to form conclusions that are not warranted by the evidence that is
available. This tendency can be exacerbated by some of the factors that have been mentioned
in previous paragraphs. For example, limited resources can force investigators to identify
causal factors that are characteristic of a class of incidents rather than analyse an incident
for any distinguishing characteristics. Alternatively, organisational pressures can persuade
investigators that an incident supports some more general political argument. The ambiguous
nature of many incidents can make it diÆcult to resist such in
uences. As we have seen, adverse
occurrences typically have many potential causes. Given sparse data, limited resources and
the pressure to act, it is hardly surprising that some investigators are tempted to `cut corners'.
Such practices often only come to light in the aftermath of a major accident. This is illustrated
by the treatment of Signals Passed at Danger (SPADs) on UK railways. Chapter 7 quoted
the report from Her Majesty's Railway Inspectorate, which found that \in some cases greater
emphasis was placed on completing a multi-page form than getting to the root cause of the
SPAD incident" [349]. Incident investigations tended to focus on issues of driver vigilance
rather than the placement of signals or on the other protection mechanisms that were intended
to prevent these incidents from occurring. The HMRI report concluded, investigators might
have looked deeper into these incidents if they had been required to follow more rigorous
techniques for root cause analysis.

� it The Problems of Ambiguous and Limited Evidence. Incident reconstructions help to estab-
lish what happened. Causal analysis then identi�es the reasons why an incident took place.
As we have seen, however, these distinctions are diÆcult to maintain during an incident in-
vestigation. Causal hypotheses are formed and reformed as new evidence is obtained about
the course of an incident. This creates problems because the resource limited nature of many
enquiries can force investigators to develop ad hoc stopping rules. These involve procedures to
help them decide when to stop gathering more evidence in support of their analysis. Typically,
these procedures involve team presentations or discussions with safety management who must
then authorise the end of an investigation. Other circumstances can prematurely curtail a
causal analysis. For instance, there may be little direct evidence about the events that led
to an incident. Paradoxically, however, NASA's Mars Polar Lander report demonstrates that
a lack of evidence does not bring a causal investigation to a premature conclusion [579]. In
contrast, it opens up a vast number of possible explanations that must be discounted before
reaching a tentative conclusion. In assessing the analytical techniques that will be presented
in this chapter, it is therefore important to remember that investigators may have to use them
to discount certain hypotheses as well as to support others.

� The Problems of Intention. The previous paragraph has argued that causal analyses are com-
plicated by a lack of evidence about the events leading to a failure. This evidence, typically,
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relates to the observable behaviour of system components. Similar problems are created when
analysts lack information about less visible in
uences on the course of an incident. In par-
ticular, it can be diÆcult to determine the role that human intention plays in an adverse
occurrence. Chapter 3 has introduced numerous distinctions between di�erent forms of error
and violation. In practice, however, investigators often lack the information that is necessary
to distinguish between these di�erent forms [868]. For instance, mistakes stem from an in-
appropriate intention. It can be diÆcult for individuals to admit to such intentions in the
aftermath of a near miss incident. These problems also a�ect the interpretation of human
behaviour captured on video and audio logs. For instance, individuals have been observed to
act in bizarre and pathological ways. They have disregarded operating procedures and violated
safety requirements through factors as diverse as boredom, curiosity and a sense of fun [863].
It seems apparent that the advocates of cockpit video recorders signi�cantly underestimate
the problems of interpreting human intentions from the behaviour that is captured by these
devices. Pedrali's video analysis of optimal and sub-optimal behaviour in commercial test
pilots provides ample evidence of this [672]. Later section will describe how ethnographic and
work-place studies have been proposed as means of supporting the eventual analysis of such
behaviours.

� Inter-Analyst Reliability. Many of the problems described in this section stem from a meta-
level concern that investigators should be able to replicate any analysis of an incident. This is
supported if investigators justify their decision to use a particular technique to support their
causal analysis. They should also document any intermediate �ndings that emerge to support
or refute particular conclusions. These requirements enable others to replicate the application
of particular analytical techniques. They will not, of course, enable others to directly replicate
the results of any causal analysis. Lekberg's work has shown that these results are not simply
determined by the choice of an analytical technique [484]. They are also determined by the
educational background of the investigator. McElroy has provide a preliminary validation of
these ideas [529]. His work showed that even when analysts are trained to use one of the
more advanced techniques for causal analysis, their �ndings will vary considerably even for
the same incident. Such problems can be addressed by ensuring that the analysis is replicated
by a suÆcient number of analysts. This form of mass replication can be used to minimise
individual di�erences in interpretation. However, this averaging out can often lead to polarised
views within a team of investigators and it is not clear that a consensus must emerge from
replicated forms of analysis. In addition, most reporting systems cannot a�ord to validate
their conclusions through the repeated replication of a causal analysis. There can, therefore,
be little con�dence that any of the techniques in this chapter will ensure inter-analyst reliability.
This is true even for techniques that are supported by formal proof techniques; investigators
may disagree about the choice of abstractions that are used within a model. Causal reasoning
techniques do, however, increase the transparency of any investigation. They help to document
the methods that were used to support particular �ndings about the causes of an adverse
occurrence.

The previous paragraphs provide a stark assessment of the many problems that complicate the causal
analysis of safety-critical incidents. These range from pragmatic issues of funding and resource
management to the more theoretical barriers to interpreting intentions from observations of human
behaviour. Later sections in this chapter, therefore, review some of the solutions that have been
proposed to address some of these concerns. In contrast, the following pages describe two incidents
that are used to illustrate this comparative study of analytical techniques.

10.1.3 Loss of the Mars Climate Orbiter & Polar Lander

In 1993, NASA commissioned a program to survey the planet Mars. The Jet Propulsion Laboratory
(JPL) was identi�ed as the lead centre for these missions. Lockhead Martin Astronautics was selected
as the prime contractor. The program initially consisted of the Mars Global Surveyor (MGS), to
be launched late in 1996. This global mapping mission is currently orbiting Mars. The Mars
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Surveyor'98 project was intended to build on the Global Surveyor's work. This program consisted of
the Mars Climate Orbiter and the Mars Polar Lander. Both missions were to satisfy tight �nancial
constraints by exploiting innovative technology under NASA's faster, better, cheaper management
initiative [570].

The Mars Climate Orbiter was launched in December 1998. It was intended to be the �rst
interplanetary weather satellite. It also had a secondary role to act as a communications relay
for the Mars Polar Lander. The Climate Orbiter was to have �red its main engine to achieve an
elliptical orbit around Mars in September 1999 [570]. The intention was that it should spend several
weeks `skimming-through' the upper atmosphere. This aero-braking techniques was to achieve a low
circular orbit using friction against the spacecraft's solar array to reduce the orbital period from
fourteen to two hours. It was during the Mars Orbit Insertion (MOI) maneuver that the Climate
Orbiter was lost. The investigation team describe how:

\During the 9-month journey from Earth to Mars, propulsion maneuvers were period-
ically performed to remove angular momentum buildup in the on-board reaction wheels
(
ywheels). These Angular Momentum Desaturation (AMD) events occurred 10-14 times
more often than was expected by the operations navigation team. This was because the
MCO solar array was asymmetrical relative to the spacecraft body as compared to Mars
Global Surveyor (MGS) which had symmetrical solar arrays. This asymmetric e�ect sig-
ni�cantly increased the Sun-induced (solar pressure-induced) momentum buildup on the
spacecraft. The increased AMD events coupled with the fact that the angular momentum
(impulse) data was in English, rather than metric, units, resulted in small errors being
introduced in the trajectory estimate over the course of the 9-month journey. At the
time of Mars insertion, the spacecraft trajectory was approximately 170 kilometers lower
than planned. As a result, MCO either was destroyed in the atmosphere or re-entered
heliocentric space after leaving Mars atmosphere. "[564]

The subsequent inquiry identi�ed twelve recommendations for the development and operation of the
Polar Lander. These were addressed by the creation of a Mission Safety and Success Team that
drew upon �fty of the Jet Propulsion Laboratory's senior sta�. A `red team' was also created to
chart all activities that were intended to feed the lessons of the Climate Orbiter incident into the
Polar Lander project.

The Mars Polar Lander was launched approximately three months after the loss of the Climate
Orbiter in January, 1999. The same cruise stage was to carry the Polar Lander and two smaller
probes that were known as Deep Space 2. This was a highly innovative mission that intended to
show that miniaturised components could conduct scienti�c experiments in space. Deep Space 2
consisted of two micro-probes that were to be released from the Polar Lander before it entered the
Mars upper atmosphere. These contained a micro-telecommunications system that was designed to
communicate with the orbiting Mars Global Surveyor after the probes had impacted with the planet
surface. The Polar Lander and the Deep Space 2 probes approached Mars in December 1999. A �nal
trajectory-correction maneuver, TCM-5, was executed six and a half hours before estimated entry.
At 12:02 PST, the spacecraft assumed the its entry attitude. A development decision had previously
determined that telemetry data would not be collected during the entry, descent and landing phase.
In consequence, the change in attitude had the e�ect of pointing the antenna away from Earth and
the signal was lost, as expected. The Polar Lander was expected to touchdown at 00:14 PST and
data transmission was scheduled to begin twenty-four minutes later. Data from the DS2 probes was
expected to begin at 07:25 No communications were received from either the Polar Lander or the
Deep Space 2 probes. The investigation team reported that:

\Given the total absence of telemetry data and no response to any of the attempted
recovery actions, it was not expected that a probable cause, or causes, of failure could be
determined. In fact, the probable cause of the loss of MPL has been traced to premature
shutdown of the descent engines, resulting from a vulnerability of the software to transient
signals. Owing to the lack of data, other potential failure modes cannot positively be
ruled out. Nonetheless, the Board judges there to be little doubt about the probable
cause of loss of the mission." [579]
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These `failure' of these two missions provides the case study for the remainder of this chapter. A
number of motivating factors help to justify this decision. For instance, these incidents provide a
rare insight of the way in which organisations must quickly respond to previous incidents. The Jet
Propulsion Laboratory and Lockhead Martin had very limited amounts of time to respond to the loss
of the Climate Orbiter before the Polar Lander had to be launched. These examples have, however,
been deliberately selected for a number of other reasons. They illustrate the failure of leading-
edge technology. Previous chapters have shown that the failure of apparently simple technology
can be caused by many complex factors. The Allentown explosion discussed in Chapter 9 provides
an instance of this. The gas line did not rely upon particularly complex technology. However, the
incident involved regulatory and organisational failure in the decision not to deploy protective devices
and warning systems. The explosion also illustrated complex communication problems between the
utility supplier, the excavators, the property owners etc. The immediate causes also re
ect a failure
in communication and training involving the excavation team and the �re inspectors. The complexity
of the modelling in the previous chapter reinforces this meta-level point that even simple technology
typically has complex failure modes. In contrast, the loss of the Mars missions provides a completely
di�erent challenge. These systems were deliberately designed to `push the technological boundaries'
under NASA's faster, better, cheaper management initiative [570].

It is important to address a number of objections that can be made to the inclusion of these
incidents. Neither of the Mars Surveyor'98 missions resulted in `near misses'. Both involved sig-
ni�cant losses in terms of �nancial resources and in terms of the opportunity costs associated with
their scienti�c objectives. It is important to emphasise, however, that the principle objective in this
chapter is to provide readers with a comparative assessment of di�erent analysis techniques. The
focus is, therefore, on the analytical techniques rather than the incidents themselves. The same mo-
tivations justi�ed the use of the Allentown explosion to illustrate alternative modelling notations in
Chapter 9. The decision to focus on the Mars Climate Orbiter and the Polar Lander is also justi�ed
by NASA's publication policy. Readers can access a mass of primary and secondary material. I do
not know of any near-miss incident that might provide similar opportunities.

Further objections arise because neither of the Mars Surveyor'98 missions posed a direct threat
to human safety once it had left the earth's orbit. It can, therefore, be argued that neither incident
is `safety-critical'. These two case studies can, however illustrate the application of safety-critical
techniques to analyse mission-critical failures. The Mars Climate Orbiter and Polar Lander also
illustrate how safety-critical techniques can be applied more generally to understand the causes
of technological failure. This is not simply a spurious argument about the theoretical value of
safety-critical techniques for mission critical applications. It is a pragmatic observation that has
been recognised by many industries. The investigation boards that investigated the loss of the
Mars missions were governed by the same regulations that cover investigations into the injury and
death of civil-service employees and the general public. NASA Procedures and Guidelines document
NPG:8621.1 introduced the term `mishap' to cover these two aspects of mission critical and safety-
critical failure [571].

Mission-critical failures provide insights into the possible causes of future safety-critical incidents.
This can be seen as a corollary of the previous point. Many analysis techniques reveal common causes
of managerial and regulatory failure. As a result, safety and mission-critical incidents may only be
distinguished by their consequences rather than by their causes. Leveson re
ects this ambiguity when
she de�nes safety to be `freedom from loss' rather than `freedom from injury' [486]. The practical
consequences of this have again been recognised by many organisations. For instance, one of the
principle �ndings of the Presidential Commission into the the loss of the space shuttle Challenger
was that NASA should establish an OÆce of Safety, Reliability and Quality Assurance [713]. This
agency is intended to have direct authority for safety, reliability, and quality assurance throughout
the agency and is independent of other NASA program responsibilities. Such initiatives illustrate
the perceived importance of integrating safety concerns into wider quality assurance techniques.

There is little published information about the common causes of safety-related and mission-
critical incidents. Previous chapters have mentioned Wright's preliminary studies, which suggest
that accidents may have di�erent causes than incidents [874]. By extension, it can be argued
that safety-related incidents may have di�erent underlying causes that mission-critical failures. In
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particular, it can be argued that mission critical incidents stem from other aspects of dependability,
such as security or availability, that have little to do with safety-related failures. Sadly, more time
has been spent on debating the semantics of terms such as `dependability' than has been spent on
determining underlying di�erences between mission-critical and safety-critical failure. Much of the
discussion focuses on the problems of measuring improvements in such as abstract notion when it
can be in
uenced by many more detailed factors including reliability, safety, security, availability
etc [475, 486]. For example, a security improvement might increase the dependability of a system in
some abstract sense. It can also jeopardise safety if operators are prevented from accessing necessary
functions during a systems failure. This debate re
ects divisions within the academic community. It
also re
ects pragmatic distinctions that shape organisational responses to technological failure. For
example, NASA's OÆce of Safety and Mission Assurance provides a common focus for dependability
concerns. This organisation does not, however, derive abstract measures of dependability. The focus
is on gathering and analysing more detailed information about the causes of mission success and
failure. Brevity prevents a more detailed analysis of the practical implications of distinctions between
the various components of dependability. In contrast, our focus is on determining whether similar
analytical techniques can provide insights into both safety-critical and mission-critical incidents. At
present there is insuÆcient evidence to prove or disprove this hypothesis. The case studies in this
chapter can, however, be usefully compared to previous work in incident analysis [409, 470]. Although
the analysis presents a single view upon two isolated case studies, there are many strong similarities
between the detailed causes of these mission failures and the causes of safety related incidents that
were identi�ed in Chapter 3. This should not be surprising given that these safety-related factors
are often presented as generic causes of technological and managerial failure.

10.2 Stage 1: Incident Modelling (Revisited)

This section introduces what the US Department of Energy has described as the `core' analyti-
cal techniques for incident and accident investigation. Figure 10.1 provides an overview of these
techniques.

Figure 10.1: Overview of the Dept. of Energy's `Core' Techniques

The following pages focus on the modelling techniques that form a precursor to any subsequent
causal analysis. In order to understand why an incident occurred, it is �rst necessary to determine
what happened. These are illustrated on the left hand side of Figure 10.1. Unfortunately, the
expressive power of these modelling notation is not as great as some of those introduced in Chapter 9.
As we shall see, it can be diÆcult to represent and reason about detailed temporal relationships
between the events that are represented in these `core' modelling techniques. With these caveats in
mind, the following sections show how event and causal analysis charts can be used to represent the
products of barrier and change analysis. The resulting diagrams then support a more detailed root
cause analysis.
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10.2.1 Events and Causal Factor Charting

Event and Causal Factor (ECF) charts provide a graphical means of representing the sequence of
events leading to a failure. These charts are then annotated with additional causal information. For
now, however, it is suÆcient to observe that the motivating factors that justify the maintenance of
these charts are the same as those for the techniques introduced in Chapter 9:

\Constructing the events and causal factors chart should begin immediately. How-
ever, the initial chart will be only a skeleton of the �nal product. Many events and
conditions will be discovered in a short amount of time, and therefore, the chart should
be updated almost daily throughout the investigative data collection phase. Keeping
the chart up to date helps ensure that the investigation proceeds smoothly, that gaps
in information are identi�ed, and that the investigators have a clear representation of
accident chronology for use in evidence collection and witness interviewing." [207]

Figure 10.2 provides a high-level view of the components of an events and causal factor chart.
A number of guidelines support the development of these diagrams [207]. The process begins by
mapping out a chronology of events. Time is assumed to 
ow from the left of the diagram to the
right. Events represent actions and should be stated with one noun and one active verb. They
should be quanti�ed \as much as possible and whenever applicable". The examples suggest that
analysts specify how far a worker falls rather than only state that the fall occurred. Times and dates
must also be noted and the events should \be derived from" the events that precede them. The
approach, therefore, has strong similarities with the use of timelines in previous chapters. Analysts
must, however, also distinguish a primary chain from other sequences of events that contribute
to the failure. These secondary chains are drawn above the primary line. Without tool support,
the problems of maintaining complex graphical structures can limit the scope for introducing these
additional event sequences.

Figure 10.2: Simpli�ed Structure of an ECF Chart

As mentioned, ECF charts have a super�cial similarity to timelines. Both exploit linear structures
to denote the 
ow of events leading to an incident or accident. Both approaches must, therefore,
consider how to represent state-based information and emergent properties that develop slowly over
time. In the case of ECF Charts, these are denoted by the conditions that appear in the ellipses of
Figure 10.2. Conditions are passive. For example, they denote that `there was bad weather' or that
`workers were tired'. They are also associated with the particular events that they help to in
uence.

Figure 10.3 presents the component symbols that are used in ECF Charts. As with our use of
modelling notations, this approach needs to be adapted to support incident analysis. For instance,
the diamond used to denote an accident in Figure 10.3 can be used more generally to represent
the potential outcome of a `near miss' incident. Similarly, it is likely that there will be far more
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Figure 10.3: Components of ECF Chart

presumptive events and conditions in certain types of incident report systems. For example, analysts
are more likely to be forced to make inferences about the events leading to an incident if they have to
piece together information from a single submission to an anonymous system. Figure 10.4 illustrates
how the ECF notation can be applied to represent the loss of the Mars Climate Orbiter. The
intention is to illustrate the information that might be available to investigators in the immediate
aftermath of an incident. As can be seen, the primary 
ow of events is assumed to begin with the
launch of the mission on the 11th December. Subsequent analysis will extend the scope of events to
consider decisions that were made prior to launch. However, such information may not immediate
be available immediately after such an incident. The mission progressed until the last signal was
received at 09:04:52.

Figure 10.4: High-Level ECF Chart for the Mars Climate Orbiter (MCO)

A number of comments can be made about the use of the ECF notation in Figure 10.4. The
accident symbol is used to denote the loss of the Climate Orbiter; MCO is lost. It does not describe
the nature of the incident in great detail. NASA investigators considered two possible scenarios;
either the craft was destroyed in Mars' atmosphere or it re-entered heliocentric space. These are
not shown here because we do not know whether these possible incidents actually took place. This
ambiguity stems from NASA's decision not to relay telemetry data during Mars Orbit Insertion. The
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same decision was taken during the development of the Polar Lander. This deliberate design feature
reduced project development costs but clearly also reduced the information that was available to
subsequent investigators. As the analysts commented \the decision not to have EDL telemetry was
a defensible project decision, but an indefensible programmatic one." [579].

A second important feature of Figure 10.4 is the way in which it extends beyond the loss of the
MCO's signal. The Operational Navigation team met with Spacecraft Engineers to discuss what
might have caused the apparent mission failure. This meeting formed part of an initial response that
was intended to devise a way of re-establishing contact with the mission and then, later, to learn
any immediate lessons that might a�ect the Mars Polar Lander. Shortly after this meeting, a bug
was discovered in the `Small Forces' software that formed an important component of the navigation
system. This sequence of events is critical to any understanding of the MCO incident, not simply
because it helped to identify the probable cause of the failure but also because it took place before
the NASA Mishap investigation board had been formed.

It is inevitable that informal analysis will be conducted in the aftermath of many incidents. In
particular, the limited launch window for the Mars Polar Lander made it imperative that lessons
were learned as quickly as possible. It can also be argued that by discussing the causes of failure,
engineers can make the best use of any opportunities to mitigate the consequences of an incident.
However, there also a number of concerns about such interim forms of analysis. Firstly, operators
may actually exacerbate the situation if they intervene with partial knowledge about the causes of
an incident. The Chernobyl and Three Mile Island accidents provide graphic illustrations of this
point. In the former case, Soviet operators exacerbated their problems by rapidly inserting control
rods into the reactor that had previously been almost fully withdrawn. Rather than dampening
the reaction, positive void coeÆcients created the opposite e�ect. Operator intervention at Three
Mile Island led the NRC to specify that users should not intervene in similar circumstances without
a suÆcient period to formulate a detailed diagnosis of the causes of the failure [219]. Secondly,
there is a danger that groups who are involved in an incident may prepare an explanation of the
failure that cannot be supported by a more detailed analysis. At its most extreme, this may extend
to collusion in falsifying evidence. At its most benign, the identi�cation of a probable cause by
groups of workers in the aftermath of an incident can have the e�ect of biasing, or blinkering, any
subsequent investigation. Neither of these objections can be applied to the MCO engineers or to
NASA's Mishap Investigation board. It should be noted, however, that the MCO phase I report
focuses almost exclusively on the faults identi�ed by the Operational Navigators and the Spacecraft
Engineers following their meeting on the 27th September.

Figure 10.5: Angular Momentum Desaturation Events A�ect MCO Navigation
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Figure 10.5 extends the previous ECF chart to illustrate an interim stage in the analysis of
the MCO incident. As can be seen, this diagram focuses in on events between the launch and the
completion of the cruise phase. In particular, it focuses on Angular Momentum Desaturation events.
These maneuvers were partially determined by the `Small Forces' software. As Figure 10.4 shows,
this was the code that had been identi�ed as the potential problem by the Operational Navigators
and the Spacecraft Engineers. Figure 10.5 shows that ground based software used pounds of force
per second rather than Newtons per second to represent thruster performance. This code was used
to generate the Angular Momentum Desaturation �le that was then used as input to subsequent
navigation software and so repeated AMD events would compound any inaccuracies. The condition
above the AMD event denotes the observation that Angular Momentum Desaturation maneuvers
had to be carried 10 to 14 times more often that had been planned. This was to counter-act the
momentum that was induced by radiation acting on the spacecraft's solar array. As can be seen, a
secondary line of events explains why AMD maneuvers were so common. A decision was taken to
use asymmetric solar panels. this was di�erent to the symmetric con�guration used on the Mars
Global Surveyor. The frequency of AMD events on the MCO also stemmed from a decision not to
perform what were termed `barbecue' maneuvers in which the craft was 
ipped through 180 degrees
every twenty-four hours.

Figure 10.6: High-Level ECF chart for the Mars Polar Lander (MPL)

Previous ECF charts have focussed on the loss of the MCO. In contrast, Figure 10.6 presents
a very high-level view of the observable events that took place before the loss of the Mars Polar
Lander. It is important to note again that this diagram does not represent the exact events that
might have contributed to the loss of the Lander and the Deep Space 2 probes. The Mars Polar
Lander and Deep Space 2 missions might have been destroyed in the atmosphere or re-entered
heliocentric space. They might also have been damaged by impact on landing or communications
failures might have prevented subsequent communication. The lack of telemetry data can prevent
analysts from assessing the likelihood of these di�erent scenarios until a secondary investigation is
completed. It is also important to note that this incident is slightly more complex than the loss
of the Climate Orbiter. Any failure scenario represented by an ECF chart must account for the
loss of the Lander as well as both of the Deep Space 2 mission. Both probes could independently
communicate with the Mars Global Surveyor after they had been deployed on the planet surface.
A single failure mode is most likely to have occurred prior to the separation of the probes from the
Lander. Any failure after separation is most likely to have involved two di�erent failure modes.

Figure 10.7 provides a more detailed view of two of the failure modes that might explain the
loss of the Polar Lander and Deep Space 2 missions. As can be seen, the nature and scope of the
ECF chart will change as more information becomes available. In this example, the loss of the Polar
Lander occurs after the premature shut down of the engines at forty feet from the planet surface.
This is in
uences by a software condition which speci�ed that the engines should be cut if there were
two consecutive readings from Hall e�ect magnetic sensors and the Lander's radar detected that the
surface was less than forty meters away. Hall e�ect sensors were attached to each of the Lander's
legs. These were intended to function as follows. Once a leg touched the surface of the planet, the
resultant motion would move a magnet away from the sensor. This movement would reduce the
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Figure 10.7: Premature MPL Engine Shut-Down and DS2 Battery Failure
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magnetic �eld below the sensor's trigger level. However, as can be seen from the upper-left event
in Figure 10.7, spurious signals are generated by the sensors when the legs are �rst deployed into
a landing position at some 1,500 meters from the surface. To prevent this from have a disastrous
e�ect, the software systems disregard any signals that are received from the Hall e�ect sensors until
the on-board radar detects the surface at less than forty meters above the surface. The ECF chart
in Figure 10.7 represents a possible failure sequence for this approach. If the sensors generate two
consecutive spurious signals on leg deployment then a variable Touchdown is initially marked as
true. This is not reset to False even though the on-board radar detects that the surface is more that
40 meters away. As a result, when the radar eventually does detect that the surface is 40 meters
away the software retains the spurious value of the Touchdown signal that was generated during
leg deployment. The two conditions in the software are now satis�ed and the engines are cut even
though none of the legs are in contact with the surface.

Figure 10.7 also represents di�erent events leading to the loss of the Deep Space 2 probes. These
probes would have separated from the Lander long before the engines were cut and so a di�erent
explanation has to be found for the loss of any signal between these devices and the Mars Global
Surveyor. A presumptive event is used to denote that the probes correctly separated from the
Lander. There is no means of being completely sure that this did occur given the lack of telemetry
data. A number of alternative failure scenarios can be considered in which the separation did not
take place, these would have to be represented in additional ECF chart. In this example, however,
correct separation leads to the assumptions that the probes impacted with the planet surface but
that both su�ered an electrical failure. The associated condition is used to indicate that this is a
possible failure scenario because there are no common mode failures in the penetrator section of the
probe that could cause a failure in the telecommunications systems. This is a slight simpli�cation
if the tethering mechanisms is considered to be part of the penetrator. The loss of both probes can
be explained by a failure in either the radio assembly or the battery components that were both
located in their aft section.

It is important to stress that the ECF charts in this section provide a very limited view of the
possible failure scenarios. In practice, investigators must develop a number of similar diagrams to
represent alternative sequences of events. It is important also to remember that the ECF technique
was not initially intended to support the analysis of high-technology failures within the aerospace
industry. The Polar Lander and Climate Orbiter case studies were deliberately chosen as a challenge
to the application of these analytical techniques. For example, the decision not to provide telemetry
links during the Lander's Entry, Descent and Landing or the Orbiter's insertion creates a degree of
uncertainty that is not often apparent in the more usual application of ECF diagrams to occupational
injuries [207].

This section has shown how ECF charts can be used to develop high-level reconstructions of the
events that contribute to particular failure scenarios. As can be seen, this involves the identi�cation
of observable events, such as the last signals from the Lander, and presumptive events, such as
battery damage to the Deep Space 2 probes. These diagrams, therefore, represent an initial stage
in the causal analysis of an incident [209]. However, they do not go much beyond the reconstructive
modelling techniques that were introduced in Chapter 9. To distinguish between root causes and
contributory causes, investigators must recruit a range of complementary analytical techniques.
These can be used to ask deeper questions about why particular events did or did not contribute to
a failure scenario. The results of techniques, such as barrier analysis, can then be used to develop
more detailed ECF diagrams.

10.2.2 Barrier Analysis

Barrier analysis has its modern roots in the early 1970's when Haddon proposed a taxonomy of
di�erent controls that can be used to mitigate or direct the transfer of energy in safety-critical
systems [298]. These included measures to reduce the amount of energy that is generated, measures
to separate a target from the source of energy either in time or space, measures to modify shock
concentration surfaces and to strengthen the target. These general ideas led to the development
of more formal techniques for barrier analysis both as a tool for incident analysis and also as a
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constructive design tool. As with ECF charting, this technique was driven by the requirements of
the US Department of Energy to develop techniques that support the development and analysis of
a range of hazardous processes, including nuclear power generation. It is important to stress that
barrier analysis also supports the reconstruction and simulation techniques that were described in
previous chapters. Fault trees, time-lines, Petri Nets can all be used to capture insights about the
successes and failures of potential `protection devices'. However, barrier analysis is most often used
by analysts as a means of extending an initial ECF chart to consider a broader range of potential
root causes.

Barrier analysis starts from the assumption that a hazard comes into contact with a target be-
cause barriers or controls were unused or inadequate. A hazard is usually thought of as an unwanted
energy transfer such as the passage of electricity from an item of equipment to an unprotected
worker. Energy can be `kinetic, biological acoustical, chemical, electrical, mechanical potential,
electro-magnetic, thermal or radiation' [207]. The target is the person, equipment or other object
that can be harmed by a hazard. Barriers represent the diverse physical and organisational measures
that are taken to prevent a target from being a�ected by a potential hazard. Although distinctions
are blurred, many barrier analysis techniques identify controls and safety devices. Control barri-
ers direct wanted or `desired' energy 
ows. They include conductors, disconnect switches, pressure
vessels and approved work methods. Safety devices are barriers to unwanted energy 
ows. These
include protective equipment, guard rails, safety training and emergency places [208]. The reason
that such distinctions can be diÆcult to make is that the same energy 
ow might be both wanted
and unwanted at di�erent times during an application process. For instance, the Landers thrusters
deliver necessary power during the landing sequence. However, this same power source might topple
the craft if it continues after the legs have touched the planet surface. The Hall sensors can, there-
fore, be seen both as controls and safety devices. They acted as a control during the descent because
they kept the thrusters working. If the engines were cut then the Lander would be destroyed. How-
ever, one the craft has landed the same devices act as safety devices because the power is no longer
wanted. Have acknowledged the practical diÆculties created by any distinction between safety and
control devices, it is possible to distinguish a number of further barriers.

It is possible to identify three di�erent forms of barriers: people; process and technology. For
example, material technology has produced physical barriers that directly prevent a hazard from
a�ecting a target. They include guards, gloves and goggles, protective clothing, shields. As we
shall see, these devices are often rated to be e�ective within certain tolerances. For example, a
�reguard may provide protection against a �re within particular heat and time limitations. Dynamic
barriers include warning devices and alarms [208]. These are not continually apparent but are only
issued when the system detects that there may be a potential hazard. This de�nition can also be
extended to include physical interlocks that restrict access or actions during critical phases of an
operation. The limitations with this approach stem from the dynamic nature of these warnings.
Operators may fail to notice information about a potential hazard. Operators may also choose
to disregard or circumvent warnings, especially, if they have been presented with a succession of
false alarms. Conversely, warnings may not be invoked even though a hazard may be present. This
poses a particular threat if operators grow accustomed to the additional protection a�orded by these
barriers.

Process barriers include the use of training, of checklists, of standard operating procedures and
other forms of workplace regulation that are intended to protect operators and their equipment from
potential hazards. Chapter 3 has argued that these procedures can either be explicitly supported by
line management or they may arise over time as the result of implicit procedures within everyday
working practices. The later class of barriers can be unreliable if new employees fail to observe the
way in which existing employees follow these unwritten rules.

People also represent a further class of barrier that can protect a target from a hazard. Human
often act as the last barrier against the adverse consequences of energy transfers. The OÆce of
Operating Experience, Analysis and Feedback in the US Department of Energy concludes that:

\Human action is often, but not always, associated with a procedural barrier. Ex-
amples of human action serving to control a hazard are controlling and extinguishing
a �re, de-energizing an electrical circuit either in response to a procedure or as part of
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safe work practice, evacuating a building in response to a �re or a criticality alarm, etc."
[205].

Managerial and administrative policies can also be interpreted as a form of meta-level barrier.
These constraints do not directly protect any particular target from any particular hazard. For
instance, they do not directly involve a physical device shielding the operator from a heat source. In
contrast, managerial and administrative barriers help to ensure that the acquisition, development,
installation and maintenance of a system ensures the adequate provision of more direct barriers to
protect potential targets.

The previous paragraphs have mentioned that there are a number of di�erent ways in which
barriers can fail. The following list provides a high-level overview of these failure modes:

� Barrier is impractical - impossible. There are situations in which it is impossible to provide
adequate barriers against a potential energy transfer. Ideally, such situations are identi�ed
during a safety analysis. If the hazard could not be prevented or mitigated, regulators should
ensure that the process fails to gain necessary permissions. Payne provides numerous examples
of this in his analysis of planning applications for safety-critical production processes [669]. He
cites a series of incidents in which it was impossible to protect the public once chemicals had
been released into the environment. In retrospect, permission should not have been granted
for the processes to be sited within urban developments.

� Barrier is impractical - uneconomic. In other circumstances, it may be technically feasible to
develop appropriate barriers but their cost may prevent them from being deployed. As we have
seen, a spate of `near misses' and accidents persuaded regulators to back the introduction of
a Train Protection Warning System on UK railways. This is estimated to cost approximately
$310 million. The more sophisticated Advanced Train Protection system was rejected as being
uneconomic, at an estimated cost of $2 billion [690]. The obvious weakness with this form of
analysis is that the perceived bene�ts that are associated with particular barriers can change
in response to public anxiety over particular incidents. The Southall and Paddington crashes
led to a detailed reassessment of the economic arguments against the introduction of the more
advanced system.

� Barrier fails - partially. A barrier that has been successfully introduced into an application
process may, however, fail to fully protect the target from a potential hazard. This is an
important class of failure in many incident reporting systems because it represents situations in
which barriers provide some protection but may not, under other circumstances, have prevented
the hazard from being relaised. For instance, the Mishap Investigation Board into the loss of
the Climate Orbiter directed the Polar Lander team to introduce a series of protective barriers.
These included the establishment of a `red team' that was intended to:

\study mission scenarios, to ensure operational readiness and to validate risks...
This team provides an independent, aggressive, almost adversarial yet helpful role,
addressing all levels of the project from high-level requirements down through sub-
system design. Key review items include: ensuring system success and reliability;
reviewing overall system design and design decisions; reviewing system safety and
reliability analyses and risk assessments; reviewing planned and completed testing;
and reviewing operational processes, procedures and team preparation. Red team
review results and recommendations are reported to the project manager and the
project team, as well as senior level management at the centers." [570]

While this device undoubtedly helped to protect the Polar Lander against a number of potential
hazards, it failed to provide total protection against the failure modes that were identi�ed in
the aftermath of this second incident.

� Barrier fails - totally. The distinction between partial and total protection depends upon the
nature of the application. This can be illustrated by assuming for a moment that the failure
scenario in Figure 10.7 is an accurate representation of the events leading to the loss of the
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Polar Lander. The on-board systems prevented it from immediately cutting its engines when
the Hall e�ect sensors �rst detected spurious readings. From this perspective, the software
provided partial protection. However, the software completely failed in terms of the overall
mission objectives. The protection was insuÆcient to ensure the safe landing of the craft. This
example illustrates how the success or failure of a barrier must be interpreted with respect
to the overall safety objectives of the system as a whole. The craft was lost and hence the
protection is interpreted to have failed in its intended function.

� Barrier is not used - not provided. This describes a situation in which a barrier might have
protected a target had it been available. At a prosaic level, the bug in the Polar Lander software
could have been removed by the addition of a statement, (IndicatorState = False), when the
radar detects the forty meter threshold. This need not have provided total protection for the
mission. There are a number of alternative failure modes. For instance, the Lander may have
encountered terrain with a slope steep enough to destabilize the craft on landing.

� Barrier is not used - by error. Barriers may not be used during an incident even though they
are available and might prevent a target from being exposed to a hazard. For example, the
Climate Orbiter had a contingency maneuver plan in place to execute a Trajectory Correction
Maneuver (TCM5). This was intended to raise the the orbit, in fact the second pariapsis
passage, to a safe altitude [570]. TCM5 could have been used shortly before Mars Orbit
Insertion as an emergency maneuver. It was discussed verbally before the MOI but was never
executed. The NASA investigators commented that \the analysis, tests and procedures to
commit to a TCM5 in the event of a safety issue were not completed, nor attempted" [570].
In consequence, the operations team were not prepared for such a maneuver.

The previous paragraphs have introduced a number of high-level concepts: barriers; targets and
hazards. We have also identi�ed ways in barriers may fail to protect a target or may not be
available to mitigate or control a potential hazard. We have not, however, provided a mechanism
by which these general observations can support the causal analysis of adverse occurrences. Nor
have we shown how the �ndings of such an analysis can be integrated into the ECF charts that were
developed in the previous section. Barrier tables, such as that shown in Table 10.1, can be used to
address this omission.

Hazard: Target:
Impact/Re-Entry Mars Climate Orbiter
Barrier Reason for failure?

Lack of sta�
People Changes in management

Inadequate training/skills
Poor communication

Separation of development and operations teams
Process No systematic hazard analysis

Inadequate testing
Lack of oversight

Incorrect trajectory modelling
Technology Tracking problems

Rejection of barbecue mode
Rejection of TCM-5

Table 10.1: Level 1 Barrier Table for the Loss of the Climate Orbiter.

Table 10.1 provides a high level view of the barriers that were intended to prevent the Climate
Orbiter from re-entering heliocentric space or impacting the planet surface. As can be seen, the
people, process and technology distinctions are retained from the previous paragraphs. This re
ects
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the key components forMission Success First that was advocated by the NASA mishap investigators.
They argued that \every individual on the program/project team (must) continuously employ solid
engineering and scienti�c discipline, take personal ownership for their project development e�orts
and continuously manage risk in order to design, develop and deliver robust systems capable of
supporting all mission scenarios" [570]. Table 10.1 records some of the reasons why the individuals
involved in the Climate Orbiter project failed to adequately protect against the potential loss of the
mission.

People Barriers

Firstly, there were insuÆcient sta�. The primary investigation found that the staÆng of the opera-
tions navigation team was less than adequate. In particular, the Mars Surveyor Operations Project
was responsible for running the Global Surveyor and the Polar Lander in addition to the Climate
Orbiter. The investigation revealed that these divided responsibilities tended to `dilute' the focus on
any single mission. This loading had a particular e�ect on the Climate Orbiter's navigation team.
The two individuals who led this group found it very diÆcult to provide the twenty-four hour a day
coverage that was recommended during critical phases of a mission, such as the Climate Orbiter's
MOI [564]. The loss of the Climate Orbiter led to an increase in the number of navigators who were
assigned to the Polar Lander project. In terms of the earlier mission, however, this lack of personnel
may have prevented the navigation team from sustaining their investigation into the anomalies that
they found between the ground-based and on-board navigation systems. This, in turn, reduced the
navigation team's ability to operate as an e�ective barrier to any navigational problems that might
ultimately threaten the success of the mission.

Barrier analysis can also be used to identify further ways in which individuals failed to prevent the
loss of the Climate Orbiter. In particular, changes in management prevented an e�ective response
to the navigation problems. During the months leading up to MOI, the investigators found that the
Mars Surveyor operations team had \some key personnel vacancies and a change in top management"
[570]. A number of further problems reduced management e�ectiveness in combating particular
hazards. For example, there was a perceived `lack of ownership' by some operations personnel
who felt that the mission had simply been passed onto them by the development teams. A key
management failure in this process was that the operations team had no systems engineering or
mission assurance personnel who might have monitored the implementation of the process. This, in
turn, might have helped to improve communication between these di�erent phases of the mission.
Poor communication appears as a separate explanation for the way in which human barriers failed
to prevent mission failure. The investigators concluded that \the spacecraft operations team did
not understand the concerns of the operations navigation team" [564].The operations navigation
team appeared to be isolated from the development team and from their colleagues in other areas
of operations. Other problems stemmed from the nature of group communications during the cruise
phase. For example, the navigation team relied on email to coordinate their response once the
con
icts were identi�ed in the navigation data. The investigators were concerned that this use of
technology enabled some of the problems to `slip through the cracks'.

Primary and secondary investigations also identi�ed inadequate training as a potential reason
why sta� failed to identify the potential hazard to the mission. This was connected to the lack of
key personnel because there was no adequate means of ensuring that new team members acquired
necessary operational skills. In particular, there was no explicit mentoring system [570]. The
investigators argued that the \failure to use metric units in the coding of the Small Forces ground
software used in trajectory modeling...might have been uncovered with proper training" [564]. Such
comments are signi�cant because they come very close to the counterfactual arguments that have
been associated with root cause analysis [25]. One particularly important area for concern was
that the the operations navigation team was not familiar with the attitude control system on-board
the Climate orbiter; \these functions and their rami�cations for Mars Climate Orbiter navigation
were fully understood by neither the operations navigation team nor the spacecraft team, due to
inexperience and miscommunication" [570]. This lack of familiarity with spacecraft characteristics
had considerable consequences throughout the incident. In particular, it may have prevented the
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operational navigation team from appreciating the full signi�cance of the discrepancies that were
identi�ed.

Table 10.1 summarises the reasons why individuals failed to protect the Climate Orbiter from
mission failure. The previous paragraphs have built upon this analysis to explain why lack of sta�,
changes in management, inadequate training and poor communication had an adverse e�ect upon
potential barriers. We have not shown how the results of this analysis might be used to inform the
development of E�ects and Causal Factor diagrams. The �rst problem in incorporating these addi-
tional insights is that many of the barriers, described above, relate to distal factors. They in
uence
several of the events in Figures 10.4 and 10.5. A second issue is that barrier analysis, typically, helps
to identify additional events that ought to be introduced into an E�ects and Causal Factor diagram.
This is particularly important because primary investigations often focus on catalytic events rather
than events that weakened particular barriers.

Figure 10.8: Integrating the Products of Barrier Analysis into ECF Charts

Figure 10.8 integrates our analysis of the human barriers to mission failure into an ECF chart.
As can be seen, this diagram introduces a new event into the primary sequence. This denotes the
decision not to initiate the TCM-5 maneuver. It was introduced because the previous barrier analysis
identi�ed TCM-5 as an important opportunity for preventing the hazard from a�ecting the target.
Figure 10.8 also uses the insights from the barrier analysis to explain why this opportunity was
not acted upon. Lack of sta�, inadequate training, management changes and poor communication
between the operational navigation and spacecraft teams were all factors in the failure to perceive
the signi�cance of the AMD data anomaly. Figure 10.8 also illustrates the way in which barrier
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analysis helps to identify key event sequences that may not have been identi�ed during the initial
analysis of an adverse occurrence. As can be seen, this ECF chart has been extended to represent the
fact that �le formatting errors prevented the navigation team from identifying the AMD anomaly
until more than four months after launch.

Process Barriers

Table 10.1 identi�ed four ways in which process barriers may have failed during the Climate Orbiter
incident. These related to the separation of the development and operations teams, to the lack
of any systematic hazard analysis, to inadequate testing and to the lack of management oversight
during particular phases of the mission.

The previous section identi�ed that many of the operational sta� lacked necessary training about
the operating characteristics of the Climate Orbiter. One reason for this was that the overall
project plan did not provide for a careful hand-over from the development project to the operations
sta�. The Climate Orbiter was also the �rst mission to be supported by a multi-mission Mars
Surveyor Operations Project. The operations sta� had to assume control of the Climate Orbiter
project without losing track of the Global Orbiter and the Polar Lander missions. These logistical
problems were compounded by that fact that the Climate Orbiter project was the �rst Jet Propulsion
Laboratory mission in which only a small number of development sta� were `transitioned' into the
operations team. No navigation personnel, made this move from the development of the Climate
Orbiter into its operation. This had a number of important consequences for subsequent events
during the incident. In particular, the navigation team and other operational sta� may have made
a number of incorrect assumptions about hardware and software similarities between the Global
Surveyor and the Climate Orbiter. The investigators argued that:

\This apparently caused the operations navigation team to acquire insuÆcient tech-
nical knowledge of the spacecraft, its operation, and its potential impact to navigation
computations. The operations navigation team did not know until long after launch that
the spacecraft routinely calculated, and transmitted to Earth, velocity change data for
the angular momentum desaturation events. An early comparison of these spacecraft-
generated data with the tracking data might have uncovered the units problem that
ultimately led to the loss of the spacecraft. " [564].

The key point here is that the decision not to transition key development sta� into the operation
phase removed one of the procedural barriers that otherwise protect JPL missions. The navigational
operations team might have realised the potential signi�cance of the AMS anomaly if they had known
more about the decisions that had informed the development of the Climate Orbiter.

Figure 10.9 shows how barrier analysis helps to identify a number of additional events and
conditions that in
uenced the course of the incident. The ECF chart has been extended to explicitly
denote that a minimal number of development sta� were transferred to the operations teams. A
number of associated conditions show that the plans for this transition were less than adequate and
that this was the �rst project for the multi-mission Mars Survey Operations project. The previous
barrier analysis, however, also raises a number of important questions about the construction of
ECF charts. For example, the decision only to transfer a minimal number of sta� helped to create
the conditions in which operational teams made inappropriate assumptions about the similarity
between the Global Surveyor and the Climate Orbiter. These erroneous nature of these suppositions
is underlined by the changes in the solar array that are also noted on Figure 10.9. Problems arise
because although these incorrect assumptions stem from early in the transition from development
to operations, they continue to have an in
uence throughout the incident. This is diÆcult to denote
use the ECF format introduced in previous section. The condition that represents the potential for
incorrect assumptions is surrounded by a double line. Later sections will explain how such conditions
provide an important starting point for any subsequent attempts to distinguish root causes from
contributory factors.

The hand-over from development to operation was one of several process issues that undermined
the Climate Orbiter mission. The lack of any systematic hazard assessment, for instance using Fault
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Figure 10.9: Process Barriers Fail to Protect the Climate Orbiter

Tree analysis, had numerous consequences for the mission as a whole. This prevented engineers from
considering a range of possible failure modes. It also prevented the development and operations teams
from conducting a systematic assessment of what were, and what were not, mission critical features.
In particular, some form of hazard analysis might have helped to identify that speci�c elements
of the ground software could be `mission critical' for the operations navigation team. Finally, the
lack of a coherent hazard analysis may also have led to inadequate contingency planning. This is
particularly apparent in the lack of preparation for TCM-5, mentioned in previous paragraphs. As
can be seen, the failure to conduct such an analysis had the knock-on e�ect of removing a number
of potential barriers that might have either detected the navigation software as a critical component
prior to launch or might, subsequently, have encouraged operations to reconsider contingency plans
once the anomaly had been discovered.

The previous paragraph argued that the lack of any systematic hazard analysis illustrates a
further failure of process barriers. Figure 10.10 builds on this analysis by integrating it into the
previous ECF charts. This illustrates one of the issues that can complicate the construction of such
diagrams. It can be diÆcult to decide whether or not a particular failure should be represented
by the event that triggered the failure or by the conditions that form the consequences of that
event. For example, Figure 10.10 include an event labelled Decision not to perform an a priori analysis
of what could go wrong on the MCO. This might have been represented by a condition labelled
there was no systematic hazard analysis. The ECF manuals provide little guidance on this issue
[209, 207]. It is important, however, that some heuristic be used to guide the construction of these
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Figure 10.10: Process Barriers Fail to Protect the Climate Orbiter (2)

diagrams. We have, therefore, use events to denote those stages in an incident that might become
a focus for subsequent analysis. Investigators might decide that more needs to be known about the
circumstances that in
uenced any decision not to conduct a systemic hazard analysis. This decision
is, therefore, represented as an event rather than a condition.

Further process barriers were undermined by the lack of any sustained validation at a systems
level. Navigation requirements were set at too high a management level. In consequence, program-
mers and engineers were left to determine how best to satisfy those requirements without detailed
guidance from others involved in the development process. These problems might not have been
so severe had their consequences been detected by an adequate validation process. Several signif-
icant system and subsystem 
aws were, however, only uncovered after the Climate Orbiter had
been launched. For instance, �le format errors prevented the navigation team from receiving and
interpreting telemetry from the ground system for almost six months. The NASA investigators
argued that there was \inadequate independent veri�cation and validation of Mars Climate Orbiter
ground software (end-to-end testing to validate the small forces ground software performance and
its applicability to the software interface speci�cation did not appear to be accomplished)" [570].

The validation issues and the lack of any system level hazard analysis were exacerbated by a more
general lack of oversight during the Climate Orbiter mission. There was little Jet Propulsion Labo-
ratory oversight of Lockheed Martin Astronautics subsystem developments. This created problems
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as the level of staÆng was reduced during the transition from development to operations. Several
mission critical functions, including navigation and software validation, received insuÆcient manage-
ment oversight. It also became diÆcult to maintain lines of responsibility and accountability during
the project. This point can be illustrated by the Mishap board's description of the relationship
between JPL and the contractor:

\Lockheed Martin Astronautics of Denver, Colorado was selected as the prime con-
tractor. Lockheed Martin Astronautics contracted development responsibilities were to
design and develop both spacecraft, lead 
ight system integration and test, and sup-
port launch operations. JPL retained responsibilities for overall project management,
spacecraft and instrument development management, project system engineering, mis-
sion design, navigation design, mission operation system development, ground data sys-
tem development, and mission assurance. The Mars Surveyor Project'98 assigned the
responsibility for mission operations systems/ground data systems development to the
Mars Surveyor Operations Project, Lockheed Martin Astronautics provided support to
Mars Surveyor Operations Project for mission operations systems/ground data systems
development tasks related to spacecraft test and operations." [564]

Recurring questions in the NASA investigation included `Who is in charge?' and `Who is the mission
manager?'. The investigators reported repeated examples of `hesitancy and wavering' whenever
individuals attempted to answer the latter question. This is not surprising given the comments
made about the feelings of guilt and blame that often operators' reactions to adverse occurrences,
see Chapter 5. However, the NASA board also describe how one interviewee answered that the 
ight
operations manager was acting like a mission manager without being designated as such.

Figure 10.11: Process Barriers Fail to Protect the Climate Orbiter (3)

Figure 10.11 shows how the insights that can be derived from a barrier analysis of process failures
can be represented within the previous ECF charts. As can be seen the lack of oversight had an
important e�ect on many diverse aspects of the Climate Orbiter's development and operation. It
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this oversight had been in place then it might have persuaded participants to be more circumspect in
their assumptions about the Climate Orbiter's hardware and software characteristics. More coherent
oversight might also have encouraged a systemic hazard analysis, especially if more attention had
been paid to the validation of high-level requirements.

It should be apparent from the preceding paragraphs that there is no automatic means of prop-
agating the �ndings of a barrier analysis into the graphical representations of an ECF chart. The
investigator must determine how best to translate the �ndings of their analysis into the events and
conditions of Figures 10.10 and 10.11. It, therefore, follows that di�erent investigators might derive
di�erent event structures from those shown in this chapter. This introduces a number of concerns
about the consistency and validity of any analysis. I am unaware of any research having been con-
ducted into these important aspects of the ECF technique. It can, however, be argued that this
analytical process is less about the development of a single coherent view than it is about the explicit
representation of what might otherise remain implicit assessments about the success or failure of
particular barriers.

Technological Barriers

Technological barriers can also be deployed to support the protection that people and processes
provide for safety-critical and mission-critical applications. Table 10.1 has identi�ed four ways
in which these technological barriers failed to support the Climate Orbiter mission. There were
problems with the trajectory modelling that was intended to identify that potential navigation
hazards. The tracking systems that were intended to identify failures in the trajectory models also
provided contradictory information. The failure of these barriers became increasingly important
because of decisions not to exploit some of the technological measures, including the barbecue mode
and TCM-5 contingency, that might otherwise have prevented the mishap from occurring.

The barbecue mode involved a plan to `
ip' the spacecraft by 180 degrees every twenty-four
hours. This would have reduced the need for AMD events. The rotation of the aircraft would
ensure that any momentum induced by the asymmetric solar panels would have been counteracted
in the following twenty-four hours. Previous sections have already shown how this decision can be
introduced in an ECF chart, for example Figure 10.5. Similarly, Figure 10.8 introduced the decision
not to initiate the TCM-5 maneuver into previous ECF charts. This formed part of an analysis
into the failure of people-related barriers. Rather than extend the scope of these previous diagrams,
this section focuses on the technological problems that removed navigation and tracking safeguards.
Subsequent paragraphs go on to perform a more detailed analysis of the software `bugs' that removed
many of the technological barriers to mission failure.

The previous section has described how problems in the validation of mission critical software
created a situation in which several systems had to be debugged during the cruise phase of the
mission. This created particular problems because these systems provided important barriers against
mission failure. In particular, ground software could not be used to perform the anticipated Angular
Momentum Desaturation calculations during the �rst four months of the cruise. Multiple �le format
errors were compounded by problems with the data types that were used to represent the spacecraft's
attitude. As we have seen, the operations navigation team was forced to use email from the contractor
to notify them when a desaturation event was occurring. They then attempted to model the impact
on the Climate Orbiter's trajectory using timing information and the manufacturer's performance
data. It was not until April 1999 that operations sta� could begin using the correctly formatted
�les. It took a further week for the navigation team to diagnose that the �les underestimated the
trajectory perturbations due to desaturation events.

The �le format and content errors removed important barriers that might otherwise have pro-
tected the mission. They prevented the operations navigation team from being able to quickly
detect and investigate the underlying calculation problems. These problems might not have had
severe consequences if other forms of protection had also been available. In particular, the oper-
ations navigation team had limited means of tracking and monitoring the consequences of AMD
events. It was diÆcult to observe the total magnitude of the thrust because of the relative geometry
of the thrusters used for AMD activities and the Earth-to-spacecraft line of sight. In consequence,
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the navigation team had to rely upon the spacecraft's Doppler shift to measure the thrust in this
plane. These problems were compounded by the fact that the primary component of the thrust was
also perpendicular to the spacecrafts 
ight path. Changes had to be measured with respect to the
craft's original velocity along that plane. These measurement problems stemmed from a navigation
strategy that depended on the Earth-based, Deep Space Network to track the Mars Climate Orbiter.
A number of alternative technologies might have been used. For instance, the Polar Lander mission
also recruited a measurement technique known as `Near Simultaneous Tracking'. These alternatives
were not implemented or were not operational when the Climate Orbiters reached the point of Mars
Orbital Insertion [570]. It is important to note, however, that even if they had been implemented
they may actually have contributed to the existing confusion about navigation data:

\The use of supplemental tracking data types to enhance or increase the accuracy
of the Mars Polar Lander navigation solutions was discussed. One data type listed in
the Mars Polar Lander Mission Planning Databook as a requirement to meet the Entry
Descent Landing (EDL) target condition to a performance of better than 95 percent is
the Near Simultaneous Tracking (NST). Additional data types discussed were the use
of a three-way measurement and a di�erence range process. These data types would be
used independently to assess the two-way coherent measurement data types (range and
Doppler) baselined by the prime operations navigation team. During the presentations
to the Mishap Investigation Board, it was stated that the Mars Polar Lander navigation
team lead would be involved in the detailed analysis of the NST data. The application
of a NST data type is relatively new to the Mars Polar Lander mission navigation pro-
cedure. These data types have not been previously used for Mars Climate Orbiter or
Mars Polar Lander navigation. The results of the new data types in addition to range
and Doppler only-solutions could potentially add to the uncertainty of the best estimate
of the trajectory at the EDL conditions." [564]

Figure 10.12: Technological Barriers Fail to Protect the Climate Orbiter

Figure 10.12 introduces these technological issues into previous ECF diagrams. This diagram
includes an event labelled Decision not to implement alternative tracking techniques and a condition
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Reliance on Doppler shift measurements and the Deep Space network exacerbated attempts to directly
observe the impact of AMD events. As can be seen, this reliance upon a particular tracking technology
contributed to the failure of the people-based barriers mentioned in previous sections. This analysis
raises a number of additional meta-level points that can be made about the use of barrier analysis
to drive the development of ECF charts. It introduces a new event into the primary sequence. This
denotes the decision not to initiate the TCM-5 maneuver. Although we have distinguished between
the people, process and technology-based barriers, incidents often stem from complex interactions
between these di�erent protection mechanisms. A failure in one area of a system, as we have often
seen, will compromise other forms of protection. The diÆculties of making direct observations about
the AMD events frustrated attempts to quantify any residual navigation error. The signi�cance of
any such error was not fully understood; key personnel were not familiar with the Climate Orbiter's
operating characteristics.

Previous paragraphs have used a relatively high-level barrier analysis to re�ne and guide the
development of more detailed ECF charts. For example, Table 10.1 is relatively abstract when
compared with the more detailed events and conditions in Figure 10.12. It is, however, possible to
construct barrier tables that capture more detailed observations about the problems that exacerbate
mission failures. Table 10.2 builds upon the previous analysis to look at the more detailed reasons
why the software bugs in the trajectory modelling were propagated beyond the development of the
Climate Orbiter. These reasons focus on three potential barriers. The Software Interface Speci�ca-
tion describe the units that were to be used within the project. In order to understand the failure
of the Climate Orbiter, it is important to understand why this speci�cation was not followed. The
development and operations team also had detailed plans for the validation of system components.
Again, it is important to understand why these plans failed to ensure the success of the mission. Fi-
nally, JPL supported a form of incident reporting system known as the Incident, Surprise, Anomaly
scheme. This was deliberately intended to ensure that concerns, such as the anomalous data from
the ground navigation software, was not ignored. If it had been reported to the system, there is a
good chance that the concerns of the navigation team would have been addressed before TCM-5.

Hazard: Target:
Impact/Re-Entry Mars Climate Orbiter

Level 2 Technology: Incorrect Trajectory Modelling
Barrier Reason for failure?

Software No software audit to ensure SIS conformance
Interface Poor navigation-spacecraft team communication.
Speci�cation Inadequate training on importance of SIS

Software Unclear if independent tests conducted.
Testing and Failure to recognise mission critical software.
Validation Poor understanding of interface issues

Incident Team member did not use ISA scheme.
Reporting Leaders fail to encourage reporting.
Systems Domain experts not consulted.

Table 10.2: Level 2 Barrier Table for the Loss of the Climate Orbiter.

The Mars Surveyor Operators Project was guided by a Software Interface Speci�cation (SIS)
that both the format and units of the AMD �le. This �le was generated by SM FORCES software
running on ground-based computers. In order to satisfy the SIS requirements it was anticipated
that this software would use metric units of Newtons per second to represent thruster performance
data. As we have seen, however, the SM FORCES software used English units of pounds per
second. Subsequent processing of the AMD data by the navigation software algorithms therefore,
underestimated the e�ect of AMD events on the spacecraft trajectory. The data was incorrect by
a factor of 4.45; the ratio of force in pounds to Newtons. The SIS was intended to provide an
important barrier against the type of software problems that led to the navigation software error.
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The previous analysis does not, however, explain why the SIS failed to protect the system in the
manner intended. Primary and secondary investigations identi�ed inadequate training a key reason
why development engineers failed to satisfy the interface requirements: \the small forces software
development team needed additional training in the ground software development process and in
the use and importance of following the Mission Operations SIS" [564].

Inadequate training about the importance of the SIS was compounded by a lack of training
about appropriate testing techniques for the `small forces' software. Not only did this increase
the likelihood that the software would not comply with project interface requirements but it also
reduced the likelihood that any anomalies would be identi�ed. The investigators expressed a number
of additional concerns about the testing procedures that were used during the development of the
Climate Orbiter. It was unclear whether or not the ground software had been inspected by an
independent validator. This lack of rigour can be explained by a possible perception that the
small forces software was not `mission critical'. It can, therefore, be argued that the technological
defences of an independent veri�cation and validation program were breached by a managerial lack
of oversight and the decision not to perform a system level hazard analysis.

The Mishap Board recommended that the Polar Lander teams should develop a veri�cation
matrix. One axis would denote all mission-critical project requirements. A second axis would
denote the subsequent `mile-posts' in mission development. A cell in the table would only be ticked
if developers could present test results to demonstrate that the associated requirement had been met.
The intention was that the veri�cation matrix would explicitly record the test results for various
requirements in Interface Control Documents, such as the SIS. It was also argued that the technical
end-users of ground software applications should be required to sign-o� these veri�cation matrices.

Previous paragraphs have argued that limited training of key development sta� led to an igno-
rance about the SIS and to inadequate testing of ground based software, including the small forces
routines. Inadequate training also compromised a number of other barriers that might have pro-
tected the Climate Orbiter. In particular, the secondary investigation found members of the project
team that did not understand the purpose or mechanisms of the Incident, Surprise, Anomaly (ISA)
scheme. This �nding is particularly important given the topic of this book. The ISA system was
the primary means of providing information about adverse occurrences. Potential faults were logged
with the system. Any subsequent remedial actions were then carefully monitored to ensure that the
underlying issues were dealt with:

\A critical de�ciency in Mars Climate Orbiter project management was the lack
of discipline in reporting problems and insuÆcient follow-up. The primary, structured
problem-reporting procedure used by the Jet Propulsion Laboratory the Incident, Sur-
prise, Anomaly process was not embraced by the whole team. Project leadership did
not instill the necessary sense of authority and responsibility in workers that would have
spurred them to broadcast problems they detected so those problems might be articu-
lated, interpreted and elevated to the highest appropriate level, until resolved." [570]

It is diÆcult to underestimate the importance of these points. If the navigation anomalies has been
reported to the ISA system then there is a good chance that the navigation and spacecraft operations
teams would have been requested to provide a coordinated response. This response might also have
involved mission scientists who had the most knowledge of Mars, of the on-board instruments and
of the mission science objectives. The investigators subsequently argued that their input could well
have reversed the decision not to perform the TCM-5 maneuver.

Figure 10.13 presents an ECF chart that captures some of the more detailed events and conditions
that helped to undermine the defences against software `bugs' on the Climate Orbityer mission. As
can be seen, the insights provided by the previous barrier analysis relate to two di�erent stages in
the mission. The top-left of the diagram represents the developers' failure to use the SIS or then to
discover that this interface had been violated. Events have been introduced to represent that the
SM Forces routines are written using imperial and not metric units for thruster performance and that
Limited independent testing of the ground based SM Forces routines took place. In contrast, the lower
left-hand side of Figure 10.13 represents the failure of the operational sta� to report the apparent
navigation anomaly using the ISA scheme.
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Figure 10.13: Technological Barriers Fail to Protect the Climate Orbiter (2)

As can be seen, training failures are represented by conditions in both areas of this diagram. This
observation has a more general signi�cance beyond our analysis of the Climate Orbiter mission.
Chapter 3 argued that training is often perceived to be a low cost work-around for a range of
deeper design, development and management problems. It should not, therefore, be surprising if
inadequate training is often identi�ed in the role of a failed barrier or inadequate form of protection.
It is regrettable that `improved training' is often advocated as the remedy for this problem. More
might be gained from a closer examination of why training failed to provide necessary protection in
the �rst place.

10.2.3 Change Analysis

Previous section have shown how barrier analysis can direct the construction of ECF diagrams.
Previous sections have not, however, shown that ECF diagrams can be used to distinguish between
root causes and contributory factors. This is a deliberate decision. As we shall see, investigators
must consider a range of information about the course of an incident before attempting such a
causal analysis. The following paragraphs, therefore, present a further techniques that can be used
to identify further information that can the be used to identify the root causes of an incident. Rather
than repeat a barrier analysis for the Polar Lander incident, this section shows how change analysis
can also be used as a precursor to this causal interpretation of an adverse occurrence.

The US Department of Energy [207], Occupational Safety and Health Administration (OSHA)
[649] and NASA [571] all advocate change analysis as a key analytical tool for incident investigation.
This technique was pioneered by Johnson in the year immediate after the Second World War. It was
then developed for use by the US Airforce by Kepner and Tregoe in the Rand Corporation [248].
Change analysis can be used to determine whether or not abnormal working practices contributed
to the causes of an adverse occurrence. The focus of this analytical technique is justi�ed by the
observation that deviations from normal operations are often cited as a cause in many accidents and
incidents [207]. It is important to emphasise, however, that these changes are often made with the
best intentions. For instance, new working practices may help to ensure that organisations satisfy



10.2. STAGE 1: INCIDENT MODELLING (REVISITED) 369

regulatory requirements. Alternatively, new production processes can be introduced to improve
organisational eÆciency. Problems arise not from the intention behind such changes but from the
diÆcult of predicting the impact that even small changes can have upon the operation of complex,
technological systems. Even apparently bene�cial changes can have unintended consequences that,
in the medium or long term, can help to produce incidents and accidents.

In incident investigation, change analysis can be applied to identify the di�erences between
what was expected to occur and what actually did occur during. OSHA's guidelines for incident and
accident investigation include a brief tutorial on change analysis [649]. The following list enumerates
the key stages in the OSHA approach. The US Department of Energy omit the �nal two stages and,
instead, argue that investigators should feed the results of any change analysis into techniques that
are intended to distinguish root causes from contributory factors [207]. They recommend that these
�ndings should inform the development of the ECF charts, introduced in this chapter:

1. De�ne the problem.

2. Establish what should have happened?

3. Identify, locate and describe the change.

4. Specify what was and what was not a�ected.

5. Identify the distinctive features of the change.

6. List the possible causes.

7. Select the most likely causes.

Both the Department of Energy and OSHA provide relatively high-level guidelines for the appli-
cation of change analysis. This is important because they provide investigators with an overview
of the key stages that contribute to this technique. Unfortunately, these high-level summaries can
also hide some of the underlying problems that complicate change analysis within many incident
investigations. For instance, it is not always easy to determine what ought to happen during normal
operation. The Polar Lander and Climate Orbiter missions had many unique characteristics that
made them very di�erent from similar projects. On the other hand, it is unclear whether or not
it is possible to de�ne what might be expected to happen during a normal NASA mission. The
pressure to use leading-edge technology in pursuit of heterogeneous scienti�c objectives makes each
mission very di�erent from the last. Even in systems that have a greater `routine', it can be diÆcult
to identify operating norms. For example, the Department of Energy guidelines suggest that inves-
tigators use blueprints, equipment description documents, drawings and schematics, operating and
maintenance procedures, job/hazard analyses, performance indicators etc to determine the nominal
operating conditions before any incident [207]. However, subtle di�erences often distinguish the ways
in which di�erent plants operate the same process. Even within a plant, there will be di�erences
in the performance of di�erent shifts and of individuals within those shifts. Similarly, the notion
of an accident-free or ideal situation can be diÆcult to sustain in many industries. For instance,
some oil installations operate running maintenance programs. Temporary �xes are used to resolve
non-critical failures. This enables operations to continue until a scheduled maintenance period.
This interval is used to conduct longer-term repairs. Such maintenance schemes raise a number of
questions about what is, and what is not, a nominal state. For instance, operators view the system
as operating normally even though it requires longer-term maintenance. This may seem to be an
isolated example. This argument can, however, be applied to a more general class of systems. Most
applications continue to operate in spite of documented failures in non-critical components. Some
authors have gone further and argue that complex, safety-critical systems are unlikely to be error-
free [675]. They always involve adaptations and work-arounds because it is impossible for designers
and operators to predict the impact that the environment will have upon their systems.

Further problems stem from the e�ects of compound changes. For example, operating practices
and procedures evolve slowly over time so that oÆcial documents may re
ect a situation that held
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several years previously. Under such circumstances, previous distinctions between normal and ab-
normal practices can become extremely blurred. Other problems arise when changes that occurred
several years before are compounded by more recent changes. The change analysis guidelines suggest
that investigators should address such situations by developing several baseline or nominal situations.
The events during an incident should be contrasted with normal working practices immediately prior
to any failure and also with normal working practices in the years before to any previous change:

\...decreases in funding levels for safety training and equipment may incrementally
erode safety. Compare the accident scenario to more than one baseline situation, for
example one year ago and �ve years ago, then comparing the one and �ve year baselines
with each other can help identify the compounding e�ects of change."[207]

Chapters 6 and 7 have already described the diÆculties that can arise when investigators must
piece together the events that contribute to a particular incident. Automatic logging systems can be
unreliable and seldom capture all critical aspects of an adverse occurrence. It can also be diÆcult to
interpret the information that they do capture. Individuals may be unable to recall what happened in
the aftermath of an adverse occurrence. In the aftermath of an incident, there is also a temptation
for operators to describe violations as abnormal occurrences even though they may have formed
part of everyday working practices. Organisation, managerial and social pressures in
uence their
participation in a primary and secondary investigation. Inconsistencies, omissions and ambiguity are
a continual problem when investigators must form coherent accounts from eye-witness statements.
All of these factors combine to frustrate attempts to determine ways in which an incident di�ered
from `normal' practice. Change analysis must also consider a number of further issues. It is usually
insuÆcient simply to contrast normal behaviour with the abnormal events that occur during an
incident. One an incident has occurred, it is also important for investigators to determine the
success or failure of any remedial or mitigating actions. Given that an incident occurred, it is
important to determine whether or not the response followed pre-determined procedures.

These caveat are important because they identify some of the practical diÆculties that emerge
during the application of change analysis. It is also important to notice, however, that they do
not simply a�ect this analytical technique. The problems of eliciting evidence and reconstructing
an incident are common to all incident investigation. Change analysis is unusual because it forces
investigators to explicitly address these issues during their analysis. Other techniques, including
barrier analysis, make no distinction between the normal and abnormal events that contribute to an
incident.

Meta-Level Change Analysis

Reason [701] argues that incidents and accidents often stem from underlying changes in the structure
of complex organisations. Change analysis can, therefore, begin in a top-down fashion by considering
the organisational context in which the Polar Lander mission took place. In particular, it is important
to consider the consequences of the \Faster, Better, Cheaper" strategy that was introduced by the
NASA Administrator, Daniel Goldin. He assumed command at a time of shrinking �nancial resources
caused by the recession of the early 1990's. The US government had responded to global economic
problems with a program of de�cit reduction that a�ected many including education, healthcare and
housing. Golding was faced by a situation in which NASA was likely to receive insuÆcient funds to
cover all of its future programme commitments. He, therefore, conducted a thorough review of both
existing and future projects using `red' and `blue' teams. These groups were to analyse both the
programmes themselves and their organisational context. Blue teams examined their own programs
for creative ways to reduce cost without compromising safety or science. Red teams were composed
of external assessors who were intended to bring in new ideas and to ensure that those ideas were
realised. This review began in May 1992 and had an almost immediate impact. By December 1992,
it was claimed to have delivered a seventeen percent reduction in costs [576].

The cost improvements and eÆciencies that were achieved under the new \Faster, Better,
Cheaper" initiative had a profound impact on the relationship between NASA and its contractors.
As we shall see, changes in this relationship were at the heart of the problems experiences during
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the Climate Orbiter and the Polar Lander missions. In particular, an Independent Cost Assessment
Group was set up to ensure that cost estimates were as accurate as possible. This followed a General
Accounting OÆce report into a sample of 29 NASA programs that identi�ed an average cost growth
of 75 percent. Goldin argued that \We can not tolerate contracts so 
uid, that the product we
bargained for in no way resembles what we end up with... We are partners with industry, but we
will hold you [contractors] accountable for what you sign up to deliver and ourselves accountable for
establishing �rm requirements" [577].

It is diÆcult to �nd a precise de�nition of what the \Faster, Better, Cheaper" initiative was
supposed to imply at a project level. The Mars Program Independent Assessment Team was formed
after the loss of the Polar Lander [569], it identi�ed the following components of this initiative:

� Create smaller spacecraft for more frequent missions. The creation of smaller, more frequent
missions was intended to increase the opportunities for scientists, and the public, to participate
in NASA's work. This approach was also perceived to have the additional bene�t of distribut-
ing risk across the increased number of projects. The \Faster, Better, Cheaper" strategy
distributes the risk of achieving science objectives among more missions thus minimising the
impact of a single mission failure;

� Reduce the cycle time throughout a project. Increased mission frequency was intended to help
introduce scienti�c and engineering innovations. This would be achieved by reducing project
lead time. Such reductions were not be made by the arbitrary curtailment of development or
implementation time. They were to be achieved by the elimination of ineÆcient or redundant
processes and, especially, through the use of improved management techniques and engineering
tools In the Polar Lander and Climate Orbiter missions, this involved greater responsibilities
for line management within individual project contractors;

� Use new technology. The \Faster, Better, Cheaper" strategy relied upon the integration of new
technology into many di�erent aspects of each mission. New technology was intended both
to increase the scienti�c return of each mission, to reduce spacecraft size and to limit overall
mission cost. It was, however, recognised that new technologies must \be adequately mature"
before being incorporated in a 
ight program [569]. This use of innovative technology was also
intended to increase public interest in NASA programs;

� Accept prudent risk if they are warranted by the potential rewards. It was recognised from its
inception that the \Faster, Better, Cheaper" implied taking risks; \in all cases, risks should
be evaluated and weighed against the expected return and acknowledged at all levels" [569].
Rather than using 
ight-proven techniques, programs were encouraged to incorporate new
technologies if they showed promise of signi�cantly increasing mission capabilities or improving
eÆciency. The use of the term `prudent' in many of the \Faster, Better, Cheaper" documents
was intended to ensure that these technologies underwent a rigorous testing and validation prior
to their use in 
ights. This was encapsulated in the maxim `Test-As-You-Fly/Fly-As-You-Test';
validation should provide a close approximation of the eventual mission characteristics.

� Use proven engineering and management practices to maximise the likelihood of mission suc-
cess. The technological risks associated with this new strategy were to be addressed using
proven engineering and management techniques. These techniques were to include hazard
analysis, using Fault Tree Analysis or Failure E�ects and Criticality Analysis. There was an
explicit concern to prevent any `single human mistake causing mission failure' [569]. These
established techniques were also to establish a chain of responsibilities and reporting within
each project. Projects were to be reviewed by independent experts from outside the projects
or implementing institutions. These individuals were to provide an overall project assessment
and to review any associated risks.

This description of the \Faster, Better, Cheaper" strategy acts as a statement of what was intended
by Administrator Goldin's initiatives. It, therefore, provides an ideal or standard against which
to compare the particular characteristics of the Polar Lander project. This is important given the
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specialised nature of such missions, change analysis has most often been applied to process indus-
tries that follow more regular patterns of production. Table 10.3, therefore, uses this approach to
assess the di�erences between the intended objectives of the \Faster, Better, Cheaper" strategy and
what went on during the Mars Surveyor'98 projects. In particular, it summarises the investigators
argument that the Polar Lander team were forced to:

\Reduce the cost of implementing 
ight projects in response to severe and unprece-
dented technical and �scal constraints... One lesson that should not be learned is to
reject out of hand all the management and implementation approaches used by these
projects to operate within constraints that, in hindsight, were not realistic." [579]

It is important to emphasise that Table 10.3 does not compare the Polar Lander mission with missions
that took place before the Goldin initiative. Such a comparison would be academically interesting
but might also ignore the changing �nancial circumstances that have fundamentally changed the
way that NASA operates in recent years.

Prior/Ideal condition Present Condition E�ects of change

Faster, better, cheaper
strategy required suf-
�cient investment to
validate high-risk tech-
nologies before launch

Mars Surveyor'98
faces pressures to
push boundaries of
technology and cost

Greater development
e�ort

Use o�-the-shelf hard-
ware and inherited de-
signs as much as possi-
ble.
Use analysis and mod-
eling as cheaper alter-
natives to system test
and validation.
Limit changes to those
required to correct
known problems; resist
changes that do not
manifestly contribute
to mission success.

Table 10.3: High-Level Change Table for the MPL Mission.

The �rst entry in Table 10.3, therefore, summarises the intended e�ects of the \Faster, Better,
Cheaper" strategy on the Polar Lander mission. In contrast, NASA's investigators found evidence to
suggest that the Mars Surveyor projects pushed the limits of what was possible both technologically
and within available budgets. The pressure to push the technological boundaries are illustrates by the
Deep Space 2 probes. These were designed to test ten high-risk, high-payo� technologies as part of
NASA's New Millennium Program. They were to demonstrate that miniaturised components could
be delivered to the surface of another planet and could be used to conduct science experiments.
The risks associated with this new technology were assessed and approved by JPL and NASA
management [579]. The risk-assessment was, however, performed on the assumption that there would
be a ground-based system-level, high-impact test. This test was not conducted because of budgetary
constraints. Although this is a speci�c example, it supports the higher level observation in Table 10.3
that the Surveyor projects pushed the boundaries both of technology and cost. A further illustration
can be provided by a comparison between the Mars Surveyor'98 missions and the previous Path�nder
project. Path�nder demonstrated the successful application of a comparable range of technological
innovation under the \Faster, Better, Cheaper" strategy. NASA have, however, estimated that the
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Mars Surveyor missions were underfunded by up to 30% in comparison with the Path�nder [569].
This estimate is supported by the funding summary in Table 10.4.

Path�nder Mars Surveyor'98
(MCO and MPL)

Project Management 11 5
Mission Engineering and
Operations Development

10 6

Flight System 134 133
Science and Instrument
Development

14 37

Rover 25 0
Other 2 7

Total 196 188

Table 10.4: Comparison of the Development Costs for the Path�nder and Mars Surveyor'98 (in $
Millions at 1999 prices).

Table 10.3 summarises the impact that budgetary pressures had upon the technological devel-
opment of the Polar Lander. Developers made a number of decisions that were based on budgetary
considerations but which ultimately had a critical e�ect upon systems engineering. These included
decisions to use o�-the-shelf components and inherited designs as much as possible. Analysis and
modeling were also to be used as lower-cost alternatives to system test and validation. Changes were
to be limited to those required to correct known problems. There was pressure to resist changes
that did not directly contribute to mission success. The following sections look beyond these high
level e�ects. Change analysis is used to analyse the detailed engineering and managerial impact of
the Polar Lander's \Faster, Better, Cheaper" objectives. The results of this analysis are then used
to inform the ECF charts that were presented in Figures 10.6 and 10.7.

In passing, it is worth noting that Table 10.3 illustrates some of the limitations of change analysis
at this relatively high level of abstraction. It does not explain the reasons why the Surveyor'98
project adopted this extreme version of Goldin's policy. Subsequent investigations argued that this
was due to ine�ective communication between JPL management and NASA Headquarters. NASA
Headquarters thought it was articulating program objectives, mission requirements, and constraints.
JPL management interpreted these statements as non-negotiable program mandates that speci�ed
particular launch vehicles, costs, schedules and performance requirements [569].

Figure 10.14 illustrates the way in which the �ndings from an initial change analysis can be
integrated into a high level ECF chart. This is a relatively straightforward process because the
present condition in a Change Analysis, such as Table 10.3, can be directly introduced as a condition
within an ECF chart. In Figure 10.14 this is denoted by the note that is labelled Mars Surveyor'98
faces pressures to push boundaries of cost and technology. The change analysis does not, however,
identify which events this present condition will e�ect within an ECF chart. The node labelled
Launch approved has, therefore, been introduced into Figure 10.14. Later sections will re�ne this
high-level event to look at a number of speci�c events that were a�ected by the Faster, Better,
Cheaper strategy. The change analysis illustrated in Table 10.3 also documented a number of
e�ects that stem from the higher-level pressures to innovate and cut costs. For example, previous
paragraphs have mentioned the policy to exploit o�-the-shelf hardware and inherited designs as
much as possible. These e�ects cannot be introduced directly into ECF charts. As we shall see, they
occasionally refer to particular events. In this instance, they denote more speci�c conditions that
in
uence the events leading to the loss of the Polar Lander. This illustrates the important point
that analysts must still interpret and �lter the information that is obtained using techniques such
as change and barrier analysis. These is not automatic translation between the information that is
derived from these approaches and their graphical representation in an ECF chart.
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Figure 10.14: Integrating Change Analysis into an ECF Chart

People: Changes in StaÆng Policy

One aspect of the \Faster, Better, Cheaper" strategy was that NASA was to pro�t by a greater
involvement with commercial organisations. The intention was to retain a civil service and JPL
core competency for in-house science, research and engineering. Aerospace operations, including
the operation of the Space Shuttle and the Surveyor program, were to be performed by NASA
contractors. There was also a plan to transfer program management responsibility to the �eld
Centers from NASA Headquarters. The 1996 budgetary statement also included a commitment to
performance-based contracting:

\$100 million savings are presently projected as a result of implementing performance-
based contracts for aeronautical research and facility maintenance and operations. The
savings come from reducing contractor staÆng levels by asking the contractor to use
their ingenuity in carrying out the required work. NASA will specify what we want
and when it is needed vs. speci�cally directing the contractor not only what and when,
but also how to do the job. This will involve conversion of many current NASA cost-
reimbursement/level-of-e�ort, speci�cation-laden contracts." [561]

As we shall see, this contractor `ingenuity' helped to erode a number of important safety mechanisms
in order to meet the relevant budgetary constraints. Contractor sta� habitually worked excessive
amounts of overtime. There was often only a single expert available within key mission areas.

Table 10.5 summarises the di�erences between the planned use of contract management and
the experience of the Polar Lander mission. The intention was to reduce costs by relying on the
contractor's existing management structure to run the day to day operation of the project. The
ten or so JPL sta� who were involved in the project were primarily intended to provide higher-level
oversight. This was a departure from previous JPL projects and the result was minimal involvement
by JPL technical experts.

It is worth reiterating that the project team was expected to deliver a lander onto the surface
of Mars for approximately one-half of the cost of the Path�nder mission. Under such constraints,
it was diÆcult for the contractor's sta� to meet their commitments within the available resources.
LMA used excessive overtime in order to complete the work on schedule. Many development sta�
worked for sixty hours per week [579]. Some worked more than eighty hours per week for extended
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Prior/Ideal condition Present Condition E�ects of change

Greater JPL line-
management involve-
ment in the project.

LMA sta� found it
hard to ful�ll mis-
sion requirements with
available resources.

LMA used excessive
overtime to complete
work on schedule.

Many key technical ar-
eas were sta�ed by a
single individual.
Lack of peer interac-
tion.
Breakdown in inter-
group communica-
tions.
InsuÆcient time to
re
ect on unintended
consequences of day-
to-day decisions.
Less checks and bal-
ances normally found
in JPL projects.

Table 10.5: Change Summary Table of MPL StaÆng Issues.

periods of time. Budgetary constraints created further technical problems because key areas were
only sta�ed by a single individual. This removed important protection mechanisms because it be-
came diÆcult to arrange the continual peer review and exchange of ideas that had characterised
previous projects. The workload may also have jeopardised communications between technical dis-
ciplines. There was insuÆcient time and workforce available to provide the checks and balances that
characterised previous JPL missions.

Figure 10.15 provides a further illustration of the way in which change analysis can be used
to inform the construction of an ECF chart. As can be seen, the additional analysis of staÆng
issues has helped to identify a number of conditions that a�ected both the development and the
subsequent validation of the lander's design. As a result, the higher-level conditions that were
identi�ed in Figure 10.14, such as use analysis/modelling as cheaper alternatives to direct testing, have
been reorganised into the three strands shown in Figure 10.15. These strands distinguish between
conditions that relate narrowly to sta� limitations, such as the use of single individuals to cover key
technical areas, from wider issues relating to the technological demands and validation of projects
under the faster, better, cheaper strategy. This illustrates another important point about the process
of integrating the �ndings of barrier and change analysis into ECF charts. The introduction of new
information can force revisions to previous versions of the diagram. These revisions may result in
conditions or events being removed, merged, edited or moved.

Figure 10.15 introduces a further extension to the ECF notation. A horizontal parenthesis is
used to indicate that conditions from a high-level change analysis and an analysis of staÆng issues
in
uence both the development and the launch approval process. Subsequent analysis might avoid
this additional syntax by omitting one of the �rst two events in this diagram. This has not been
done because some conditions, such as the lack of peer interaction, may not only have a�ected
the decision to launch but also the development process that led to that event. Alternatively this
additional syntax could be omitted if conditions were assigned to either the development or the
launch approval events. For example, the use of analysis and modelling rather than direct testing
might be associated with the decision to launch rather than the completion of the development
phase. Such distinctions seem to be arbitrary and have, therefore, been avoided.
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Figure 10.15: Representing StaÆng Limitations within an ECF Chart

Technology: Changes in Innovation and Risk Management

A number of consequences stemmed from these changes in the staÆng of the Polar Lander project. In
particular, the communications problems that were noted by the investigators may have compromised
necessary hazard analysis. In order to assess the impact of this, it is again important to establish
NASA policy for an `ideal' approach to risk management:

\To reduce risk, we need to manage our projects systematically, especially if we expect
to be successful with faster, better, cheaper projects. The Risk Management process
eÆciently identi�es, analyses, plans, tracks, controls, communicates, and documents risk
to increase the likelihood of achieving program/project goals. Every project should have
a prioritized list of its risks at any point in the life cycle, along with the programmatic
impacts. The list should indicate which risks have the highest probability, which have the
highest consequences, and which need to be worked now. It means that all members of
the project team should have access to the risk list so that everyone knows what the risks
are. It means that the project team members are responsible for the risks. The team
should work to reduce or eliminate the risks that exist and develop contingency plans,
so that we are prepared should a risk become a real problem... From the beginning of a
project, the Project Manager and team should have an idea of what the `risk signature'
of the project will be. The risk signature will identify expected risks over the course of
the project and when the project risks are expected to increase and decrease. During the
project, risks should be tracked to determine if mitigation e�orts are working. " [573]

This policy is promoted through a range of publications and courses that are supported by NASA's
OÆce of Safety and Mission Assurance. Change analysis again provides a means of contrasting these
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`ideals' with the experience of the Polar lander project. Table 10.6 provides a high level view of the
di�erences that emerge.

Prior/Ideal condition Present Condition E�ects of change

Adequate risk assess-
ment at system level

No system-level Fault
Tree analysis was
formally conducted or
documented

Bottom-up Failure
Modes, E�ects and
Criticality Analysis
hides higher-level
interaction/systemic
issues
No risk analysis of
propulsion, thermal
and control interac-
tion.

Adequate risk assess-
ment at subsystem
level

Fault-tree analysis
treated inconsistently
for di�erent subsys-
tems

Bug in timer for up-
link loss found in Fault
Tree after loss of 
ight.

Premature trigger
of touchdown sensor
found in Fault Tree
before Entry, Descent
and Landing but not
guarded against.

Project management
maintains explicit
risk-signature for the
project

No risk assessment for
going beyond Prelim-
inary Design Review
with 15% mass margin.

Management focus on
mass reduction not risk
reduction activities.

Table 10.6: Change Summary Table of MPL Risk Management.

This table suggests that risk analysis should have been conducted in a systematic manner across
the various subsystems but also at a project level. There was no explicit attempt to model the
way in which system-level, mission, risks changed over time. NASA refers to this model as the risk
signature of a project [579]. It is important because it provides managers with a means of tracking
how particular development decisions can a�ect the risk-margins that are eroded by particular
development decisions. For instance, the preliminary design review decided to proceed with only a
15% margin between the predicted mass of the Polar Lander and the capabilities of the chosen launch
vehicle. This mass assessment also failed to account for a number of outstanding mass commitments.
Previous projects might have anticipated a mass margin of at least 25%. This events illustrate how
key decisions were informed by cursory risk assessments. The decision to proceed with a 15% mass
margin also had a signi�cant impact upon subsequent risk management. Project resources were
diverted into mass reduction rather than risk reduction activities [579].

Failure Modes, E�ects and Criticality Analysis (FMECA) was used to support many areas of
systems engineering. This technique is, however, driven by a bottom-up analysis of failure modes.
It cannot easily be used to analyse the interactions between complex sub-systems. System level
properties are often lost when FMECA is used to analyse the failure modes of complex systems.
Top-down risk analysis techniques can be used to overcome these limitations. A Fault Tree analysis
was, therefore, conducted for speci�c mechanisms and deployment systems. This analysis was only
conducted for those systems that were perceived to be particularly vulnerable, for instance, because
they lacked any form of redundancy. As mentioned, there was no evidence of any system level fault
tree analysis. In particular, there was an `incomplete' analysis of the hazards that might emerge
from the interaction between propulsion, thermal and control systems [579].
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The problems of risk management not only a�ected the risk signature of the project and the
hazards associated with subsystem interaction, further problems also a�ected individual subsystems.
For example, there was a problem in the software that was designed to automatically re-establish
communications links if the up-link was lost during the Entry, Descent and Landing phase. This
bug was not detected before launch or during the cruise phase of the 
ight. A Fault Tree analysis
identi�ed this as a possible failure mode after the Polar Lander had been lost. This led to a more
detailed examination of the code. External reviers were then used to validate the hypothesised
failure. Even when risk management techniques did succeed in identifying a potential failure mode,
suÆcient actions were not always taken to ensure that the hazard could not arise. The Mission
Safety and Success Team performed a fault-tree analysis of the Entry, Descent and Landing stage.
The team then conducted an analysis to determine whether or not the design a�orded suÆcient
protection against the identi�ed hazard. They identi�ed a potential failure if the Hall e�ect sensors
received premature touchdown signals. This scenario is represented in Figure 10.7. They were,
however, satis�ed by the software design and testing that was provided by the contractors.

Figure 10.16: Representing Risk Management Issues within an ECF Chart

Figure 10.16 incorporates the insights from Table 10.6 into an ECF chart. The change analysis
helps to identify some of the conditions that in
uenced events leading up to the loss of the Polar
Lander. As before, some of these conditions a�ected many di�erent aspects of the development
process. These include the lack of any system level fault tree and the inconsistent way in which
hazard analysis was performed within individual subsystems. Figure 10.16 also illustrates the way
in which change analysis can be used at a more detailed level to assess the impact that departures
from `expected practice' had upon particular events. In particular, the lack of any assessment of
the risks associated with proceeding on a mass margin of only 15% had a knock-on e�ect when
management spent increasing amounts of time on mass reduction rather than risk mitigation. These
two conditions are associated with the Preliminary Design Review. This event marks a critical stage
when the projects mass margins are �rst established.

It is important to note that Figure 10.16 illustrates some of the limitations of the ECF notation.
For example, the lack of any risk assessment for the 15% mass margins is associated with the
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Preliminary Design Review. This condition had knock-on e�ects that in
uence many subsequent
events. In particular, the managerial focus on mass reduction is shown in Figure 10.16 as a�ecting the
Preliminary Design Review. It also clearly a�ected subsequent risk assessments. Unfortunately, this
is diÆcult to denote within the existing ECF syntax. Such limitations have inspired researchers to
investigate a host of more `advanced' techniques. Some of these have been introduced in Chapter 9.
It is, however, important to note the complexity of the situation that is being analysed. A condition,
the lack of any risk analysis for the 15% margin, in
uenced an event, the Preliminary Design Review.
The consequences of this event, and in particular the decision to proceed with a 15% margin, imposed
conditions upon the rest of the development process, managers had to focus on mass reduction.
Such situations could be denoted within the existing ECF syntax. Edges might be drawn between
conditions and events that occur later in an incident sequence. This would, however, result in a
proliferation of interconnections between conditions and events. Alternatively, a cross-referencing
scheme might be introduced so that conditions could be repeated at di�erent points within an ECF
chart. It is worth emphasising that most analytical techniques su�er from similar problems. The
process of scaling-up from small scale studies often leads to a point at which the notation fails
to capture important properties of an incident. These problems can usually be addressed through
accretions to the syntax and semantics of the notation. Unfortunately, this leads to problems in
training others to use the new hybrid technique. This is a serious problem. Such notation extensions
can only be justi�ed if they provide bene�ts to `real-world' incident investigators. Many notations
have been developed and extended without any practical validation.

Previous sections have focussed on high-level changes in the way in which the Polar Lander mis-
sion was managed. In contrast, Table 10.7 assesses the impact of particular technological decisions.
It is important to emphasise, however, that many of these decisions were motivated by higher-level
management objectives. It is also important to emphasise that these objectives were extremely
complex and, potentially, contradictory. On the one hand, budgetary constraints made it essential
for NASA to justify it's expenditure on technological innovation. On the other hand, many previous
missions exhibited an understandable conservatism based on the feeling that mission success could
be assured through the use of proven technology. This con
icts can be clearly seen in the Federal
review of NASA laboratories. This formed part of President Clinton's wider initiative that also ex-
amined the Department of Defence and Energy's facilities. The resulting report argued that NASA's
relatively large scienti�c research budget produced \limited opportunities for developing technolo-
gies" to address the faster, better, cheaper strategy [572]. They also acknowledged, however, that
the gap between technology development and technology utilization was the most signi�cant prob-
lem faced by NASA's Space Technology Enterprise. The review also reported the strong tendency
within NASA to incorporate only \
ight-proven technology" into space-
ight missions.

These diverse factors created unusual e�ects on the Polar Lander project. On the one hand,
the Deep Space 2 project shows a strong desire to assess the capabilities of a range of technological
innovation. On the other hand, the Lander itself was developed with the explicit intention of
borrowing as much as possible from previously successful mission. The Polar Lander was equipped
with a disk-gap-band parachute that was identical to the one used on the Path�nder mission, except
that the Path�nder logo had been removed. It also used an Eagle-Picher type of battery from
the same batch as the one used on Path�nder. This overall policy was, however, compromised
when developers identi�ed potential opportunities to reduce the project budget. For example, the
lander exploited o�-the-shelf engines that forced revisions to the initial con�guration. Such technical
innovations met the objectives espoused by the proponents of faster, better, cheaper. They also
increased the level of uncertainty associated with the Lander's eventual performance.

As mentioned, Table 10.7 summarises the consequences of pressures to exploit technological in-
novation as a means of supporting the faster, better, cheaper strategy. This assessment is supported
by the NASA investigators. The investigators found that the decision not to have EDL telemetry
was defensible in terms of the project budget. It was, however, indefensible in terms of the overall
program because it placed severe constraints on the amount of information that could be gleaned
from any potential failure. Finally, communications were compromised by the decision to base the
Lander's X-band down-link on a medium gain antenna that had to be accurately pointed at the
earth. There was no X-band down-link through the more `forgiving' omni-antenna. This \reduced
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Prior/Ideal condition Present Condition E�ects of change

Throttle valve for de-
scent engines.

Pulse-mode control. More diÆcult terminal
descent guidance algo-
rithm.

Lander design based
on 2 canted engines in
3 locations.

4 smaller o� the shelf
engines in 3 locations.

Additional design and
validation complexity.

Entry, descent and
landing telemetry is
available

Entry, descent and
landing telemetry was
not available

Problems in determin-
ing causes of mishap to
inform future of pro-
gram.

Downlink possible
through omni-antenna

X-band down-link de-
pendent upon MGA
being pointed accu-
rately at Earth.

Reduced chance of
obtaining engineering
data after anomalous
landing.

Table 10.7: Change Summary Table of MPL Technological Issues.

the ability to get health and safety engineering data in an anomalous landed con�guration. [579]".
The decision to use pulse-mode control for the descent engines avoided the cost and risk of quali-
fying a throttle valve. This, however, increased the complexity of the descent guidance algorithm
and introduced further risks into the propulsion, mechanical, and control subsystems. The lander
con�guration required at least two canted engines in each of three locations for stability and control.
The project elected to use four smaller o�-the-shelf engines at each location.

Figure 10.17 again shows how the �ndings of a change analysis can be integrated into an ECF
chart. In particular, this diagram focuses on the communications issues that restricted communi-
cation both during and immediately after the Entry, Descent and Landing phase of the mission.
Table 10.7 captured the observation that, in retrospect, it would have been better to have provided
telemetry data during Entry, Descent and Landing. The decision not to provide this facility was
justi�ed by the argument that \no resources would be expended on e�orts that did not directly con-
tribute to landing safely on the surface of Mars" [579]. As can be seen, Figure 10.17 represents this
analysis as two conditions labelled Entry, descent and landing telemetry is not available and Problems
in determining cause of mishap make it hard to identify lessons for future systems. These conditions are,
in turn, linked to previous ECF charts by introducing an event that represents the establishment of
the mishap board. Their work was complicated by the lack of telemetry data.

Figure 10.17 also includes conditions that represent the potential e�ects of a communication
failure. This is done by the conditions that are labelled X-band down-link is dependent upon medium
gain antenna being accurately pointed at Earth and Reduced chance of obtaining engineering data after
anomalous landing. This raises a further problem in the application of ECF charts as a means of
modelling complex incidents and accidents. Previous sections have mentioned that the lack of any
telemetry data makes it diÆcult for investigators to be certain about the exact causes of the failure.
In consequence, Figure 10.17 represents a scenario in which the Lander is lost through the software
bug in the handling of spurious signals from the Hall e�ect sensors and the Deep Space 2 probes
are lost from electrical failures at impact. If, however, the software bug did lead to the loss of the
lander then the decision to rely on the Medium Gain Antenna for the X-band up-link becomes of
secondary importance to this incident. The chances of the Lander surviving the resultant impact
with the planet surface are so remote that it this decision would have had little e�ect on the incident.
Figure 10.17, therefore, introduces a double-headed line to illustrate that the X-band link may be
signi�cant for other failure scenarios or for future missions but that it is of limited relevance to this
incident.

Table 10.7 also summarises the inspectors argument that the limited budget created a number
of problems in assessing the cost-risk tradeo� for particular technological decisions. The diÆculty
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Figure 10.17: Representing Technological Issues within an ECF chart (1)

of making such an assessment led to unanticipated design complexity. The decision to use pulse-
mode control for the descent engines avoided the cost and risk of qualifying a throttle valve. This,
however, increased the complexity of the descent guidance algorithm and introduced further risks
into the propulsion, mechanical, and control subsystems. The lander con�guration required at least
two canted engines in each of three locations for stability and control. The project elected to use four
smaller o�-the-shelf engines at each location. Figure 10.18 represent two events in the development
of the Lander: Decision to use pulse mode control and Decision to use o�-the-shelf engines in 4x3
con�guration. These events provide a speci�c example of the way in which technological innovation
and cost constraints often demand increased development e�ort.

It is important to re
ect on the process that we have been following over the last few pages.
The US Department of Energy recommends change analysis as a means of supplementing an initial
ECF chart. The intention is to ensure that investigation consider a range of key events and the
conditions that in
uence those events before any causal analysis is attempted. This approach is also
recommended by the NASA guidelines for `Mishap Reporting, Investigating and Record-keeping'
[571] The Polar Lander case study illustrates a number of bene�ts that can be obtained from this
complementary approach. In particular, the change analysis provides a good means of identifying
the wider contextual issues that can often be overlooked by more event-based approaches. This
is illustrated by the way in which change analysis helps to focus on the impact of managerial
and organisational strategy. Our analysis has also indicated a number of potential weaknesses in
the use of change analysis to inform the construction of ECF charts. Figure 10.18 only presents
a small portion of the overall diagram. In `bespoke' projects such as the Polar Orbiter mission,
change analysis is likely to identify a vast range of potential di�erences from previous projects. It
is important to reiterate that our case studies were deliberately chosen with this in mind, previous
examples of ECF charts focus on the more routine analysis of incidents within the process industries
[209].
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Figure 10.18: Representing Technological Issues within an ECF chart (2)

Process: Changes in Development Practices and Reviews

Previous sections have identi�ed di�erences between recommended risk management practices and
the approach that characterised the Polar Lander's development. Many of the de�ciencies can
be explained by resource constraints. Others can be justi�ed in terms of the practical challenges
that such `leading-edge' projects pose for current analysis techniques. The limited nature of the
risk assessment process during the Polar Lander project did, however, have a number of knock-on
e�ects. For example, previous NASA projects were typi�ed by an extensive use of redundancy
as a means of combating potential failures. The Shuttle's design was based on the maxim `fail
operational/fail operational/fail-safe'. One failure and the 
ight can continue but two failures and
the 
ight must be aborted [565]. Even in these applications, however, it is not practical to develop
fully redundant systems. In consequence, risk analysis guides the application of redundancy to
the most mission-critical areas of a design. However, the lack of any system-wide hazard analysis
arguably prevented the e�ective use of redundancy to protect against failure during key phases of
the mission. It was noted that \certain MPL mission phases and sequences provide coverage only
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for parameter dispersions that conservatively represent stochastic dispersions, but unnecessarily fail
to acceptably handle anomalously large parameter dispersions created by unmodeled errors or other
non-stochastic sources" [570]. In particular, there was no functional backup if the Entry, Descent
and Landing failed to follow an `ideal' sequence of events. Table 10.8 summarises these knock-on
e�ects that a limited risk analysis had upon the development of the Polar Lander mission.

Table 10.8 represents more general concerns about the models that guided the Lander's develop-
ment. For instance, models were used to characterise the potential designs of the spacecraft as well as
the environment in which it was intended to operate. Any inconsistencies, inaccuracies or omissions
could have had profound consequences for the eventual success of the mission. Unfortunately, it is
diÆcult to underestimate the complexity of constructing and validating such abstractions. Mod-
els that characterise one subsystem often in
uence, and are in
uenced by, many other subsystems.
This creates considerable complexity because di�erent aspects of a system are developed at di�erent
speeds. For example, thruster and software design lagged behind other Lander subsystems. Further
problems complicated the use of predictive models. In particular, the small forces generated by
the spacecraft could not be modeled to the level of accuracy that was required by the navigation
plan. This called for precision navigation requirements that were incompatible with the spacecraft's
design.

Validation and veri�cation techniques can be used to test a potential design under simulated
operating conditions. The results of such tests also provide insights into the utility of any models that
guide systems development. Unfortunately, results can be compromised if validation tests are based
on the same incorrect assumptions that guide mission development. Systems will perform well under
simulated operating conditions that have little relationship with an eventual working environment.
The problems of conducting such validation exercises are compounded by the managerial issues that
complicate any multi-disciplinary development. InsuÆcient instrumentation, an error in the thermal
model and poor communication between the propulsion and thermal groups produced inaccurate
results from the Lander's thermal-vacuum tests. As a result, several design problems were not
detected until after the launch. The Lander's validation \was potentially compromised in some
areas when the tests employed to develop or validate the constituent models were not of an adequate
�delity level to ensure system robustness" [579].

NASA standards recommend independent veri�cation and validation as a means of avoiding
such problems [559]. Tests are conducted by organisations that are not involved in the development
process. In consequence, they are less likely to follow the assumptions that are embodied within
system models. External auditors may also be slightly more resilient to the internal pressures that
complicate the conduct of integration tests within complex development teams. Unfortunately,
this form of testing is expensive. On a resource-limited project, it must be focussed on those
areas of a mission that are considered to be of prime importance. Technical diÆculties further
complicate the validation of complex systems. These problems prevented developers from testing
system performance during the Entry, Descent and Landing phase under the Martian gravity of
3/8g. Partly as a result of this, the touchdown sensing software was not tested with the lander
in the 
ight con�guration and the software error was not discovered during the veri�cation and
validation program.

Figure 10.19 gathers together the products of the di�erent forms of change analysis that have been
conducted up to this point. These conditions describe the impact of changes in staÆng policy and risk
assessment practices. They also outline the e�ects of wider changes in NASA project management
strategy and in development practices. These conditions collectively describe the context in which the
Polar Lander was developed and launched. As more information becomes available about particular
events, investigators can draw upon this contextual information to identify particular conditions that
in
uenced those events. This approach provides a number of bene�ts. The conditions identi�ed by
change analysis need not be immediately associated with particular events. For example, conditions
can emerged from the documents and statements that are gathered during a primary investigation. It
can be diÆcult to identify particular events that are associated with the information that is provided
by these documents. For instance, statistical comparisons of di�erent levels of funding on various
projects provide important information about the wider context in which an incident occurs. It
would, of course, be possible to invent an event so that these conditions could be linked into an ECF
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Prior/Ideal condition Present Condition E�ects of change

Design is resilient
beyond conservative
stochastic parameter
dispersions.

Design vulnerable to
unmodeled errors or
non-stochastic sources.

EDL Sequence fails un-
der anomalous condi-
tions

No functional backup
for several systems.

Spacecraft design
should match mission
requirements

Aspects of the design
could not be modelled
accurately enough for
control

Small forces not ac-
curately modelled for
precision navigation.

Properly validated
models should be
used when testing is
impossible

Some models not prop-
erly validated

Doubts over results for
radar-terrain interac-
tion.

Doubts over dynamical
control e�ects of pulse-
mode propulsion.

SuÆcient resources to
assess interaction be-
tween propulsion, ther-
mal and control sub-
systems

Thermal and software
design lags behind
other subsystems
requiring these inputs.

Partial evaluation of
propulsion, thermal
and control interac-
tion.

There was an er-
ror in the thermal
model used to support
thermal-vacuum tests.

Inadequate thermal-
vacuum tests.

InsuÆcient instrumen-
tation of the thermal-
vacuum tests.

Problem with catalyst
bed heaters had to be
handled prior to entry.

Poor communication
between propulsion
and thermal groups.

Remaining concerns
over uneven propel-
lant drain from tanks
during descent.

SuÆcient resources
to validate and verify
software in landed
con�guration.

Flight software not
subjected to `system-
level' tests.

Post-landing fault-
response bugs only
uncovered after mis-
sion loss.
Touchdown sensing
software untested
with lander in 
ight
con�guration.

Table 10.8: Change Summary Table of MPL Process Issues.
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Figure 10.19: Using Change Analysis to Collate Contextual Conditions
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chart. In contrast, Figure 10.19 shows how these contextual conditions can be gathered together
for integration into an ECF chart, if and when investigators need to provide additional information
about the conditions that a�ect particular events. Investigators are free to determine whether or
not they should be explicitly associated with more detailed events. The complexity of ECF charts
such as Figure 10.17 is an important consideration here. If all of the conditions represented in
Figure 10.19 were explicitly linked to the di�erent events that they in
uenced then the resulting
ECF chart would rapidly become intractable. The task of determining the appropriate level of detail
in such diagrams, therefore, forms an important component of the wider causal analysis.

Figure 10.20: Integrating Development Issues into an ECF chart (1)

Figure 10.20 illustrates how conditions can be introduced to provide further information about
the events that are already represented within an initial ECF chart. In this case, the change analysis
identi�es that the touchdown sensing software is untested with the lander in 
ight con�guration. It also
identi�es the more general point that the 
ight software was not subjected to a systems level test.
These conditions both provide insights on the software problem that was identi�ed in the Hall E�ect
sensors. This, in turn, led to the hypothesised failure scenario in which there was a premature
shut-down of the lander's engines.

This analysis identi�es a number of important caveats about our use of change analysis to drive
the construction of ECF charts. In developing an initial ECF chart, we already identi�ed the
scenario in which the lander's engines were cut at forty meters above the planet surface. This helps
to direct the subsequent analysis towards any changes that might have contributed to such a software
failure. On the one hand, this can be seen as bene�cial because it guides the allocation of �nite
investigatory resources. On the other hand, the generation of an initial hypotheses may bias any
subsequent change analysis. This is especially important where there are considerable di�erences
between each mission or run of a production process. Rather than considering the wider range of
potential changes, analysts are biased towards those that support pre-existing hypotheses. This
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argument supports Mackie's ideas about causal �elds that were introduced in Chapter 7 [508]. He
goes on to develop the notion of a causal �eld that describes the normal state of a�airs prior to
any incident. Investigators try to identify the causes of an incident by looking for disturbances or
anomalies within the causal �eld. This causal �eld is, therefore, a subjective frame of reference that
individuals use when trying to explain what has happened in a particular situation. If a cause does
not manifest itself within the causal �eld then its in
uence is unlikely to be detected. These ideas
have a particular resonance in our use of change analysis. Both Table 10.19 and Figure 10.20 re
ect
subjective assumptions about what was `normal' development practice. It was argued that suÆcient
resources should have been allocated to validate and verify software in landed con�guration. Given
that budgetary constraints a�ected almost every aspect of the Lander's development, the selection
of this particular conditions provides insights not only about the incident itself but also about the
investigator's causal �eld.

Figure 10.21: Integrating Development Issues into an ECF chart (2)

There is also a danger that the counterfactual arguments, which we have adopted, may also serve
to compound the salience bias that we have described in the previous paragraph. Counterfactual
reasoning encourages analysts to identify causes, which had they not occurred then the incident
would not have occurred. There is a danger that this can lead to a search for `silver bullets'; the
minimal set of events that might have avoided the incident. This `silver bullet' approach ignores
Mackie's argument, introduced in Chapter 7 that there will be alternate `causal complexes' that
might lead to a future incident [508]. Mackie views a cause (in the singular) to be a non-redundant
factor which forms part of a more elaborate causal complex. It is the conjunction of singular causes
within the causal complex that leads to an outcome. The causal complex is suÆcient for the result
to occur but it is not necessary. There can be other causal complexes. By extension, the `silver
bullet' approach is likely to rectify singular causes within a causal complex. It is, however, likely
to overlook other causal complexes that can lead to similar failures in the future. This is an abuse
of counterfactual reasoning rather than a weakness of the approach itself. It is also important to
distinguish between general and particular causation. A general cause is one which can be used to
charaterise a number of di�erent instances of the same factor. For example, poor situation awareness
is a general cause of aviation accidents. In contrast, a particular cause is an instance of a general
cause and describes a speci�c example of this more general problem. Hence we can have both general
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and particular, singular causes.
In the context of our analysis, there is a danger that change and barrier analysis might be used

to support the preliminary hypotheses that are identi�ed in ECF charts without examining the
wider causal complexes identi�ed by Mackie. Any subsequent root cause analysis will, therefore,
be focussed on an extremely limited model of an incident. It is essential to stress noted that these
dangers to not stem from the notations themselves. They are strongly related to the way in which
those notations are used within particular incident investigations. In particular, the primary means
of ensuring an adequate analysis of the causal complexes behind an incident is to expect the same
level of review by peer investigators as one would expect during the design of any safety-critical
system. Figure 10.21 illustrates how change analysis can be used to search for causal complexes
beyond those that are identi�ed in an initial ECF chart. This introduces conditions to denote that
software to switch from a failed up-link string to a backup up-link string contained a bug and that
post-landing fault response bug was only uncovered after the loss of the mission. As can be seen from
the double headed edge in Figure 10.21 these conditions relate to problems in the communication
system that could have contributed to the loss of the mission but not if the engines had indeed been
cut at forty meters from the planet surface.

The previous paragraphs have argued that some of the software 
aws were not detected because
it was untested with the lander in 
ight con�guration. There are both technical and �nancial barriers
to such tests. NASA, therefore, advocates the use of formal reviews to supplement direct testing.
These meetings are intended to increase consensus and con�dence about a proposed design. For
instance, the NASA Standard 5001 for the `Structural design and test factors of safety for space-

ight hardware' states that:

\Standard criteria cannot be speci�ed for general use in designing structures for which
no veri�cation tests are planned. Projects which propose to use the no-test approach
generally must use larger factors of safety and develop project-speci�c criteria and ra-
tionale for review and approval by the responsible NASA Center. For spacecraft and
other payloads launched on the Space Shuttle, these criteria must also be approved by
the Space Shuttle Payload Safety Review Panel prior to their implementation." [562]

Partly in response to the loss of the Climate Orbiter and the Polar Lander, NASA have recently
published procedures for the `Management of Government Safety and Mission Assurance Surveil-
lance Functions for NASA Contracts' [568]. This identi�es a continuum of oversight ranging from
low intensity, periodic reviews to high intensity oversight, in which NASA managers have day-to-
day involvement in the suppliers' decisionmaking processes. These di�erent forms of oversight are
coordinated through a surveillance plan that must be submitted within 30 days of any contract
being accepted. The plan describes the safety and mission assurance functions that are necessary to
assure that the contractor will meet project requirements. Independent agencies may be identi�ed
in this plan if they are to validate the results of any assurance functions. Surveillance plans must
be revised to keep pace with changes in the contractors' operations. The plan and its revisions
must be reviewed at least annually to determine whether or not it must be further revised. As
mentioned, these requirements were not in place during the development of the Polar Lander. There
are considerable dangers in applying standards that hold after an incident to identify de�ciencies
that led to any mishap. There, Table 10.9 restricts its analysis to those review activities that were
recommended in documents such as [562] and [560].

The investigators found that the Polar Lander project did not have a documented review plan.
It did, however, hold both formal and informal reviews. Each subsystem coordinated their own
preliminary and critical design reviews. This informal approach was intended to reduce the level
of bureaucracy that had been associated with assurance functions in other projects. This informal
process was used to communicate concerns and generate requests for actions. Unfortunately, these
subsystem reviews demonstrated varying levels of technical analysis. Some issues, such as the design
of the G and H release nut, were examined in a meticulous and thorough manner. Others were not.
For instance, the thermal control design interfaces were not mature enough to evaluate at propulsion
systems critical design review. Had a subsequent review been scheduled then the developers might
have discovered some the problems that were later experienced in 
ight.
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Prior/Ideal condition Present Condition E�ects of change

Subsystem Prelim-
inary and Critical
Design Reviews pro-
vide independent
evaluation of key
decisions

Contractors lacked
necessary input from
external sources

Flight System Man-
ager chaired all subsys-
tem reviews

LMA sta� approve clo-
sures on actions with-
out independent tech-
nical support.
Some actions did not
adequately address
concerns raised by
reviews.

Table 10.9: Change Summary Table of MPL Review Issues.

A mission assurance manager tracked each review action to ensure that it was addressed by a
written closure and that the closure was then approved by a relevant authority. This procedure was
used to ensure that all actions and recommendations were closed prior to launch. These closures
were, however, typically approved by LMA sta� without any independent technical support. This
need not have been a concern if some form of meta-level independent review had been conducted of
these closures. As we have seen, however, budgetary constraints meant that there was minimal JPL
technical support. LMA did not have their closures reviewed by Board members or by non-project
LMA personnel. It was later argued that:

\This limitation on technical penetration of the action items and their closure is not
typical of JPL projects and was probably an unintended consequence of project funding
limitations. Rather than following the typical process of choosing board chairpersons
with technical expertise in functional areas from outside the project, the Flight System
Manager was the chairperson of all the subsystem reviews." [579].

In passing, it is worth noting that the problems of developing e�ective assurance procedures for
contracted work has been a recurring theme in recent NASA mishap reports [575]. This, in part,
explains the subsequent development of a comprehensive set of standards and policies in this area.

Figure 10.22 provides a �nal illustration of the use of change analysis as a means of expanding
an ECF chart. In this case, several further conditions are introduced to annotate the development
and review events that have been identi�ed by previous stages of the analysis. This �gure again
illustrates the problems of associating conditions with individual events. Parenthesis are again used
below the event line to indicate the potential scope of these conditions. As with previous diagrams,
it would be possible to re�ne the events shown in Figure 10.22 so that conditions can be more �rmly
rooted to particular moments during an incident. This is a subjective decision, I chose not to do
it in this analysis because it would have forced me to invent a number of arbitrary events. The
available evidence was not in a format where I could have such distinctions. In general, this re
ects
the diÆculty of representing persistent constraints within event-based notations. Time-lines su�er
from similar problems and the solutions were almost identical in Chapter 9. This remains an area
of current research. For now, it is important to realise that our integration of change analysis and
ECF charts has exposed a number of limitations in the application of this analysis technique for a
complex, technological failure.

Previous sections focussed on the ways in which particular aspects of the Polar Lander's de-
velopment may have contributed to the failure of this mission. In particular, we have identi�ed
instances in which this project adopted practices and procedures that di�ered from those advocated
by senior management through published guidelines and policies. Limited funding and changes to
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Figure 10.22: Integrating Review Issues into an ECF chart

NASA's subcontracting practices helped to place heavy burdens upon the available sta�. These
burdens, together with particular skill shortages, had an adverse e�ect on the risk assessments that
are intended to guide subsequent development. As a result, a number of technical decisions were
made that could not easily be justi�ed in retrospect. For example, the lack of telemetry during the
Entry, Descent and Landing phase created considerable problems for investigators who must feed
any relevant lessons into current and future projects. Furher problems arose from the technical and
�nancial barriers that prevented development teams from testing all aspects of the Polar Lander's
design. Such tests might have helped to identify potential problems that were not identi�ed during
a hazard analysis. Instead, a number of problems were discovered after the craft was in 
ight. Such
problems also illustrate the way in which the Polar Lander's project reviews had failed in their
meta-level role of assuring mission success.

It is important to stress that the previous tables have been guided by an implicit form of change
analysis that is apparent in the documents and records that were produced by the NASA investiga-
tors. In order to identify potential shortcomings that might have a�ected the mishap, they �rst had
to analyse the recommended practices for similar development projects:

\NASA currently has a signi�cant infrastructure of processes and requirements in
place to enable robust program and project management, beginning with the capstone
document: NASA Procedures and Guidelines 7120.5. To illustrate the sheer volume of
these processes and requirements, a partial listing is provided in Appendix D. Many of
these clearly have a direct bearing on mission success. This Boards review of recent
project failures and successes raises questions concerning the implementation and ad-
equacy of existing processes and requirements. If NASA's programs and projects had
implemented these processes in a disciplined manner, we might not have had the number
of mission failures that have occurred in the recent past." [579]

For example, the software component of the Lander development was covered by NASA standard
NASA-STD-2100-91 (Software Documentation, [558]), by NASA-STD-2201-93 (Software Assurance,



10.3. STAGE 2: CAUSAL ANALYSIS 391

[559]), by NASA-STD-2202-93 (Software Formal Inspections, [560]) and by a draft form of NASA-
STD-8719.13A (Software Safety, [563]). This illustrates an important limitation of change analysis.
In an organisation as complex as NASA, it is likely that there will be a signi�cant body of information
about recommended practices. It can be diÆcult or impossible for any individual to continually
assess whether their project conforms to all of the available guidelines. As a result, it is likely
that most projects will di�er from the ideal. It can also be diÆcult for developers to learn more
about successful practices from other projects. One means of addressing this problem is to provide
developers with means of searching for appropriate guidelines and lessons learned. NASA provide
a web-based interface to their standards library for this purpose. By extension, it can also be
argued that same facilities ought to be available to help inspectors search for incidents in which
these standards were not followed. Such tools can be used to identify emerging patterns of related
failures within a database of incidents. Chapter 15 will describe some of these systems in more
detail. In contrast, the following section goes on to show how ECF charts can be used to direct a
causal analysis of the Polar Lander and Climate Orbiter case studies.

10.3 Stage 2: Causal Analysis

This section goes on to describe how a number of analytic techniques can be used to distinguish
causal events from the mass of contextual events and conditions that are identi�ed in preliminary
ECF charts. In particular, ECF Analysis, Tier Diagramming and Non-compliance Analysis are used
to �lter the mass of information that is gathered during primary and secondary investigations.

10.3.1 Causal Factors Analysis

The Department of Energy guidelines argue that ECF charting must be conducted to a suÆcient
level of detail and that this depends upon both change and barrier analysis [207]. The NASA
guidelines, NPG 8621.1, are ambiguous in this respect [571]. Barrier analysis appears as an item
in the Mishap Board Checklist (Appendix J-3) but not in the list of recommended investigation
techniques where guidance is provided on the other two complementary approaches. Irrespective of
whether both analytical techniques are used to derive an ECF chart, the next stage is to analyse the
resulting diagram to identify the causes of an incident. This, typically, begins with the event that
immediately precedes the incident. The Department of Energy guidelines suggest that investigators
must ask would the incident have occurred without this event?. If the answer is yes then the analyst
progresses to the next event; the event is assumed not to have had a signi�cant impact on the course
of the incident. However, if the answer is no then a number of further questions must be asked
about the both the event and the conditions that are associated with it. This illustrates how causal
factor analysis relies upon counterfactual argument.

A number of problems complicate this �rst stage of the analytical method. The �rst issue centres
on the relationship between events and conditions. Previous sections have argued that conditions
\(a) describe states or circumstances rather than happenings or occurrences and (b) are passive
rather than active" [209]. Problems arise when a condition is associated with an event that is not
considered to be central to the causes of an incident, i.e., the answer to the previous counterfactual
question is yes . For instance, it might be argued that the Climate Orbiter might still have been lost
even if more sta� had transitioned from development to operations. In this case, investigators might
then neglect the e�ect of the associated condition that the Mars Climate Orbiter is the �rst project
for the multi-mission Mars Surveyor Operations project. It can be argued that such conditions are
irrelevant because they do not directly a�ect the counterfactual argument that drives causal factor
analysis. It can also be argued that this form of analysis places unnecessary importance on speci�c
events and that it neglects the context in which an incident occurs. Such caveats are important
because many event-based modelling techniques force investigators to invent `arbitrary' events so
that they can represent important elements of this context. For example, failures of omission have
to be represented as negative events within an ECF line. This provides investigators with the only
means of representing the conditions that in
uenced the omission. For example, the decision not to
perform TCM-5 was in
uences by the failure to understand the signi�cance of the AMD data. This,
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in turn, was in
uenced by conditions that ranged from management changes through to a reliance
on Doppler shift and the Deep Space network for tracking data. This example clearly illustrates
that it is the conditions that are more important for future safety than the `non-event'.

Causal factor analysis is further complicated by the diÆculties of applying counterfactual rea-
soning to complex, technological failures. For instance, how can we be sure that the Climate Orbiter
would have succeeded if the Small Forces bug had been counteracted by TCM-5? There might
have been other unidenti�ed problems in the navigation software. Alternatively, TCM-5 might itself
have introduced further problems. The key point here is that the previous counterfactual question
refers to a particular incident. It does not ask `would any incident would have occurred without this
event?'. Investigators cannot, typically, provide such general guarantees.

Further complications arise from multiple independent failures. These occur when an investiga-
tion reveals two or more problems that might have led to an incident. Multiple independent failures
are denoted on ECF charts by di�erent chains of events and conditions that lead to the same incident
symbol. Our analysis of the Polar Lander identi�ed two of these chains. One leads from the failure of
the touchdown sensing logic. The other represents problems in the communications systems. These
independent failures create problems for counterfactual arguments because the incident might still
have occurred if either one of them was avoided. An investigator would answer `yes' to the question
`would the incident have occurred without the Hall E�ect sensor problem?'. Conversely, they could
also answer `yes' to the question `would the incident have occurred without the communications
problems after landing'. According to the ECF method they would then disregard these events
and continue the analysis elsewhere! This problem can be avoided if investigators construct and
maintain multiple ECF charts to represent each of these di�erent paths. This approach has some
drawbacks. For instance, it can be argued that similar events led to the touch-down sensing bugs
and the software problems in the communications up-link. These common causes would then be
arti�cially separated onto di�erent ECF charts in order to preserve the method, described above. An
alternative means of avoiding this problem is to require that investigators repeat the counterfactual
question for each path that leads to an incident symbol. The question then becomes `would the
incident have occurred in the manner described by this ECF path without this event?'.

The complex issues surrounding counterfactual reasoning about alternative hypotheses does not
simply a�ect the Polar Lander and Climate Orbited case studies. It is a research area in its own
right. Byrne has conducted a number of preliminary studies that investigate the particular e�ects
that characterise individual reasoning with counterfactuals [123, 124]. This work argues that de-
ductions from counterfactual conditionals di�er systematically from factual conditionals and that,
by extension, deductions from counterfactual disjunctions di�ers systematically from factual dis-
junctions. This is best explained by an example. The statement that `the Climate Orbiter either
re-entered heliocentric space or impacted with the surface' is a factual disjunction. Byrne argues
that such sentences impose additional burdens on the reader if they are to understand exactly what
happened to the Climate Orbiter. In the general case, they must also determine whether both of
the possible outcomes could have occurred. The statement that `the Climate orbiter would have
re-entered heliocentric space or would have impacted with the surface' is a counterfactual disjunc-
tion. Byrne argues that this use of the subjunctive mood not only communicates information about
the possible outcome of the mission but also a presupposition that neither of these events actually
took place. There has, to date, been no research to determine whether these insights from cognitive
psychology can be used to explain some of the diÆculties that investigators often express when at-
tempting to construct complex counterfactual arguments about alternative scenarios. In particular,
the use of counterfactual disjunctions in our analysis of the Polar Lander is speci�cally not intended
to imply that neither actually took place. It, therefore, provides a counter-example to Byrne's study
of the everyday use of this form of argument.

Figure 10.23 presents an excerpt from the ECF chart that represents the failure of the Polar
Lander mission. As can be seen, this diagram focuses on the events and conditions that may have
contributed to the loss of the Deep Space 2 probes. The following paragraphs use Figure 10.23 to
illustrate the application of the analytical techniques described above. In contrast to the Climate
Orbiter and the Lander itself, we have not applied change or barrier analysis to this portion of
the initial ECF chart. The decision to focus on this aspect of the incident is entirely intentional.
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Figure 10.23: An ECF chart of the Deep Space 2 Mission Failure

The subsequent paragraphs show how causal factor analysis can be used to check whether change
and barrier analysis has identi�ed the precursors and conditions that a�ect the potential causes of
failure. As mentioned, causal factor analysis begins with the event that immediately precedes the
incident symbol. Previous paragraphs have argued that the answer to this question is bounded by
the particular ECF path that is being considered. It would, therefore, be necessary to repeat the
analysis for each alternate paths leading to the same incident. Fortunately, Figure 10.23 shows a
single event chain leading to the accident.

The investigator must ask whether the failure would have occurred if it was not the case that
both of the DS2 probes su�er electrical failure at impact? If the answer were yes, the incident could
have occurred without this failure, then the event can be classi�ed as a contextual detail. The
analysis would then move on to preceding events. In this case, however, if the electrical failure had
not occurred then the probes would not have been lost. If we had omitted this event from our model,
we would not have had a coherent explanation of the failure. This counterfactual argument suggests
that this event is a contributory factor and that further causal factor analysis should be conducted.
This causal factor analysis is based around a number of questions that are intended to ensure that
analysts have identi�ed suÆcient information about key events. This information is necessary to
drive any subsequent root cause analysis. It is important to stress, however, that many of the details
that emerge from a causal factor analysis may already have been identi�ed during previous stages
of barrier and change analysis. This penultimate stage, therefore, provides additional assurance in
the results of these other analytical techniques. The US Department of Energy guidelines argue
that investigators must review the results of this analysis so that `nothing is overlooked and that
consensus has been achieved' [207].

Table 10.10 records the results of an initial causal factor analysis for the electrical failure event
that precedes the loss of the probes shown in Figure 10.23. As can be seen, the intention behind
the questions that drive the causal factor analysis is to expand on the summaries that label the
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Event : Both DS2 Probes Su�er Electrical Failure at Impact

What led to the event? There was not enough time to conduct an im-
pact test with a complete probe in 
ight con-
�guration. Cost constraints and technical bar-
riers also prevented such a validation.

What went wrong? 1. There was no system-level impact test
of a 
ight-like RF subsystem. Mechanical
and structural validation took place at the
level of brassboard and breadboard compo-
nents. Many components were not electron-
ically functional. This limited pre-test and
post-test DC continuity checks.
2. The 
ight battery cell lot was delivered
too late to be impact tested. Validation argu-
ments were based on a preceding lot of 8 iden-
tical cells. However, one of these was phys-
ically damage during a test but did not fail
catastrophically.

How did the barriers
fail?

The program exploited non-destructive tests
and analytical modelling whenever possible.
This was in-line with the objectives of the
Faster, Better, Cheaper strategy. However,
analytical models of high g impacts are un-
reliable and so 
ight quali�cation should have
been demonstrated by tests on representative
samples of 
ight hardware.

Who was involved in
the event?

Two peer review meetings and three project
level reviews established \proceed to launch"
concurrence from JPL and NASA upper man-
agement. If the project team had forced an
impact test for the RF subsystem and the fully
integrated, powered probe then they might
have missed the launch.

Is the event linked to
a more general de�-
ciency?

Many events and conditions in the Polar Lan-
der's ECF charts that relate to validation and
review problems. The Faster, Better, Cheaper
strategy is relevant to di�erent events and con-
ditions also.

Table 10.10: ECF Analysis of the Deep Space 2 Failure.
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ECF chart. The ECF chart is used to show when an event occurred. The causal factor analysis
expands this to capture what went wrong, why barriers failed and who was involved in the event.
It should be noted that these questions are a subset of those proposed by the US Department of
Energy [207]. This is intended to simplify the causal factor analysis and broaden its application
to include the complex, technological failures that are addressed in this chapter. It should also be
noted, however, that these questions can be amended to re
ect the insights that are gained during
subsequent investigations. For instance, we initially had replaced who was involved in the event?
with the question who was responsible for the barrier?. This original version was removed after some
investigators used the answer to directly assign blame for the incident even though barriers may have
been breached by a pathological conjunction of environmental behaviours and system failures.

As can be seen, the causal factor analysis in Table 10.10 helps to collate information about
the development of the probes. It describes how the 
ight cell battery lot was delivered too late
to be impact tested. Table 10.10 also includes information about validation activities. There was
insuÆcient time to conduct a powered, fully integrated impact test on the probe communications
system. Finally, it identi�es groups who were responsible in approving the \proceed to launch"
decision in spite of these potential concerns. These observations were not explicitly identi�ed during
previous stages in the generation of the ECF chart. They, therefore, can be interpreted as omissions
that are exposed by the explicit questions in the form shown in Table 10.10. Additional events can
be introduced into Figure 10.23 to represent these insights prior to the eventual root cause analysis.

The �nal question in Table 10.10 looks beyond the speci�c event that forms the focus of this
analysis. In particular, it prompts the investigator to identify whether or not a particular failure
forms part of a wider pattern. It follows that such annotations are likely to be revised as the causal
factor analysis is repeated for many di�erent events in an ECF chart; patters may only emerge
during the subsequent analysis. This question also provides an opportunity to explicitly identify
any similarities with previous events during other incidents. Subsequent chapters will describe tools
and techniques that can be used to identify common features amongst a number of di�erent incidents.
For now, however, it is suÆcient to observe that primary and secondary investigations often uncover
super�cial similarities between the events that contribute to di�erent incidents. These potential
similarities must be investigated to determine whether or not di�erent incidents do indeed begin to
form a pattern of failure.

Figure 10.24: An ECF chart of the Polar Lander Mission Failure
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The causal factor analysis in Table 10.10 is untypical because we have not presented any previous
barrier or change analysis to identify further events and conditions leading to the loss of the Deep
Space 2 mission. This was intentional because some investigations may not have the necessary
resources to conduct these intermediate forms of analysis. As we have seen, it is possible to move
straight from a high-level preliminary ECF chart such as Figure 10.4 to the analysis in Table 10.10.
For higher consequence failures, such as the Mars Global Surveyor missions, it is likely that any causal
factor analysis will build upon barrier and change analysis. Figure 10.24, therefore, integrates the
events and conditions that were identi�ed in the previous analysis of the Polar Lander incident. The
relative complexity of this �gure, even with the use of continuation symbols, indicates the complexity
of the incident. It also provides an overview of the investigations that precede causal factor analysis.

The incident symbol in Figure 10.24 is preceded by an event, labelled Premature shut-down
of engines (40 meters above the surface), and by a condition, labelled Reduced chance of obtaining
engineering data after anomalous landing. Previous sections have, however, explained that these events
are mutually exclusive. This is denoted by the double-headed link between the condition and the
incident symbol. If the engines had been shut-down at 40 meters then the Lander would have been
destroyed on impact with the planet surface. In consequence, any problems with the communications
systems are unlikely to have had a signi�cant impact on the loss of the mission. There is a very
small probability that it could have survived such an event but the NASA investigation team did
not consider that it was worth pursuing. In consequence, the causal factor analysis focuses on the
event that is associated with the engine shut-down.

Causal factor analysis begins by asking whether the failure would have occurred if there had not
been premature shut-down of engines (40 meters above the surface). The answer to this question is
assumed to be no. This is the only event in the ECF chart of Figure 10.24 that leads to the loss
of the mission. The enquiry process, therefore, follows the same pattern as that established for the
loss of the Deep Space 2 probes. Table 10.11 summarises the answers to the questions that drive
the causal factor analysis.

Table 10.10 was derived without any intermediate barrier or change analysis. In contrast, Ta-
ble 10.11 bene�ts from the more sustained analysis described in previous sections. In consequence,
the ECF prompts may simply reiterate information that was identi�ed by the earlier forms of anal-
ysis. The premature shut-down stemmed from a spurious touchdown signal from the Hall E�ect
sensors. The software did not reset a variable that was set in response to this spurious signal and
this ultimately indicated that the Lander had contact with the surface when it was still some 40
meters from touch-down. It is, however, likely that the causal factor analysis will prompt some novel
observations. For example, Table 10.11 brie
y explains how the developers were keen to balance
the loading on processors during the Entry, Descent and Landing phase. This contributed to the
software failure because processors sampled the Hall E�ect sensors well before reaching 40 meters.
The intention was to avoid any sudden processing peaks that might have been incurred by starting
to poll these devices at the point at which their input was needed.

The causal factor analysis also poses some questions that were not directly addressed during
previous stages in the investigation. The change analysis of the Polar Lander failure did not ex-
plicitly address the reasons why particular barriers failed to detect the potential bug in the landing
software. As can be seen from Table 10.11, the XB0114 requirements document did not explicitly
consider the possible failure modes for the landing logic. The software engineers were not informed
of the possibility of transient signals when the legs �rst deployed. The need to guard against such
spurious signals was not explicitly included within the the Software Requirements Speci�cation. In
consequence, this requirement was not propagated into subsequent test protocols..

Table 10.11 illustrates further bene�ts of this analysis technique. ECF charts, typically, stretch
over many pages. As can be seen from Figure 10.24, this can separate key events during the analysis
and testing of a system from the point at which it is presumed to fail. The drafting of XB0114
occurred long before contact was lost with the Polar Lander. ECF charts, such as that shown in
Table 10.11, help to trace the impact that distal events and conditions have upon catalytic failures.
This is a signi�cant bene�t for complex, technological incidents. For example, our analysis of the
Polar Lander failure and the associated loss of the Deep Space 2 probes extends to well over �fty
nodes. This analysis is still at a relatively high level of abstraction. Several other investigations have



10.3. STAGE 2: CAUSAL ANALYSIS 397

Event : Premature Shut-down of engines

What led to the event? Software did not reset a variable to denote
that a spurious touchdown signal had been
detected. This variable was read when the
touchdown sequence was enabled at forty me-
ters. The lander had an approximate velocity
of 13 meters per second, in Martian gravity
this accelerates to 22 meters per second at im-
pact.

What went wrong? Data from the engineering development de-
ployment tests, 
ight unit deployment tests
and Mars 2001 deployment tests showed a spu-
rious reading in the Hall E�ect touchdown
sensor during landing leg deployment. These
spurious signals can continue long enough to
be detected as valid. Software that was in-
tended to protect against this did not achieve
the intended result. Spurious signals were re-
tained until the sensing logic was enabled at
40 meters from the surface.

How did the barriers
fail?

Requirements document (XB0114) did not ex-
plicitly state possible failure modes. Software
engineers were not told about the transient
failures. The system level requirements in-
cluded a clause that might have alerted en-
gineers to this problem but it was not in-
cluded in Software Requirements Speci�ca-
tion. The transient protection requirement
was not, therefore, tested in either the unit
or system level tests nor was it looked for in
software walk-throughs. There was also an at-
tempt to load balance on the processor so sam-
pling started well before the 40 meter thresh-
old. Product Integrity Engineer for Hall E�ect
sensors was not present at walk-throughs.

Who was involved in
the event?

Software engineers, Product Integrity Engi-
neers.

Is the event linked to
a more general de�-
ciency?

Problems in the Polar Lander software for the
communications up-link. Software problems
also a�ected Climate Orbiter and Stardust.

Table 10.11: ECF Analysis of the Polar Lander Failure.
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produced ECF charts that contain over one thousand events and conditions. In such circumstances,
it is essential that analysts have some means of summarising and collating information about the
key events that contribute to an incident.

Previous paragraphs have used causal factor analysis to drive a more detailed consideration of
the events that immediately precede the loss of the Polar Lander and the Deep Space 2 mission.
If there was suÆcient funding, then investigators would continue the analysis for each events on
every path to the incident. If the incident would not have occurred without this event then the
supplementary questions in Tables 10.10 and 10.11 would be posed. This approach might be seen to
impose unwarranted burdens upon an investigation team. As we have seen, however, it can help to
identify new insights into the events leading to high-criticality failures even if other forms of analysis
have already been applied. Brevity prevents an exhaustive exposition of this approach. In contrast,
Figure 10.25, therefore, presents an ECF chart for the loss of the Climate Orbiter. As can be seen,
this diagram integrates the events and conditions from several previous diagrams. These earlier
�gures included continuation symbols. Figure 10.25 uses these to piece together a more complete
view of the incident. As before, however, it is not possible to provide a single legible diagram of all
of the events and conditions that were identi�ed by the previous use of change and barrier analysis.

One of the reasons for focusing on Figure 10.25, rather than repeating the causal factor analysis
of Deep Space 2 or the Polar Lander, is that it can be used to illustrate the distinction between
contextual and causal factors. As before, the analysis starts from the event that precedes the
incident. In this case, we must consider whether the incident would still have occurred if the Last
signal from MCO (09:04:52, 23/9/99) had not occurred. It seems clear that the incident might still
have occurred even if this event had not taken place. If we had omitted this event from our model,
we would still have had a coherent explanation of the failure. It, therefore, represents a contextual
rather than a causal factor. It is an event that helps our understanding of the incident but it is not
necessary to our view of the incident. The analysis, therefore, moves to the event that immediate
precedes the previous focus for the analysis. In this case, we must consider whether the incident
would have occurred if the Mars Orbital Insertion had not taken place. Again, this event can be
omitted without jeopardising the account of the failure. Similarly, the end of the cruise phase is not
necessary to a causal explanation of the loss of the Climate Orbiter. The analysis, therefore, moves
to the event labelled TCM-5 is discussed but not executed (16-23/9/99).

This event illustrates the complexity of counterfactual reasoning if investigators are not careful
about the phrases that are used to label the nodes in an ECF chart. They must determine if the
incident would have occurred if it was not the case that TCM-5 is discussed but not executed. The
complexity in answering this question stems in part from a mistake in the construction of the ECF
chart. As mentioned previously, events should be atomic statements. The previous label refers
to both the discussion of the maneuver and to the decision not to implement it. In consequence,
Figure 10.25 can be simpli�ed by re-writing this event as It is decided not to execute TCM-5. The
discussions surrounding this decision could be shown as an additional, secondary chain of events.
It would have been easy to write this chapter with the `correct' version from the start. This was
not done because it is important to emphasise that the development of an ECF chart is an iterative
process. It does not guarantee the construction of an `error free' diagram. In consequence, causal
factor analysis provides important checks and balances that can be used to support any causal
investigation.

The counterfactual question based on the re-writing of the event now becomes would the incident
would have occurred if it was not the case that it was decided not to execute TCM-5? This is equivalent
to would the incident would have occurred if it was decided to execute TCM-5? Using the counterfactual
question as a test, this event can be considered to have contributed to the failure. The incident need
not have occurred if TCM-5 had been executed. A number of caveats can be raised to this argument.
For instance, this assumes that that TCM-5 would have been performed correctly. It also assumes
that the decision would have been taken when it was still possible to correct the trajectory of the
Climate Orbiter prior to insertion. There are further complexities. If we ask the subsidiary question
would the ECF chart still represent a plausible path to the incident without the event then it can be
argued that the omission of TCM-5 did not cause the incident. It provided a hypothetical means
of getting the system back into a safe state. It is, therefore, qualitatively di�erent from the active
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Figure 10.25: An ECF chart of the Climate Orbiter Mission Failure
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failures that are addressed in previous paragraphs.

The previous paragraph has argued that TCM-5 is a causal event according to the strict appli-
cation of our counterfactual argument. We have, however, also identi�ed counter arguments. The
omission of TCM-5 was not a causal event because even if the decision had been taken to perform
this operation there is no guarantee that it would have prevented the incident from occurring. This
ambiguity stems from the diÆculty of counterfactual reasoning about contingent futures. Not only
do we have to imaging the there was a decision to implement TCM-5 but we also have to be sure
that it would have avoided the incident. The complexity of such arguments has led a number of
research teams to apply mathematical models of causation to support informal reasoning in accident
investigation [470, 118]. These models attempt to provide unambiguous de�nitions of what does
and what does not constitute a causal relation. They are, typically, based on a notion of distance
between what actually happened and what might have happened under counterfactual arguments.
A scenario in which TCM-5 was performed and did avoid the incident might be argued to be too
far away from the evidence that we have about the actual incident. Such approaches o�er consid-
erable bene�ts; they can be used to prove that di�erent investigators exploit a consistent approach
to incident analysis. Unfortunately, the underlying formalisms tend to be unwieldy and error-prone
especially for individuals who lack the appropriate mathematical training. A related point is that
mathematical de�nitions of causation are frequently attacked because they fail to capture the rich-
ness of natural language accounts. This richness enables investigators argue about whether or not
particular events, such as the omission of TCM-5, are actually causal. There would be no such
discussion if everyone accepted the same precise mathematical de�nition! The key point here is that
there must be some form of consistency in determining whether or not to explore particular events
during any causal analysis. This can either be done by developing strict mathematical rules that can
be applied to formal models of causation. Alternatively, they can be drafted as heuristics that can
guide less formal analysis by teams of incident investigators. Di�erent forms of ECF tables might
be developed to identify any factors that are particularly important for errors of omission [363]. A
further alternative might be to ensure that omitted barriers do not appear in the primary event line
of an ECF chart because they are explicitly represented by questions in the causal factor analysis.
Unfortunately, the documentation associated with existing applications of the ECF approach does
not provide any guidance on how this approach might be developed. Instead, there is an emphasis
upon the subjective importance of any analysis. There has been no research to determine whether
this results in signi�cant inconsistencies between the analysis of di�erent teams of investigators
applying the same technique.

Table 10.12 presents the results from applying ECF analysis to Ground-based software uses imperial
not metric units for thruster to compile AMD data �le. This event occurred each time an AMD
maneuver altered the Climate Orbiter's trajectory. As can be seen, the use of Imperial units stemmed
from a failure to follow the Software Interface Speci�cation. This document required the use of metric
units but the development sta� received insuÆcient training to appreciate the signi�cance of this
document. As with the previous examples of causal factor analysis, this example also shows how
the tables can be used to collate information about an event that might otherwise be distributed
throughout an ECF chart. In this case, the Software Interface Speci�cation was not used to guide test
case generation. This provides an example of the way in which omitted barriers can be represented
within the products of a causal factor analysis, rather than being explicitly introduced into an ECF
chart as was the case with the decision not to perform TCM-5.

As before, Table 10.12 identi�es some of the individuals and groups who were involved in this
event. It also refers to a `mission assurance manager'. This role had existed in previous missions
but no-one performed this role during the Climate Orbiter mission. This illustrates how ECF tables
can go beyond the omission of barrier events to also represent the lack of key sta� who might have
prevented the incident. Finally, Table 10.12 identi�es some of the features that are shared between
a number of similar incidents. In particular, it refers to the role of development documentation in
both the Polar Lander and Climate Orbiter case studies. In the former case, requirements document
XB0114 failed to provide programmers with enough information about potential failure modes for
the Hall E�ect sensors. In the later case, software developers failed to follow the Software Interface
Speci�cation because they failed to understand the importance wither of this document or the code
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Event : Ground Based Software uses imperial and not metric units
for thruster to compile AMD data �le

What led to the event? The project Software Interface Speci�cation
was not followed nor was their suÆcient over-
sight to detect the incorrect representation of
thruster performance.

What went wrong? Thruster performance data was encoded
in Imperial units in the ground based
Small forces routine. This was used to cal-
culate the values that were stored in the
AMD File. Trajectory modellers within the
navigation team used this data. They ex-
pected it to be in Metric units. As a result,
their calculation of the velocity change from
AMD events was out by a factor of 4.45 (1
pound of force = 4.45 Newtons) [570]. Key
members of the small forces software team
were inexperienced. They needed more train-
ing on the ground software development pro-
cess in general and about the importance of
the Software Interface Speci�cation in partic-
ular. Inadequate training about end-to-end
testing of small forces ground software. Fail-
ure to identify that the small forces ground
software was potentially `mission critical'.

How did the barriers
fail?

SIS not used to direct testing of the ground
software. Unclear if this software underwent
independent veri�cation and validation. Man-
agement oversight was stretched during tran-
sition from development to operations and so
insuÆcient attention was paid to navigation
and software validation issues. File format
problems with the ground software AMD �les
prevented engineers from identifying the po-
tential problem. Lack of tracking data.

Who was involved in
the event?

Ground software development team, Project
management, Mission assurance manager (not
appointed).

Is the event linked to
a more general de�-
ciency?

Software problems a�ect Polar Lander. Many
of these relate to development documents.

Table 10.12: ECF Analysis of the Climate Orbiter Failure.



402 CHAPTER 10. CAUSAL ANALYSIS

that they were writing.

Event Contextual/
Causal

Justi�cation

Mishap investigation
board is established

Contextual Post-incident event.

Both DS2 probes su�er
electrical failure at impact

Causal The incident would not have
happened if this had been
avoided.

Forces at impact compro-
mise aft body battery as-
sembly

Causal The incident would not have
happened if this had been
avoided. Providing that the RF
components were not compro-
mised.

Forces at impact compro-
mise RF components

Causal The incident would not have
happened if this had been
avoided. Providing that the bat-
tery body assembly was not com-
promised.

Both DS2 probes impact
with the surface

Contextual Normal or intended behaviour.

Both DS2 probes separate
correctly from the MPL

Contextual Normal or intended behaviour.

Table 10.13: Summary of the ECF Analysis of the Deep Space 2 Incident.

10.3.2 Cause and Contextual Summaries

Causal factor analysis proceeds in the fashion described in previous paragraphs. Investigators it-
eratively pose counterfactual questions to determine whether each event in an ECF chart can be
considered to be causal or not. Table 10.13 summarises the results of this analysis for the loss of the
Deep Space 2 probes. As can be seen, there are three causal events: Both DS2 probes su�er electrical
failure at impact; Forces at impact compromise aft body battery assembly and Forces at impact com-
promise RF components. An electrical failure jeopardises the mission if either the aft body battery
assembly is compromised or the RF components fail at impact. Each of these events is an element
of what Mackie calls a `causal complex' [508]. It is the conjunction of singular causes within the
causal complex that leads to a particular outcome. Crucially, the causal complex is suÆcient for the
result to occur but it is not necessary. There can be other causal complexes. If any of the necessary
causal factors within a causal complex are not present then the incident would not have occurred in
the manner described.

Table 10.14 extends the previous analysis of the Deep Space 2 probes to account for the loss
of the Polar Lander. This identi�es three causal factors. Two are relatively straightforward. This
incident would clearly have been avoided if the Hall E�ect sensors had not generated transient signals.
Similarly, the failure would not have happened if the Lander's engines had not been prematurely cut
at 40 meters above the surface. The third event is less easy to assess because it describes the failure
of a potential barrier. The software provided some protection against transient signals by rejecting
spurious readings from individual sensors. However, it failed to reset the touchdown variable that
was used to determine whether the engines should be cut. Table 10.14 argues that this is a causal
failure because had the code been written correctly then the incident would not have occurred. This
event again illustrates the iterative nature of causal factor analysis.

Even at this advanced stage, it is possible to identify potential improvements to the underlying
ECF charts. For example, the analysis presented in Table 10.14 depends on a number of complex
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Event Contextual/
Causal

Justi�cation

Mishap investigation
board is established

Contextual Post-incident event.

Premature Shut-Down of
engines (40 meters above
surface)

Causal The incident would not have
happened if this had been
avoided.

Software marks individual
legs as failed if they show
spurious signals but does
not reset touchdown indi-
cator at 40 meters (entry
+5:16)

Causal (Bar-
rier)

The incident would not have
happened if this had been
avoided. This represents a failed
barrier because the software does
check for spurious signals in indi-
vidual legs but does not reset the
Touchdown indicator.

Radar detects surface of
Mars is 40 meters away
(entry +5:15)

Contextual Normal or intended behaviour.

Software marks a touch-
down indicator as true if
two spurious signals re-
ceived from the same leg
(10-20 milliseconds after
deployment)

Contextual The incident would not have
happened if this had been
avoided. The software could
have disregarded sensor values
until some period after leg de-
ployment.

Transient signals possi-
ble from Hall E�ect mag-
nets when legs �rst de-
ploy at 1,500 meters (En-
try +4:13)

Causal The incident would not have
happened if this had been
avoided.

Table 10.14: Summary of ECF Analysis for Polar Lander Incident (Part 1).

counterfactual arguments. These can be simpli�ed by restructuring the underlying ECF charts. For
example, the event labelled Software marks individual legs as failed if they show spurious signals but does
not reset touchdown indicator at 40 meters (entry +5:16) can be divided into two component events.
One might represent the successful operation of the software defence Software marks individual legs
as failed if they show spurious signals. The second event might denote the potential failure Software
does not reset touchdown indicator before 40 meters. The former is a contextual event that represents
normal or intended behaviour. The latter event can be seen as a causal factor. It represents a failed
barrier that might have prevented the incident from occurring had it been correctly implemented.

Table 10.14 summarises the causal and contextual factors that contributed to the loss of the
Polar Lander. In particular, it focussed on the potential software failure and its consequent e�ect
of prematurely shutting down the engines while the craft was still some forty meters above the
planet surface. Table 10.15 extends this analysis by assessing the events that were used to denote
the development and validation of the Lander in previous ECF charts. Two causal events can be
identi�ed in this summary: Preliminary design review passed and Launch approved. This analysis
again illustrates the practical complexity of counterfactual reasoning about complex failures. For
example, it can be argued that both of these events are anticipated within the normal development
process and hence should be regarded as contextual rather than causal. The events themselves do
not lead to the incident. It is the conjunction of the event together with critical conditions, such
as the absence of a system level hazard analysis, that creates a potential failure. Other so-called
`normal' events, such as the end of the cruise phase, are not directly associated with such conditions
and hence are not considered to be causal. From this it follows that investigators must not only



404 CHAPTER 10. CAUSAL ANALYSIS

Event Contextual/
Causal

Justi�cation

Last signal from
MPL/DS2 (12:02,
3/12/99)

Contextual Normal or intended behaviour.

Final Trajectory Correc-
tion Maneuver (TCM5)
begins (05:30, 3/12/99)

Contextual Normal or intended behaviour.

Cruise phase ends
(3/12/99)

Contextual Normal or intended behaviour.

MPL and DS2 launched
(3/1/99)

Contextual Normal or intended behaviour.

Launch approved Causal The incident would not have
happened if this had not hap-
pened. This could be con-
sidered as a normal or in-
tended behaviour. However, the
launch should not have been ap-
proved without further systems-
level analysis and tests.

Development completed Contextual Normal or intended behaviour.
Preliminary Design Re-
view passed

Causal This might be considered a
normal or intended behaviour
and hence should be contextual
rather than causal. However,
passing the PDR without further
risk management was a causal
factor.

Decision to use pulse-
mode control

Contextual This event contributed to the in-
cident because it added to the
complexity of the development
process and thereby consumed
additional design resources.

Decision to use o�-the-
shelf engines in 4x3 con�g-
uration

Contextual This event contributed to the in-
cident because it added to the
complexity of the development
process and thereby consumed
additional design resources.

Table 10.15: Summary of ECF Analysis for Polar Lander Incident (Part 2).
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consider the nature of individual events but also the conditions that a�ect or modify those events
in order to determine whether or not they contributed to the causes of an incident.

Tables 10.16 and 10.17 turn from an analysis of the Polar Lander to examine the ECF charts for
the loss of the Climate Orbiter. Table 10.16 identi�es a single cause in the events immediately before
Mars Orbital Insertion. This relates to the decision not to perform TCM-5. Previous paragraphs
have explained how this event can be viewed as causal, if one accepts that TCM-5 is likely to have
avoided the incident, or as contextual, if investigators determine that TCM-5 need not have a�ected
the loss of the mission. This illustrates the complexity of informal, subjunctive, counterfactual
reasoning. Particular conclusions often depend on the investigators' con�dence in a process or
device, such as the TCM-5 maneuver. In consequence, the value of structures such as Table 10.16
is not that they simply this diÆcult form of reasoning. It is, however, that they provide a means of
explicitly recording the outcome of such analysis. They also, very importantly, provide a summary
justi�cation for any decision to classify an event as either contextual or causal.

Table 10.17 identi�es seven causal factors, of which three relate to the failure of potential barriers.
The incident would not have occurred if the SM Forces routines had not used Imperial, rather than
Metric, units to calculate the values in the AMD �le. These values would not have been so critical
if engineers had not rejected to use the barbecue mode or if a symmetrical design had been chosen.
The failed barriers relate to the lack of independent veri�cation and validation for the SM Forces
software. They also stem from the limited number of personnel who made the transition between
development and operations. The lack of any a priori hazard analysis early in the development
project also removed further protection. The identi�cation of these failed barriers as potential
causes again depends upon complex forms of counterfactual reasoning. For example, the small
number of development sta� being moved into operational roles can only be considered a causal
factor if investigators believe that a greater number of development sta� would have avoided the
problems that a�ected the mission. It is possible to develop formal models that codify and, therefore,
simply counterfactual reasoning. However, these approaches ultimately depend upon investigators
determining whether or not such changes in the course of events might have avoided the ultimate
failure. The complexity of counterfactual reasoning is, therefore, only partly due to the diÆculty of
constructing valid arguments. It also stems from the inherent diÆculty in constructing arguments
that are based on limited knowledge about events that we know did not actually take place.

The previous analysis has a number of important limitations. In particular, it follows the recom-
mended ECF practice of focusing the analysis on events [207, 209]. This creates problems because
conditions often provide a common link between many di�erent causal events. Such relationships can
be represented in an ECF chart. They can, however, become obscured by the tabular form of anal-
ysis that is used to summarise the results of any counterfactual analysis. A further concern is that
di�erent investigators may make very di�erent choices when deciding whether or not to represent
particular factors as events or conditions. For example, we could introduce a condition which states
that requirements document XB0114 does not explicitly consider the failure modes for the Hall E�ect
sensors. The same omission can also be represented by a number of putative events; Requirements
document XB0114 published without failure modes or Decision to omit failure modes from XB0114.
These concerns are compounded by the observation that managerial failures are often represented
as conditions while individual instances of human error often reveal themselves as discrete events.

A number of approaches can be used to counter-balance this bias towards events. For instance,
it is possible to repeat the previous analysis but instead focus upon conditions rather than events.
An example of the counterfactual question would then be `would the incident have occurred if it
was not the case that the Climate Orbiter's ground software development sta� had limited training
in this application domain?'. This approach o�ers a number of bene�ts. In particular, it ensures
that investigators revisit the many di�erent conditions that can emerge during the previous stages
of analysis. This process of cross-checking can help to reveal instances in which the same conditions
e�ect many di�erent aspects of an incident. This approach can, however, also introduce a number of
practical diÆculties. Almost all of the counterfactual questions that can be applied to the conditions
in an ECF chart follow the subjunctive forms that have frustrated our previous analysis of failed
barriers. It is very diÆcult to derive an objective answer to the previous example. How can we
determine whether improved training would have avoided the incident? An alternative approach is
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Event Contextual/
Causal

Justi�cation

MCO Mishap Investi-
gation Board is formed
(15/10/99)

Contextual Post-incident event.

Operations navigation
team consult with space-
craft engineers to discuss
discrepancies in velocity
change model (27/9/99)

Contextual Post-incident event.

Last signal from MCO
(09:04:52, 23/9/99)

Contextual Normal or intended behaviour.
The signal was lost as the craft
passed behind the planet during
orbital insertion.

Mars Orbital Insertion be-
gins (09:00:46, 23/9/99)

Contextual Normal or intended behaviour.

Cruise phase ends
(23/9/99)

Contextual Normal or intended behaviour.

TCM-5 is discussed but
not executed (16-23/9/99)

Causal
(Barrier)

The failure of a barrier causes
problems for counterfactual rea-
soning because it relies upon sub-
junctive arguments that may, or
may not be justi�ed. In this case,
we consider it likely that TCM-5
would have avoided the incident
had it been performed.

(File format) anomaly is
not reported through Inci-
dents, Surprises, Anomaly
system

Contextual
(Barrier)

This also depends on a subjunc-
tive argument about whether or
not the ISA system might have
prevented the incident had it
been used. In this case, it is con-
sidered that the incident might
still have occurred even if the
�le format anomaly had been re-
ported.

It is apparent that AMD
�le data is anomalous (N
+ 7/4/99)

Contextual Not causal because it created an
opportunity to avoid the inci-
dent.

File format problems for
AMD data is corrected
(N/4/99)

Contextual Not causal because it created an
opportunity to avoid the inci-
dent.

Table 10.16: Summary of the ECF Analysis of the Climate Orbiter Incident.
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Event Contextual/
Causal

Justi�cation

Ground-based software
uses Imperial and not
metric units for thruster
to compile AMD data �le

Causal The incident would not have
happened if this had been
avoided.

Limited independent test-
ing of the ground-based
SM Forces routines

Causal
(Barrier)

It is considered likely that the in-
cident would not have occurred if
there had been greater indepen-
dent testing of these routines.

SM Forces routines are
written using imperial
and not metric units for
thruster performance

Causal The incident would not have
happened if this had been
avoided.

Angular Momentum De-
saturation events

Contextual Normal or intended behaviour
given the MCO's asymmetric de-
sign and the decision to reject the
barbecue maneuver.

Systems engineering deci-
sion to reject daily 180 de-
gree 
ip to cancel angular
momentum build-up.

Causal The incident might not have hap-
pened if the engineers had de-
cided to perform the `barbecue'
maneuver. However, there re-
mains a degree of doubt that
this further navigation problems
might have been introduced or
gone undetected.

Systems engineering deci-
sion to use a solar ar-
ray that is asymmetrical
to the MCO body

Causal The incident might not have hap-
pened if a symmetrical design
had been introduced similar to
the Global Surveyor.

MCO launch (11/12/98) Contextual Normal or intended behaviour.
Minimal number of devel-
opment sta� transition to
operations (11-12/98)

Causal
(Barrier)

The incident might not have hap-
pened if more sta� had moved
from development to operations.

Decision not to perform
an a priori analysis of
what could go wrong on
the MCO.

Causal
(Barrier)

The incident might not have hap-
pened if more thought had been
given to the problems involved in
using the MCO design to achieve
the navigation accuracy required
by the mission.

Table 10.17: Summary ECF Analysis for Climate Orbiter Incident (Part 2).
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to use Causal-Context summaries as a form of index into the underlying ECF charts. These dia-
grams retain the broader conditions that help to shape the context for any incident. In contrast, the
summary tables strip out much this detail to focus on the elements of Mackie's causal complexes.
Cause-context summary tables and ECF charts together provide a stepping stone towards any sub-
sequent root cause analysis. The following paragraphs address a number of the key issues that must
be addressed by any root cause analysis technique.

When to begin? Previous chapters have also argued that the early stages of an investigation are
often guided by investigators' working hypotheses about the causes of an incident. It is important,
however, that these informal ideas should be explicitly represented relatively early if �nite investi-
gatory resources are to be maximised. This requirement must be balanced against the dangers of
biasing an investigation towards certain causes. Root cause analysis uses the results of the previous
techniques to identify common factors behind causal events. As noted in the previous paragraphs,
these common factors may already have been identi�ed as conditions within an ECF chart. It is
important to stress, however, that root cause analysis \is not an exact science" [207]. The processes
of analysis and investigation often uncover potential root causes that were not considered during pre-
vious stages of analysis. It is important, therefore, not to freeze the ECF chart or the cause-context
tables during the early stages of any analysis.

How do we validate the analysis? We have argued that ECF charts and cause-context diagrams
are `living' documents that must be updated as new information becomes available. It is important,
however, that investigators validate the products of any causal analysis. Typically, this is done
through regular, minuted team meetings. Increasingly these are used to approve the publication of
draft analysis documents via organisational intranets. They provide shared resources that help to
guide the continuing investigation. Such publication and distribution mechanisms help to coordinate
investigators' activities but must be protected from public disclosure. Ultimately, the products of any
root cause analysis must be approved by the members of an investigation team before a �nal report
can be written. This mechanisms for achieving this agreement depend on the scale of the incident
reporting system. In local applications, there may only be a single individual who is available to
perform the analysis and draft the report. In larger systems, however, there may be formalised
procedures for `signing o�' the products of any root cause analysis. These procedures can involve
higher levels of management. This raises serious practical and ethical issues if this �nal stage of
approval is seen as a means of potentially �ltering the results of any analysis. Some organisations
have guarded against this by allowing senior management only to annotate root cause analyses.
They are prevented from altering what has already been written. While this approach o�ers some
protection against undue in
uence, it does not guard against the myriad of informal pressures that
can be brought to bare on an investigation team.

How many root causes? The Department of Energy guidelines state that investigators should
identify at least one but probably not more than three or four root causes [207]. This guideline seems
to be derived from the pragmatics of incident investigation within particular industries. They do
not, however, provide any justi�cation for their suggestion. This is unfortunate. Such a pragmatic
limit can be seen as a barrier to organisational learning from any mishap in which there were more
that four root causes. Such concerns are exacerbated by the observation that there are often many
di�erent ways for an incident to occur. In consequence, there any incident investigation may yield
a number of root causes for each of these di�erent scenarios. For instance, the Polar Lander could
have been lost because of the premature shut-down of the engines. It might also have been caused
by a failure in the separation of the Deep Space 2 probes and the Lander from the cruise stage.
It could have been caused by a landing on unfavourable terrain. It might also have been caused
by failure in the communications up-link and so on. Each of these scenarios was considered to be
plausible by the NASA investigation team. Although each hypotheses yielded a small number of root
causes, the cumulative e�ect of considering many di�erent failure scenarios helped the investigators
to identify a signi�cant number of lessons for future missions. This would not have been possible
had they stopped at the four or �ve root causes recommended above. It seems more pro�table to
view resource constraints as the limiting factor. The extent of any root cause analysis provides a
good indication of the perceived criticality of any potential failure.

What are the parameters of the analysis? The ECF guidelines argue that \the intent of the



10.3. STAGE 2: CAUSAL ANALYSIS 409

analysis is to identify and address only the root causes that can be controlled within the system being
investigated, excluding events and conditions that cannot be reasonable anticipated and controlled,
such as natural disasters" [207]. It is clearly diÆcult to control natural disasters, however, this wide
ranging approach does pose a number of important questions. Previous sections have explained
how many local incident reporting systems `target the doable'. This can prevent e�ective action
from being taken to address common problems that might a�ect a number of di�erent local groups.
In particular, managerial and organisation constraints may be viewed as outside the control of
operational departments. It is, therefore, important that any root cause analysis technique should
provide explicit means of addressing these higher-level causes of failure.

The previous paragraphs have described some general attributes of the root cause analysis. They
have not, however, provided any guidance about the methods and techniques that might be applied
to identify these factors from the mass of information that can be derived from the previous stages
of analysis. The following sections, therefore, present two di�erent techniques that can be used to
identify root causes from the events and conditions that are described in ECF charts and cause-
context tables.

10.3.3 Tier Analysis

Tier diagramming is a root cause analysis technique that focuses on those levels of management
that have the responsibility to correct potential problems. It is one of several techniques, including
Pate-Cornell's `Accident Analysis Framework', that exmplicitly force investigators to consider organ-
isational factors as the initial root causes of many failures [665]. Each row in one of these diagrams
refers to a di�erent level of management within an organisation. They are intended to represent
levels of organisational responsibility that range from the operator up to senior management. The
columns in a tier diagram list the causal factors that are derived from the Causal factor analysis
together with any higher-level root causes that may or may not be identi�ed. This is illustrated by
Table 10.18. It is important to note, however, that this a generic template that must be tailored
to re
ect the organisations that are involved in a particular incident. Each causal factor is assigned
to a tier of management responsibility. This is intended to help identify any common links between
causal factors that relate to particular levels in an organisation. For instance, a failure in supervision
would be exposed by a number of causal factors that cluster around this level in the tier diagram.
This is intended to o�er a number of bene�ts to any incident investigation. In particular, it helps to
focus any root cause analysis on the deeper organisational causes of failure [701]. The tabular format
also helps to structure an investigation around concepts, or groups, that have a clear organisational
meaning for those involved in an incident. This is important because many incident reports often
talk in vague terms about a `failure in safety culture' without grounding these observations in the
activities of particular organisations and groups. A further bene�t is that responsibility is explicitly
assigned for each root cause and causal factor. These judgements provide a focus for subsequent
discussion and can, ultimately, help to form the recommendations for future practice.

Tier Causal Factors Root Cause
5: Senior Management
4: Middle Management
3: Lower Management
2: Supervision
1: Workers Actions
0: Direct Cause

Table 10.18: Format for a Tier Diagram [207].

Di�erent tier diagrams are drawn up for each of the organisations that is involved in an incident.
In our case studies, therefore, we would anticipate separate tier diagrams for NASA Headquarters
and for NASA JPL and for the subcontractor LMA. It is also possible to re�ne such diagrams to look
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at di�erent groups and teams within each organisation. For instance, it is possible to distinguish
management tiers within the development process of the Climate Orbiter from operation groups. Tier
diagramming, typically, begins with the organisation that is most closely involved in the incident.
The �rst diagram in both the Polar lander and Climate Orbiter case studies would focus on the
LMA operational teams. Further diagrams would then represent the contractor organisation for
which LMA was subcontracting. In particular, tier diagrams should also represent any organisations
that are involved in the oversight or regulation of the contractor's and subcontractor's activities. Tier
diagramming, therefore, has two prerequisites. Firstly, investigators must have already identi�ed
a number of potential causal factors using techniques such as causal factor analysis. Secondly,
they must also have a clear understanding of the management structures that characterise the
organisations involved in an incident. Once this information is available, the analysis proceeds in
the following stages:

1. Develop the tier diagram. Create a tier diagram that re
ects the management structure of the
organisation being considered.

2. Identify direct causes. Examine the cause-context summaries to identify any catalytic events
that cannot be directly associated with operators or management activities. Enter these along
the direct cause row, shown in Table 10.18. Repeat this process for any conditions that are
associated with these causal events in an ECF chart. Initially, this tier might contain events
that describe the failure of process components or problems due to the contamination of raw
materials. As analysis progresses, however, it is likely that most of these direct causes will be
associated with other tiers in the diagram. For instance, component failures may be due to a
managerial failure to ensure an adequate maintenance regime. Similarly, the contamination of
raw materials can be associated with acquisitions and screening policies.

3. Identify worker actions. For each causal factor in the cause-context summary, ask whether or
not they stemmed directly from `worker actions'. A number of guidelines can be proposed to
direct this stage of the analysis. For instance, the US Department of Energy has developed a
number of questions that are intended to help determine whether or not a causal factor should
be associated with worker actions [207]. These include whether or not the worker's knowledge,
skills and abilities were adequate to perform the job safely. They also ask whether the worker
understood the work that was to be performed. As with direct causes, these actions often
raise questions about the performance of other groups in a tier diagram. The worker's lack
of understanding may be due to an inadequate training regime. Investigators must, therefore,
ask whether or not the worker was solely responsible for the causal factor. If the answer is no
then investigators must move the event to a higher tier in the diagram. As before, investigators
must also introduce any associated conditions into a tier diagram if they provide necessary
additional information about causal events.

4. Analyse remaining tiers. The analysis progresses in a similar fashion for each tier. The
intention is to place each causal factor as high up the diagram as possible. Ultimately, as we
have seen, all incidents can be associated with regulatory problems or a failure in oversight.
It is important, however, to balance this observation about ultimate responsibility against the
need to identify those levels in an organisation that are most directly responsible for certain
causal factors. As mentioned in the previous paragraph, this is most often done by developing
analytical guidelines. These guidelines help investigators to assess whether or not a causal
factor can be associated with a particular tier in the diagram. They are, in turn, typically
derived from the safety cases that justify the operation of an application process. For instance,
if middle management has an identi�ed responsibility to ensure the operation of an incident
reporting system then it is possible to place any causal factor that relates to the failure of such
a system at this level in a tier diagram.

5. Identify links. After all of the causal factors and associated conditions have been entered into a
tier diagram, investigators can begin to look for common factors. As with the previous stages
in this form of analysis, the success of this activity depends upon the skill and expertise of the
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investigator. This, in turn, can have a profound impact on the course of any investigation. As
Lekberg notes, the previous background and training of an investigator can have a profound
impact on the results of their analysis [484]. The key point is not, however, to eliminate these
individual di�erences but to use the tier diagram as a means of explicitly representing the key
stages in any root cause analysis. Other investigators can then inspect these diagrams to iden-
tify other connections between causal factors or, if necessary, to argue against proposed links.
Investigators can use di�erent colours or symbols to denote those causes that are considered
to be linked.

6. Identify root causes. Compare each of the causal factors in the tier diagrams against the
de�nition of a root cause. A root cause is distinguished by Lewis' counterfactual argument
that if A and B are states (conditions) or events, then A is a necessary causal factor of B if and
only if it is the case that if A had not occurred then B would not have occurred either [490].
This is essentially the same requirement that was used to distinguish causal from contextual
factors in the causal factor analysis. They can also be thought of as causal factors that, if
corrected, would prevent recurrence of the same or similar incidents. We would also impose
an additional requirement based on Mackie's distinction between general and singular causes
[508]. Root causes must address a class of de�ciencies, rather than single problems or faults.
Correcting a root cause not only prevents the same incident from recurring but also solves
deeper line management, oversight and management system de�ciencies that could cause or
contribute to future mishaps [207]. If a causal factor meets these criteria then an additional
entry can be made to denote this �nding in the third table of the tier diagram, illustrated
in Table 10.18. Investigators must, therefore, compose a root cause `statement' to summarise
each of the causal factors groupings that were identi�ed in the previous stage of analysis.

Root cause analysis can reveal events and conditions that were not represented on ECF charts, ECF
tables or cause-context summaries. . These must be added to ensure consistency between these
various products of a root cause analysis. It should also be noted that one tier diagram may provide
input for another. For instance, if the upper management of a contractor was responsible for a
particular root cause then the regulator and supervisory organisation may share responsibility for
that particular root cause if there is a de�ciency in the directives given by those organisations.

The remainder of this section applied the tier diagramming approach to identify root causes for
both the Polar Lander and the Climate Orbiter case studies. This analysis begins by identifying
the relevant management and organisation structures that were involved in this incident. The Mars
Independent Assessment Team have provides information about the internal management structures
within NASA headquarters and within JPL [569]. Unfortunately, it can be less easy for investigators
to obtain detailed information about subcontractors' management structures even in the aftermath
of a serious incident. The subsequent analysis, therefore, must also exploit a number of inferences
about the reporting structures that characterised the day to day operation of the Mars Surveyor
projects.

Figure 10.26 illustrates the complexity of the management structures that were involved in the
Mars Program at NASA Headquarters. Not only do such organisational features complicate any
tier analysis, they also had a signi�cant impact on the loss of the Polar Lander and the Climate
Orbiter. During the initial formation of the program, the JPL Program Manager had to deal with
the Advanced Technology and Mission Studies Division. During implementation, they interacted
with the Mission and Payloads Development Division. For the operational phase of the program,
the JPL Program Manager dealt with the Research and Program Management Division. During
all of this the manager must also interact with the Science Board of Directors. These various
channels of communication between NASA headquarters sta� and the JPL Mars Program Manager
caused problems for both organisations. The independent assessment team found that \ine�ective
communication between JPL management and NASA Headquarters contributed to an unhealthy
interface and signi�cant misunderstandings in conducting the Mars Surveyor Program" [569]. NASA
Headquarters believed that they were articulating program objectives, mission requirements and
constraints. JPL management interpreted these as non-negotiable demands over costs, schedules
and performance requirements. Concern about losing contracts and funding also prevented JPL
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Figure 10.26: NASA Headquarters' OÆce of Space Science [569]

management from e�ectively express their concerns to NASA Headquarters about programmatic
constraints. The independent assessment team also concluded that NASA Headquarters did not
seem receptive to receiving bad news.

JPL's Mars Program OÆce initiated the Mars 98 project and was responsible for planning, pro-
gram advocacy and 
ight project development between 1994 and 1996. The roles and responsibilities
of this oÆce were, however, interpreted di�erently in the JPL Mars Program OÆce and the NASA
Headquarters sponsoring oÆce. This led to several con
icts about mission direction that ultimately
diverted management resources away from mission development. These diÆculties illustrate an im-
portant practical barrier to tier analysis. One of the precursors to an incident may be the breakdown
of management structures. The roles and responsibilities of each level of the table may, therefore,
be very diÆcult to distinguish: \individual projects were not developed or managed within a clearly
de�ned overall framework that identi�ed interdependencies and risk management strategies" [569].

In 1996, NASA Headquarters delegated full program management authority to the NASA Cen-
ters. JPL, therefore, created a Mars Exploration Directorate that reported directly to the Laboratory
Director. This directorate assumed responsibility for program management and assumed most of
the duties that have previously been associated with the NASA Headquarters sponsoring oÆce. One
consequence of this reorganisation was that JPL's Mars Exploration Directorate lost a single point
of contact at Headquarters. In August 1996, the management structure of the Mars programs was
further complicated by the announcement that potential signs of life had been found on a mete-
orite that was assumed to have come from Mars. The heightened public interest led to further
changes in JPL's organisation. An increased emphasis was placed on robotic exploration to support
the long-term needs of Human Exploration. These missions were managed by a di�erent part of
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Figure 10.27: JPL Space and Earth Sciences Programmes Directorate [569]



414 CHAPTER 10. CAUSAL ANALYSIS

Headquarters
JPL responded to these changes in priorities by partially reorganising its own management struc-

ture in 1998. This was followed by wider changes in 1999. JPL amalgamated its space and Earth
science teams into a single directorate. The intention was to coordinate the management of an
increased number of programs and projects in both of these areas. The Mars Program Manager no
longer reported to the Laboratory Director as a separate, independent entity. Project managers were
to report at a lower level. Figure 10.27 illustrates the organisational structure of the JPL Space and
Earth Sciences Programs Directorate after the 1999 reorganisation. The Mars projects are shown
among sixty-eight other projects in the third tier of management. They are, therefore, isolated from
the direct reporting structures of senior JPL management. Although Figure 10.27 represents the
1999 reorganisation, the independent assessment team argued that this re
ects the project isolation
that contributed to the failure of the Mars'98 project.

The previous paragraphs have summarised the management structures within NASA headquar-
ters and within JPL. They have also argued that the dynamism of many organisations can create
signi�cant problems when applying tier analysis to real-world management structures. The di�er-
ent teams and individuals who are associated with di�erent levels in a tier diagram may change as
organisations attempt to adapt to the pressures that are created by many high-technology projects.
One solution would be to develop a number of tier diagrams to represent these di�erent changes
in project management. An alternative approach is to exploit a relative abstract classi�cation of
organisational structures, similar to those shown in Figure 10.18 and then provide more detailed
information to support the interpretation of those categories at particular stages of the incident.

A number of further challenges complicate the development of tier diagrams. In particular, it may
not be possible for the investigators from one organisation to gain access to detailed information
about the management of another organisation. As we have seen, it is relatively easy to access
documentation about NASA management structures. It is far harder to �nd comparable information
about the organisation of the commercial subcontractors. In consequence, investigators may be
forced to exploit the more generic tiers that were introduced in Table 10.18. Even if this approach
is exploited, investigators face a number of further problems. For example, if there are several
organisations involved in an incident then they must determine which causes relate to which tier
diagram. This can partly be based on any existing project documentation, however, it also requires
considerable skill and judgement on the part of individual investigators. For example, the following
quote illustrates how LMA were responsible for the development of the Mars Surveyor programme.
JPL sta� were involved in some of these activities but they also provided higher level management
functions:

\The Mars Surveyor program'98 Development Project used a prime contract vehicle
to support project implementation. Lockheed Martin Astronautics (LMA) of Denver,
Colorado was selected as the prime contractor. LMA's contracted development responsi-
bilities were to design and develop both spacecraft, lead 
ight system integration and test,
and support launch operations. JPL retained responsibilities for overall project manage-
ment, spacecraft and instrument development management, project system engineer-
ing, mission design, navigation design, mission operation system development, ground
data system development, and mission assurance. The MSP 98 project assigned the
responsibility for mission operations systems/ground data systems development to the
Mars Surveyor Operations Project, LMA provided support to Mars Surveyor Operations
Project for mission operations systems/ground data systems development tasks related
to spacecraft test and operations." [564]

This quotation illustrates the practical diÆculties that are involved in separating out the responsibil-
ity that each organisation might assume for certain causes of safety-critical incidents. In consequence,
the following tables represent one particular viewpoint. They act as a focus for subsequent discus-
sion rather than a unique assignment of causal factors to particular management layers in each of
the organisations.

Figure 10.19 provides an initial assignment of causes to various layers within the contractor
organisation. In addition to these causal factors, identi�ed in the cause-context summaries, it is
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also possible to introduce conditions that are also perceived to have contributed to the incident. As
mentioned, these conditions can represent longer term factors that cannot easily be represented as
discrete events and so may be overlooked by the previous forms of analysis. For instance, previous
ECF charts identi�ed the way in which some project requirements were not passed on in suÆcient
detail. This was shown as a condition labelled Requirements are not passed on in suÆcient detail
nor are they backed by an adequate validation plan in Figure 10.11. This created problems because
individual project managers had to interpret what was admissible in pursuit of the objectives set by
Faster, Better, Cheaper. Figure 10.19, therefore, introduces a number of similar conditions into the
tier diagram.

It is important to note that Figure 10.19 represents the management structure that was in place
at JPL between 1994-1996. It was during this period that JPL's Mars Program OÆce initiated the
Mars 98 project and was responsible for planning, program advocacy and 
ight project development.
As noted in previous sections, tier analysis is complicated by the fact that the management tiers were
altered several times during the project lifecycle. Figure 10.27, shown previously, illustrates the JPL
management structure that was put in place from 1996. A new Mars Exploration Directorate was
created within JPL to coordinate many of the activities that were previously performed by NASA
Headquarters and so are not considered in Figure 10.19.

Figure 10.19 illustrates the way in which tier analysis tends to associate root causes with the
higher levels of management. This is a natural consequence of the iterative process that is used to
analyse each causal factor; the intention is to place each causal factor as high up the diagram as
possible. This is an important strength of the technique. The investigators' attention is drawn away
from individual instances of operator error. Undue emphasis may, however, be placed on individuals
at higher levels within an organisation. This is inappropriate if operational responsibility is devolved
to lower levels within the management structure. Under such circumstances, any root cause for the
failure might have to be associated with several di�erent levels within an organisation.

The distribution of responsibility within an organisation is illustrated in Figure 10.19 by root
causes at both senior and middle management level. Although senior personnel provided insuÆcient
guidance on the implementation of NASA's Faster, Better, Cheaper strategy, middle management
might still have fought to obtain adequate resources. This also illustrates the subjective nature of
tier analysis. It can be argued that these two root causes are so closely linked that they should
be amalgamated into a single higher-level description. If Senior Management had provided strong
guidance about the implications of the Faster, Better, Cheaper strategy for design and validation
then Middle Level Management would have had less need to �ght for additional resources. On the
other hand, it can be argued that these root causes should be distinct because Senior Management
must rely on their colleagues to provide adequate information about the operational implication of
accepting such tight resource constraints. Similarly, there are some causal factors in Figure 10.19 that
could have been represented as root causes. The decision not to implement TCM-5 is an example of
one such event. If this maneuver had been implemented then the incident could have been avoided.
The lack of preparation for this maneuver and the consequent decision not to implement it might, in
combination with other factors, lead to future incidents. The key point here is that either approach
would represent a valid application of tier analysis. The output of this process depends upon the
skill, expertise and viewpoint of the investigator. It, therefore, must be carefully validated by peer
review. One means of validating our analysis would be to compare Figure 10.19 with the output
of an independent tier analysis performed by another investigator. There may, however, be more
general biases that are introduced by the use of this particular form of analysis. An alternative
means of validating these �ndings is to compare the results of our analysis with those obtained by
investigators using other approaches. For example, the following section will repeat the analysis
of our case studies using Non-compliance classi�cations. For now it is suÆcient to summarise the
�ndings of the Mars Program Independent Assessment Team Report. They used a range of less
structured techniques to derive the following conclusions about contractor involvement in the root
causes of the incident:

\(NASA, JPL, and LMA) have not documented the policies and procedures that
make up their Faster, Better, Cheaper approach; therefore, the process is not repeatable.
Rather, project managers have their own and sometimes di�erent interpretations. This
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Tier Causal Factors Root Cause
Senior Management Requirements are not

passed on insuÆcient
detail nor are they
backed by an adequate
validation plan.

Decision not to
perform an a priori
analysis of what could
go wrong on the MCO.

Limited independent
testing of the ground-
based SM Forces
routines.

No documented guid-
ance on implement-
ing Faster, Better,
Cheaper prevented
project managers from
resisting pressures to
cut costs/schedules
that might compro-
mise mission success.

Middle Management Minimal number of
development sta�
transition to opera-
tions (11-12/98).

SM Forces routines
are written using im-
perial and not metric
units for thruster
performance.

Lack of resources for
the Mars Surveyor
Program limited the
number of sta� avail-
able and may also
have prevented those
sta� from receiving
adequate training on
critical aspects of the
mission.

Lower Management TCM-5 is discussed
but not executed (16-
23/9/99)

Supervision
Workers Actions Systems engineering

decision to reject daily
180 degree 
ip to can-
cel angular momentum
build-up.

Systems engineer-
ing decision to use
a solar array that is
asymmetrical to the
MCO body

Direct Cause Ground-based soft-
ware uses Imperial
and not metric units
for thruster to compile
AMD data �le

Table 10.19: LMA Tier Diagram for the Climate Orbiter Mission.
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can result in missing important steps and keeping lessons learned from others who could
bene�t from them... Mars 98 had inadequate resources to accomplish the requirements.
Through a combination of perceived NASA Headquarters mandates and concern for loss
of business, JPL and LMA committed to overly challenging programmatic goals. The
JPL management perception was that no cost increase was permissible and the aggressive
pricing strategy adopted by LMA exacerbated the problem. The pressure of meeting the
cost and schedule goals resulted in an environment of increasing risk in which too many
corners were cut in applying proven engineering practices and the checks and balances
required for mission success... Inadequate project staÆng and application of institutional
capability by JPL contributed to reduced mission assurance. Pressure from an already
aggressive schedule was increased by LMA not meeting staÆng objectives early in the
project. This schedule pressure led to inadequate analysis and testing. An additional
important role for senior management, whether at NASA, JPL, or LMA, is to ensure
the establishment of, and compliance with, policies that will assure mission success. For
example, these policies should address design (at the component, system, and mission
life cycle level), test and veri�cation, operations, risk management, and independent
reviews." [569]

As can be seen, several of the themes identi�ed by the Mars Program Independent Assessment Team
mare summarised as root causes in the tier analysis of Figure 10.19. There are some di�erences. In
particular, the team's report brings together many of the factors that we have identi�ed and links
them to the contact management's perception of project risk. Our analysis was performed prior to
reading this document. With this additional insight, however, it would be possible to reformulate
the previous diagram to re
ect these more general concerns. This again re
ects the point that root
cause analysis is an iterative process. ECF charts, cause-context summaries, tier analysis are all
artifacts that help to document the path towards a causal analysis. They do not replace the skill
and expertise of the investigators nor do they `automate' key stages of the analysis.

Figure 10.20 builds on the previous analysis by examining the root causes of the Climate Orbiter
failure from the perspective of the JPL management structure. Unlike the contractor organisations,
more can be identi�ed from the published documentation about management structures within
this organisation. As mentioned previously, JPL retained responsibilities for \overall project man-
agement, for spacecraft and instrument development management, for project system engineering,
mission design, navigation design, mission operation system development, ground data system devel-
opment and mission assurance" [570]. From this is follows that JPL sta� were ultimately responsible
for the development and testing of the navigation software. It can, therefore, be argued that some
of the causal factors associated with navigation systems development should be removed from Fig-
ure 10.19 The contractor was not responsible for overseeing this aspect of the mission. These factors
have been retained because the NASA investigators commented on the diÆculty of making such
precise distinctions, sta� often could not reply to questions such as `who is in charge?' or `who is
the mission manager?' [570].

Figure 10.20 shows how causal factors a�ect several of the organisations that are involved in any
incident. This diagram presents many of the events and conditions that were identi�ed in the tier
analysis for LMA sta�. However, the supervisory and managerial role of JPL sta� is re
ected by the
way in which many of these causal factors are associated with di�erent levels in the management
structure. For instance, the event TCM-5 is discussed by not executed was associated with lower levels
of management within the contractor organisation but is associated with the program management
in JPL. The Flight Operations Manager should have polled each subsystem lead to ensure that they
had reviewed the data and believed that the Climate Orbiter was in the proper con�guration for the
event. [570] However, this protocol had not been developed nor had any manager been explicitly
identi�ed to lead this decision making process. It might, therefore, be argued that responsibility
rested with the JPL program manager, as shown in Figure 10.20.

Figure 10.20 also illustrates the manner in which tier analysis can expose di�erent root causes for
similar causal factors within di�erent organisations. For example, the inadequate risk analysis and
the lack of development sta� who transitioned into operations might indicate a degree of complacency
on the part of the JPL management team. The NASA investigators found evidence of a perception at
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Tier Causal Factors Root Cause
5: Senior Management
(JPL Laboratory Direc-
tor and Mars Program
OÆce Director)

Minimal number of devel-
opment sta� transition to
operations (11-12/98)

Limited independent
testing of the ground-
based SM Forces routines

Decision not to per-
form an a priori analysis
of what could go wrong
on the MCO.

Feeling that
orbiting Mars in
routine.

Insular rela-
tionship with
LMA prevented
adequate risk
assessment
and mitigated
against indepen-
dent reviews.

4: Middle Management
(Climate Orbiter
Project Manager)

TCM-5 is discussed but
not executed (16-23/9/99)

3: Lower Management
(Flight Operations
Manager/Flight Devel-
opment Manager)

SM Forces routines are
written using imperial
and not metric units for
thruster performance.

Systems engineering
decision to reject daily
180 degree 
ip to cancel
angular momentum build-
up.

Systems engineering
decision to use a solar
array that is asymmetrical
to the MCO body

Table 10.20: JPL Tier Diagram for the Climate Orbiter Mission.
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JPL that \orbiting Mars is routine" [570]. This perception was based on previous mission successes.
However, it resulted in inadequate attention being paid to navigation risk mitigation.

Figure 10.20 also illustrates the way in which tier diagram must account for the relationship
between the management structure that is being considered and any other organisations that are
involved in an incident. In this case, the insular relationship between JPL and the contract or-
ganisation is identi�ed as a root cause behind the lack of independent testing and inadequate risk
assessment. This analysis raises a number of structural properties about our use of the tier diagrams
in Figure 10.20. As can be seen, causal factors and root causes are associated with di�erent levels of
management. No distinction is made between these causes. For instance, only two out of the three
causal factors at the top levels of the JPL management structure are associated with the insularity,
mentioned above. Similarly, we have not shown how causal factors at various levels in a tier diagram
might contribute to a root cause. Additional annotations could be introduced to represent this
information. Care must be taken if the resulting diagrams are not to become illegible.

As before, we can compare the results of the tier analysis with the �ndings of the Mars Program
Independent Assessment Team. The root cause analysis illustrated in Figure 10.20 is based on a
subset of the evidence that was available to this investigation team. Our analysis was, however,
done prior to reading their account:

\The JPL/Lockheed Martin Astronautics interface for Mars 98 was characterised by
a positive, close working relationship between the JPL and LMA project managers and
their oÆces. However, this relationship had a negative, insular e�ect when accepting
excessive risk... Inadequate project staÆng and application of institutional capability
by JPL contributed to reduced mission assurance. Pressure from an already aggressive
schedule was increased by LMA not meeting staÆng objectives early in the project.
This schedule pressure led to inadequate analysis and testing... The team found multiple
examples of ine�ective risk identi�cation and communication by both JPL and LMA.
Compounding this, JPL and LMA each deviated from accepted and well-established
engineering and management practices. Risk identi�cation and any signi�cant deviations
from acceptable practices must be communicated to the customer in an open, timely, and
formal fashion." [569]

It is diÆcult in the aftermath of such an incident to be sure that this analysis has not biased my
interpretation of the incident. The �ndings of the Mars Program Independent Assessment Team were
publicised in press accounts. They are also referenced in the pages that provided access to on-line
versions of primary sources that were used in our analysis. Any comparison between the results of
our tier analysis and the assessment team's report cannot, therefore, be regarded as an independent
or formal validation of the root causes analysis. In contrast, Figure 10.20 simply illustrates that
it is possible for some of the independent assessment team's �ndings to be represented within a
tier diagram. It is also important to identify the di�erences between our ECF/tier analysis and
the �ndings of the independent assessment team. In particular, the root causes in Figure 10.20 do
not address the communications problems that existed between JPL and NASA headquarters. The
Mars Program's Independent Assessment Team report emphasised that these problems prevented
JPL management from gaining a clear understanding of the resource implications behind the Faster,
Better, Cheaper strategy. These concerns are, however, represented in Table 10.21 that presents a
tier analysis of NASA headquarter's involvement in the loss of the Climate Orbiter.

Figure 10.21 illustrates the way in which investigators can use both the conditions and the events
in an ECF chart to support any subsequent tier analysis. In this case, NASA headquarters had little
direct involvement in the events that led to the loss of the Climate Orbiter. Investigators would,
therefore, have considerable diÆculties in constructing a root cause analysis that was based solely
upon such direct involvement. In contrast, it can be argued that NASA headquarters played an
important role in establishing the conditions that led to this incident. Figure 10.21 therefore goes
beyond the causal events that were considered in previous tier diagrams to look at the conditions
that were identi�ed in early ECF charts of the Climate Orbiter incident, such as Figure 10.8. This
example is typical of tier diagrams that consider the role of regulatory or supervisory organisations
in such failures. It is also important to note that such factors are often omitted from some reports of
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Tier Causal Factors Root Cause
5: Senior Management
(Board of Directors, Sci-
ence)

Project oversight prob-
lems stem from com-
plex relationship be-
tween JPL and LMA
(and NASA HQ)

Failure to commu-
nicate the mission
implications of
the Faster, Better,
Cheaper strategy.

4c: Middle Management
(Associate Adminis-
trator, OÆce of Space
Science)
4b: Middle Management
(Science Chief of Sta�)

Lack of managerial
leadership in pro-
moting responsible
attitudes to Inci-
dents, Surprises and
Anomaly reporting

Failure to com-
municate the
importance of ex-
pressing concerns
both about speci�c
implementation
issues as well as re-
source/management
problems.

4a: Middle Management
(Advanced Studies Divi-
sion, Mission Develop-
ment Division, Research
and Program Manage-
ment Division etc)

Requirements are not
passed on in suÆcient
detail nor are they
backed by an adequate
validation plan

Table 10.21: NASA HQ Tier Diagram for the Climate Orbiter Mission.

an incident. For example, the initial report into the Climate Orbiter contained no reference to the
involvement of NASA headquarters at all [564]. This is justi�ed by the initial focus on the direct
causes of the incident. The subsequent report into Project Management in NASA by the Mars
Climate Orbiter, Mishap Investigation Board only contained four references to NASA headquarters
[570]. None of these references described any potential inadequacies that might have led to the
incident. In contrast, the Mars Program Independent Assessment Team that was supported by
NASA made approximately �fty references to the role played by headquarters [569].

The �ndings from the Independent Assessment Team can again be compared with the root causes
that have been identi�ed using tier analysis. Such a comparison re
ects some of the limitations of
this approach when applied to the less direct causes of an incident or accident. The following excerpts
summarise the results of the independent enquiry:

\ Through a combination of perceived NASA Headquarters mandates and concern for
loss of business, JPL and LMA committed to overly challenging programmatic goals. The
JPL management perception was that no cost increase was permissible and the aggres-
sive pricing strategy adopted by LMA exacerbated the problem... NASA Headquarters
thought it was articulating program objectives, mission requirements, and constraints.
JPL management was hearing these as non-negotiable program mandates (e.g., as dic-
tated launch vehicle, speci�c costs and schedules, and performance requirements)... The
result was that JPL management did not convey an adequate risk assessment to NASA
Headquarters. What NASA Headquarters heard was JPL agreeing with and accepting
objectives, requirements, and constraints. This communication dynamic prevented open
and e�ective discussion of problems and issues. JPL management did not e�ectively ex-
press their concerns to NASA Headquarters about programmatic constraints, and NASA
Headquarters did not seem receptive to receiving bad news... In this case, JPL and NASA
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Headquarters communications were inadequate, in part because JPL was concerned that
Headquarters would perceive JPL concerns about programmatic constraints negatively;
JPL did not want to antagonise the customer. NASA Headquarters was rigid in adhering
to unrealistic constraints. Communication between JPL and NASA Headquarters was
impeded by a cumbersome and poorly de�ned organisational structure within the OÆce
of Space Science." [569]

Our use of tier analysis did not reveal many of the causal factors that are identi�ed in the Mars
Program Independent Assessment Team's report. For instance, the previous tables did not identify
the communications problems that led JPL to interpret Headquarter's objectives as non-negotiable
program mandates. On the other hand, the tier analysis associated a failure to encourage the
use of Incident, Surprises and Anomaly reporting with Headquarters management. A number of
di�erent explanations can be proposed for such apparent di�erences. The �rst is that the subjective
nature of root cause analysis, even when supported by ECF charts and tier analysis, makes it likely
that di�erent teams of investigators will focus on di�erent aspects of an incident. It is hardly
surprising, given the content of this book, that our analysis should have identi�ed the failure of
the reporting system as a root cause! A second potential explanation for these apparent di�erences
is that the results of the tier analysis are strongly in
uenced by the use of ECF charts during
the initial stages of an investigation. This technique encourages analysts to focus on particular
events rather than on the organisational factors that create the conditions for an incident. It is
important to remember, however, that this initial focus is broadened by barrier and change analysis.
Both of these techniques help to ensure that causal factor analysis does look beyond the immediate
events that contribute to an incident. A third explanation for the di�erences between the products
of our tier analysis and the organisational analysis of the independent assessment team is that
each of these investigations had di�erent objectives. Our intention in identifying the root causes
of the Climate Orbiter incident was to demonstrate that tier analysis could be used to identify
root causes at di�erent levels of management in each of the organisations that were involved in the
incident. In contrast, the Mars Program Independent Assessment Team was more narrowly focussed
on the structure and organisation of NASA's Mars Program. It therefore provides only a cursory
examination of the direct events leading to the failure and certainly does not approach the level of
detail shown in previous ECF charts.

The previous paragraphs have shown tier analysis can be used to identify root causes amongst
the conditions and events that are derived from a causal factor analysis. An important strength
of this approach is that it focuses the investigators attention on the higher levels of management
within the organisations that are involved in an incident. Tier analysis also helps to explicitly
distinguish generic causes, i.e., factors that might result in future failures, from the more speci�c
causal factors that characterise a particular incident. Previous paragraphs have also identi�ed a
number of potential weaknesses. Tier analysis may be unnecessarily restrictive if it relies on causal
factor analysis as a means of identifying potential causal factors. Unless this technique is used
in conjunction with a broad ranging change or barrier analysis then it can be diÆcult to identify
all of the ways in which organisational factors might contribute to an incident. Tier analysis also
relies entirely upon the subjective skill of the investigator. It is possible to annotate tier diagrams
in a 
exible manner but they must be supported by prose descriptions if other investigators are
to understand the detailed justi�cation for identifying particular root causes from a mass of other
causal factors. These descriptions are important because without them it will be diÆcult to validate
the output from any tier analysis.

10.3.4 Non-Compliance Analysis

Rather than repeat our application of tier analysis for the Mars Polar Lander incident, this section
presents an alternative form of root cause analysis. Non-compliance classi�cation focuses on three
di�erent forms of non-compliance. The �rst relates to situations in which individuals don't know that
they are violating an accepted rule or procedure. This occurs if workers receive inadequate training
or if they are not informed about changes in applicable regulations. The second classi�cation deals
with situations in which individuals and teams can't comply. This occurs if operators or managers are
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denied the necessary resources to meet their obligations. The �nal classi�cation relates to situations
in which there is a decision not to follow rules and procedures. Individuals and teams may explicitly
or implicitly decide that they won't comply with an applicable regulation. Table 10.22 summarises
the more detailed categories that investigators must consider for each of these possible situations
[207].

Don't Know:
Never Knew Poor training or a failure to disseminate regulations

to the appropriate recipients.
Forgot Individual factors, inadequate reminders or unrealis-

tic assumptions on the part of an organisation about
what can be recalled, especially under stress.

Didn't understand Lack of experience or of guidance in how to apply
information that has already been provided.

Can't Comply:
Scarce Resources Often used to excuse non-compliance. Investigators

must be certain that adequate resources were re-
quested.

Impossible Organisations may impose contradictory constraints
so that it is impossible to satisfy one regulation with-
out breaking another.

Won't Comply:
No penalty or
no reward

There may be no incentive to comply with a require-
ment and hence there may be a tendency to ignore
it.

Disagree Individuals and groups may not recognise the impor-
tance of a requirement and so may refuse to satisfy
it. Local knowledge may suggest that a regulation
threatens safety.

Table 10.22: Root Cause Taxonomy within Non-Compliance Analysis.

The US Department of Energy recommends non-compliance analysis as a means of extracting
root causes from the mass of more general causal factors that are derived from causal factor analysis
[207]. The causal events that are identi�ed using the counterfactual analysis of previous sections are
associated with one of the categories shown in Table 10.22. It is worth recalling that causal factors
are distinguished using the counterfactual question; would the incident have occurred if this event
or condition had not held? Root causes satisfy the additional condition that they must represent
a more general cause of future failures. Non-compliance analysis can be used to distinguish root
causes from causal factors because each of the categories in Table 10.22 corresponds to a pre-de�ned
set of more general root causes. By classifying a causal factor according to one of these categories,
investigators are encouraged to recognise the wider problems that may stem from the associated
root causes. Causal factors that fall into the don't know class represents a failure in the training
and selection of employees. The can't comply class represents root causes that stem from resource
allocation issues. Causal factors associated with the won't comply class represents a managerial
failure to communicate safety objectives. For example, previous sections have used causal factor
analysis to identify a number of causal factors that may have contributed to the loss of the Climate
Orbiter. These included the observation that Ground-based software uses Imperial and not Metric units
for thruster performance during calculation of the AMD data �le. The programmers failed to follow the
recommended practices that were outlined in the Software Interface Speci�cation. Non-compliance
analysis might, therefore, conclude that the software engineers never knew about this document,
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that they did know about it but forgot to use it or that they did not understand its relevance to
the development of mission critical software. These classi�cations all refer to an underlying root
cause; employees were not adequately trained to recognise the importance of such documents. In
consequence, any remedial actions should not focus simply on the Software Interface Speci�cation
but on the more general need to ensure that software engineers have an adequate understanding of
the development practices that are outlined in this and similar documents.

This approach o�ers a number of potential bene�ts for organisations whose activities are governed
by well-documented guidelines, standards and regulations. Some of these documents even provide
investigators with advice about how to detect the symptoms of non-compliance. For example, JPL
produced a series of documents on NASA recommended practices that explicitly state what might
happen if projects fail to follow the guidelines:

\Impact of Non-Practice: The performance of the delivered product may be compro-
mised if the hardware imposed limitations are not evaluated early in the design phase.
Once the hardware is delivered, it is too late to select an alternative radio architecture,
and there are few opportunities to mitigate the impact of any constraints on radio per-
formance. Lacking insight into RF hardware characteristics, test engineers may waste
valuable engineering hours determining the basis for the variance between expected and
observed performance. For 
ight projects, costly problem/failure reports and project
waivers will likely be processed due to the lack of an early understanding of hardware
limitations." [578]

There are, however, a number of practical problems that complicate the use of non-compliance
analysis as a means of identifying more general root causes from the causal factors that are identi�ed
during a causal factor analysis. Firstly, the more general root causes that are associated with the
categories in Table 10.22 cannot hope to cover all of the potential root causes of adverse incidents
in many di�erent industries. in contrast, this form of analysis directs the investigators' attention
towards a very limited set of factors associated with training, with resource allocation and with
the communication of safety priorities. This direction can either be seen as a useful heuristic that
helps to ensure consistency between analysts or as a dangerous form of bias that may obscure other
underlying root causes.

The application of non-compliance analysis is further complicated by the diÆculty of determining
whether or not particular regulations and policy documents are applicable to particular projects.
This might seem to be a trivial task in many industries. However, NASA preferred practice proce-
dures were drafted by individual centres during the period preceding the loss of the Polar Lander
and the Climate Orbiter. For example, Practice No. 1437 on end-to-end compatibility and mission
simulation testing explicitly states that \all 
ight programs managed by the Goddard Space Flight
Center (GSFC) are required to use this practice" [567]. This situation is not uncommon. Di�er-
ent regional or function divisions often draft supplementary regulations to support their particular
activities. Problems arise when investigators must determine whether local regulations a�ected the
course of an incident and whether they interacted with the requirements that are imposed at other
levels within an organisation or from regulatory organisations.

The individual nature of many NASA projects can prevent investigators from establishing the
norms that govern development and operation practices. Each project is so di�erent that it can be
diÆcult to identify which of those di�erences actually contributed to an incident. This makes it
diÆcult for investigators to use techniques, including change analysis, that focus on the di�erences
between `normal' and observed behaviour. Non-compliance analysis su�ers from similar problems.
Di�erences between projects force managers to adapt existing working practices. For instance, radi-
cal changes in the relationships between JPL, NASA Headquarters and the subcontractor organisa-
tions forced program managers to adapt existing reporting procedures during the Mars Surveyor'98
program. They also complicate any attempts to enumerate those policies and regulations that gov-
ern each stage of the missions within each of the participant organisations. NASA recognise the
need for 
exibility in the face of changing mission demands. For instance, NASA Standard 8729.1
is one of several guidelines that speci�cally allows departures from the recommended practice. Such

exibility creates diÆculties for investigators who must determine whether or not it was reasonable
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for projects to decide not to comply with recommended practice:

\Section 1.3 Approval of Departures from this Standard. This standard provides
guidance and is not intended for use as a mandatory requirement; therefore, there is
no approval required for departing from this standard. However, the fundamental prin-
ciples related to designing-in Reliability and Maintainability (R&M), as described in
this standard, are considered an integral part of the systems engineering process and
the ultimate R&M performance of the program/project is subject to assessment during
each of the program/project subprocesses (Formulation, Approval, Implementation, and
Evaluation).

A third factor that complicates non-compliance analysis is that there may be genuine uncertainty
within an organisation about whether or not an individual should have complied with particular
regulations. This is apparent in JPL's response to the Faster, Better, Cheaper strategy. This initia-
tive led individual managers to reassess whether or not particular policies, for instance concerning
the use of model-based validation rather than destructive testing, were still appropriate to the new
context of operation:

\(NASA, JPL and LMA) have not documented the policies and procedures that
make up their FBC approach; therefore, the process is not repeatable. Rather, project
managers have their own and sometimes di�erent interpretations. This can result in
missing important steps and keeping lessons learned from others who could bene�t from
them. [569]"

It is relatively easy in retrospect to argue that an incident occurred, therefore, a regulation was
violated. It is less easy to determine whether any individuals within the organisation would have
concurred with that analysis before the incident took place. This hindsight bias is a particular danger
where non-compliance analysis is (ab)used as a mechanism for blame attribution.

It can also be diÆcult to apply compliance analysis to the results from previous stages in a causal
factor analysis. For instance, the following list enumerate the causal factors that were identi�ed
for the Deep Space 2 and Polar Lander mishaps. These causal factors were derived by applying
counterfactual reasoning to each of the events that was represented within previous ECF charts of
this incident:

1. Both DS2 probes su�er electrical failure at impact

2. Forces at impact compromise aft body battery assembly

3. Forces at impact compromise RF components

4. Premature Shut-Down of engines (40 meters above surface)

5. Software marks individual legs as failed if they show spurious signals but does not reset touch-
down indicator at 40 meters (entry +5:16)

6. Transient signals possible from Hall E�ect magnets when legs �rst deploy at 1,500 meters
(Entry +4:13)

7. Launch approved

8. Preliminary Design Review passed

It is diÆcult to directly apply non-compliance analysis to any of these causal factors. For example,
the electrical failure of the Deep Space 2 probes on impact cannot itself be blamed upon a lack
of knowledge about applicable regulations or on an inability to meet those regulations or on a
deliberate failure to follow those regulations. This is because the causal factor related to a direct
failure rather than to any particular form of non-compliance by an identi�able individual or group. A
further stage of analysis is required before investigators can exploit this categorisation as a means of
identifying potential root causes. For instance, the failure of Radio Frequency components on impact
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with the planet surface is a probable failure mode because development impact tests were limited to
brassboard and breadboard components and subassemblies [579]. Visual inspections were conducted
after these test to ensure that the component mountings and the electrical connections remained
intact. Unfortunately, many of the components were not electrically functional. As a result, it was
only possible to conduct limited inspections of the powered circuits before and after the impact
tests. In other words, the impact tests established the structural integrity of the design but did
not establish the functional validity. It can, therefore, be argued that the RF testing during the
development of the Polar Lander indicates non-compliance with NASA requirements. In particular,
Preferred Reliability Practice PT-TE-1435 governed the veri�cation of RF hardware within JPL from
February 1996. Impact tests are implied by a requirement to evaluate RF subsystem performance
under `other environmental conditions':

\Analyses are performed early in the design of radio frequency (RF) hardware to
determine hardware imposed limitations which a�ect radio performance. These limita-
tions include distortion, bandwidth constraints, transfer function non-linearity, non-zero
rise and fall transition time, and signal-to-noise ratio (SNR) degradation. The e�ects
of these hardware performance impediments are measured and recorded. Performance
evaluation is a reliability concern because RF hardware performance is sensitive to ther-
mal and other environmental conditions, and reliability testing is constrained by RF
temperature limitations." [578]

The failure to follow PT-TE-1435 is classi�ed as an inability to comply. It is, therefore, associated
with root causes that centre on resource allocation issues. This judgement is supported by the
�nding that there were several design changes late in the development program that prevented
impact testing without jeopardising the launch of the Polar Lander. If the battery cells and RF
subsystem assemblies had been available earlier in the development cycle then it might have been
possible to comply with PT-TE-1435. This line of analysis is summarised by the non-compliance
diagram illustrated in Table 10.23.

Causal Factor Procedure or Regulation Compliance Failure?
Forces at impact
compromise RF
components

Preferred Reliability
Practice PT-TE-1435
Early validation of RF
reliability under thermal
and other environmental
conditions.

Can't comply
RF assembly unavail-
able for impact testing
as design changes delay
development.

Table 10.23: Non-Compliance Analysis of RF Failure Mode on Deep Space 2 Probe.

If we continue this non-compliance analysis, the situation is shown to be considerably more
complex than that suggested in Table 10.23. In particular, the Preferred Practice proposed in PT-
TE-1435 centres on the use of modelling as a means of validating the initial design of RF components.
This is particularly important because mathematical analysis can be used to identify potential design
weaknesses before projects accept the costs associated with procuring particular subsystems. PT-
TE-1435 argues that these models help in situations where it is \diÆcult to pinpoint the exact cause
of unexpected test results once the subsystem has been integrated". [578] From this it follows that
the development team could have complied with PT-TE-1435 even though design changes meant
that the 
ight unit was not available for impact tests. Mathematical models could have been used
to provide the validation recommended in this regulation. Unfortunately, the impact analysis of
high gravitational forces does not yield reliable results. Finite element analysis was used to validate
the antenna structure. This did not provide reliable results because the impact loads were not well
understood. Several antenna masts were slightly bent during impact testing, but no analytic models
could be made to match the empirical damage. Empirical impact testing provides the only reliable
veri�cation method.
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As before, further analysis of this apparent non-compliance can yield further insights into the
complexities that characterised the development and testing of the Deep Space 2 probes. NASA
requirements, such as PT-TE-1435, were well understood by JPL employees and the contractor
organisations. The design changes to the RF system meant that any impact tests would not be
completed before the scheduled launch of the Polar Lander. They, therefore, attempted to gain
explicit approval for the decision to proceed to launch without an RF subsystem impact test:

\The DS2 project thought there was no alternative to accepting the absence of a

ight-like RF Subsystem impact test, short of missing the MPL launch opportunity.
The rationale for proceeding to launch was presented and accepted at two peer reviews
and presented at three project-level reviews: Risk Assessment, Mission Readiness, and
Delta Mission Readiness. The project had proceed to launch concurrence from JPL and
NASA upper management." [579]

Such actions can be interpreted as an understandable reluctance to comply with the requirements
and recommended practices that governed RF validation. Mission schedule was interpreted within
the Faster, Better, Cheaper strategy as being more critical than additional reliability tests for
components that had already been validated at a structural and component level. Table 10.24,
therefore, builds upon the previous analysis to document these additional reasons for non-compliance.

Causal Factor Procedure or Regulation Compliance Failure?
Forces at impact
compromise RF
components

Preferred Reliability
Practice PT-TE-1435
Early validation of RF
reliability under thermal
and other environmental
conditions.

Can't comply
1. RF assembly unavail-
able for impact testing
as design changes delay
development.
2. Mathematical mod-
elling of high g impacts
yields unreliable results.

Won't comply
1. JPL and NASA
upper management
approve launch without
RF impact validation in
order for DS2 to meet
launch schedule.
2. RF subsystem
components had been
structurally tested and
were similar to other
components used in
previous missions.

Table 10.24: Non-Compliance Analysis of RF Failure Mode on Deep Space 2 Probe (2).

The initial resource allocation problems, connected with late design changes to RF components,
were compounded by the pressures to launch on schedule. Higher-levels of management were pre-
pared to concur with this decision, arguably, because of the perceived need to implement the the
Faster, Better, Cheaper strategy. This illustrates the way in which non-compliance analysis helps to
identify the deeper root causes of an incident. The speci�c causal factor revealed by the causal factor
analysis is unlikely to threaten future missions simply because it has been identi�ed as a potential
cause of the Deep Space 2 mishap. The validation of RF assemblies will include system-level impact
tests. In contrast, the root cause of the non-compliance remains a concern for subsequent missions.
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Mission deadlines and tight launch schedules will continue to encourage engineers and managers to
sanction non-compliance with accepted working practices. The mishap report into the management
structures that contributed to the loss of the Climate Orbiter observed that:

\NASA currently has a signi�cant infrastructure of processes and requirements in
place to enable robust program and project management, beginning with the capstone
document: NASA Procedures and Guidelines 7120.5. To illustrate the sheer volume of
these processes and requirements, a partial listing is provided in Appendix D. Many of
these clearly have a direct bearing on mission success. This Boards review of recent
project failures and successes raises questions concerning the implementation and ad-
equacy of existing processes and requirements. If NASA programs and projects had
implemented these processes in a disciplined manner, we might not have had the number
of mission failures that have occurred in the recent past." [569]

The Appendix of the report lists over �fty NASA standards that were identi�ed as relevant to this
incident. These ranged from standards relating to electrical discharge control through safety-critical
software development to standards for oxygen systems. This not only re
ects the complexity of
any non-compliance analysis, mentioned above, but it also illustrates the demands that are place
on managers and operators who must ensure compliance to these regulations while also satisfying
high-level mission objectives such as those implied by the Faster, Better, Cheaper strategy.

10.4 Summary

This chapter has shown how a range of diverse analytical techniques can be used to identify the
causal factors that contribute to a particular incident. These causal factors can then be used to
determine the underlying root causes that might continue to threaten the safety of future systems.
The techniques that we have exploited are based on those advocated by the US Department of
Energy. Their approach was speci�cally developed to support the analysis of workplace injuries. It
has not been widely applied to reason about the causes of complex, technological failures. This is
surprising given that NASA's Procedures and Guidelines document NPG:8621.1 on mishap reporting
recommends this same approach to root cause analysis. We, therefore, demonstrated that these
techniques could be used to support an investigation into the loss of the Mars Climate Orbiter
and the Mars Polar Lander missions. These case studies are not `safety-critical' in the sense that
they did not threaten human life after they had left the Earth's orbit. They do, however, re
ect
a more general class of mission-critical incidents that are considered by many reporting systems.
These case studies were also chosen because they provide an extreme example of the technological
complexity and coupling that characterises many safety-critical failures. The Climate Orbiter and
Polar Lander missions also provide a strong contrast with the level of technology involved in the
Allentown explosion in Chapter 9.

This chapter began with the construction of ECF charts. These graphs help to identify the
events and conditions that lead to an incident. They are similar to modelling techniques, especially
graphical time-lines and Fault Trees, that have been introduced in previous chapters. They do,
however, su�er from a number of potential limitations. In particular, ECF charts can bias investi-
gators towards the representation of observable events rather than the wider contextual factors that
made those events more likely. The US Department of Energy guidelines and the NASA procedures
advocate the use of supplementary analytical techniques to uncover these factors. For instance,
change analysis can be used to identify the impact that di�erent management priorities, new work-
ing practices and technological innovation have upon the course of an incident. These changes often
lead to the unanticipated interactions that have been identi�ed as important causes of `systemic'
failures [486]. Similarly, barrier analysis helps to move the focus away from events that actively
contribute to an incident. This technique encourages investigators to consider the ways in which a
wide variety of potential barriers must fail in order for an incident to occur. Both of these analytical
techniques can be used to look beyond the initial events that are represented in an ECF chart. They
encourage investigators to revise those diagrams and, in particular, to incorporate a wider range of
causal factors.
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The causal factors are distinguished from a wider range of contextual factors using causal factor
analysis. This technique involves the use of counterfactual reasoning. For each event in the revised
ECF chart, investigators must ask `would the incident have occurred without this event?'. If the
answer is yes then the event is not considered to be a causal factor. If the answer is no then
investigators must record further information about the event. This information centres on a number
of prompts including: what led to the event? What went wrong? How did the barriers fail? Who
was involved in the event? Is the event linked to a more general de�ciency? The results of this more
detailed analysis can be recorded in an ECF table. These, in turn, are used to drive any subsequent
root cause analysis.

Causal factors are identi�ed using counterfactual reasoning. An incident would not have occurred,
if the event or condition had not occurred. In contrast, root causes are events or conditions that
threaten the safety of future systems. They often result from the amalgamation of several causal
factors. For example, the failure of several barriers may indicate a more general failure to ensure
adequate protection. Any attempt to �x particular barriers will still leave a concern that other
barriers may still be susceptible to other forms of failure until this root cause is more directly
addressed. Several techniques have been proposed to help investigators move from speci�c causal
factors to these more general root causes. Again our use of tier and non-compliance analysis has
been guided by the US Department of Energy's recommendation. Tier analysis depends upon the
development of tables that associate causal factors with di�erent levels in an organisational structure.
The entries in these tables are then inspected in order to identify more general patterns that might
indicate a root cause that is common to several causal factors. In contrast, non-compliance analysis
involves the examination of any rules or procedures that might have been violated either directly by
an event or by the wider conditions that made an event more likely.

It is important to emphasis that the techniques which we have described do not provide a panacea
for the problems of root cause analysis. It can be diÆcult to apply some of these approaches to
the speci�c circumstances that characterise particular technological failures. The documentation
techniques that are associated with key stages in the analysis, especially the revised ECF charts, are
cumbersome and intractable. All of the techniques that we have described rely upon the subjective
skill and experience of individual investigators. The insights that they provide must, therefore, be
validated by other members of an investigation team or a safety managementgroup. A number of re-
searchers are currently working to produce automated systems that remove some of the subjectivity
involved in root cause analysis. Unfortunately, sophisticated reasoning tools often impose unaccept-
able constraints upon the way in which an incident is modelled. The syntax and semantics of any
input must be narrowly de�ned so that the system can recognise and manipulate model components
during any subsequent root cause analysis. There are a number of potential solutions to this prob-
lem, including structural induction over graphical structures similar to ECF chart. In anticipation of
the results of this research, it is diÆcult to underestimate the importance of the tables and diagrams
that are presented in this chapter. They provide other analysts and investigators with means of
tracing the reasons why particular events and conditions are identi�ed as causal factors. They also
help to document the process by which root causes are determined. Without such documents, it
would be extremely diÆcult to validate the subjective analysis of incident investigators.

The penultimate remarks in the Chapter belong to Daniel Goldin; the NASA Administrator who
�rst formulated the Faster, Better, Cheaper strategy. He spoke to the engineers and managers at
the Jet Propulsion Laboratory about the loss of the Climate Orbiter and the Polar Lander.

\I told them that in my e�ort to empower people, I pushed too hard... and in so doing,
stretched the system too thin. It wasn't intentional. It wasn't malicious. I believed in
the vision... but it may have made failure inevitable. I wanted to demonstrate to the
world that we could do things much better than anyone else. And you delivered { you
delivered with Mars Path�nder... With Mars Global Surveyor... With Deep Space 1. We
pushed the boundaries like never before... and had not yet reached what we thought was
the limit. Not until Mars 98. I salute that team's courage and conviction. And make
no mistake: they need not apologise to anyone. They did not fail alone. As the head of
NASA, I accept the responsibility. If anything, the system failed them." [574]
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There is a danger that the recent emphasis on systemic failures will discourage investigators from
pursuing the coherent analysis of speci�c root causes. Many incidents are characterised by emergent
behaviours that stem from complex interactions between management practices, operational proce-
dures and particular technologies. These interactions are not, however, random. They are shaped
and directed by the regulatory environment and by higher-levels of management. Goldin's words are
important because they acknowledge personal and corporate responsibility for the systemic factors
that led to failure.
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Chapter 11

Alternative Causal Analysis

Techniques

The previous chapter showed how a range of existing techniques can be applied to identify the root
causes and causal factors that lead to failures in high-technology systems. In particular, we have
shown how Events and Causal Factor (ECF) charts can be derived from the �ndings of primary
and secondary investigations. The scope of these diagrams can be both broadened and deepened
using barrier analysis and change analysis. Counterfactual reasoning can then be applied to dis-
tinguish causal factors from other contextual in
uences on an incident. Finally, tier analysis and
non-compliance analysis can be used to distinguish the root causes that threaten future safety from
the causal factors that characterise individual incidents. The intention was to provide a relatively
detailed case study in the application of these particular analytical techniques. The choice of ap-
proach was motivated by the recommendations of the US Department of Energy and of NASA NPG
8621.1.

The following pages build on this analysis by introducing a range of alternative techniques. The
intention is to provide a broader perspective on causal analysis. As we shall see, some of these
techniques can be integrated into the approach that was described in the previous chapter. For
instance, ECF charts can be replaced by Sequentially Timed and Events Plotting or by Multilinear
Events Sequencing [72, 346]. The justi�cation for broadening the scope of the previous chapters is
that there have been few investigations into the comparative utility of causal analysis techniques.
There are some notable exceptions. For instance, Benner [73] provides a rating of accident models
and investigative methods. Munson has more recently presented a comparative analysis of accident
modelling techniques applied to Wildland Fire Fighting Incidents [552]. It is important to note that
both of these studies are more concerned with the range of factors that are captured by particular
modelling notations and their integration into investigatory processes. Neither directly studies the
ultimate application of these models to support causal analysis. In the absence of such comparative
studies, it is important that investigators have a clear idea of the alternative approaches that might
be used to support the causal analysis of safety-critical incidents.

A �re on-board the bulk carrier Nanticoke provides a case study for the remainder of this chapter
[621] This is appropriate because it provides a further contrast to the Pipeline expolosion that was
modelled in Chapter 9 and the Mars case studies that were analysed in Chapter 10. The Nanticoke
departed Camden, New Jersey, USA, on 19 July 1999. It was carrying 29,000 tons of petroleum coke.
Between 12:00-16:00 on the 20th July, an engineer cleaned the forward fuel �lter on the Nanticoke's
port generator as part of a preventive maintenance routine. The engineer started the generator and
tested the �lter for leaks around 15:00. At 15:15 the chief engineer entered the engine-room and
inspected the generators. He found that all temperatures and pressures were normal and, therefore,
continued on to the control room. Shortly after this, a �re drill was started. The chief engineer
relieved the duty engineer who had to go to an assigned �re station. During this time, the chief
engineer and a mechanical assistant maintained their watch from the engine control room where
they could not directly observe the state of the generator. The �re drill ended at 16:00. Shortly
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after this, the chief engineer noted a high cooling water temperature alarm from port generator
cylinder No. 1 from the engine control room displays. He left the control room and discovered that
the engine-room was full of smoke.

The chief engineer returned to the control room and sounded the general alarm. He then called
the bridge and informed them of the �re. He shut down the port generator, isolated its fuel supply
and then put on a smoke hood so that he could �nd the mechanical assistant. The mechanical
assistant had already left the engine-room and so the chief engineer returned to the control room.
The control room was not equipped with an emergency exit and so he was forced to follow handrails
to the engine-room exit door on the main deck. The starboard generator was left running to supply
power to the rest of the vessel.

On the bridge, the master sent a security call that was acknowledged by the United States Coast
Guard in New York City. They then transmitted a Mayday as the extent of the �re became more
apparent. The �re parties were standing down from the drill and were in the process of removing
their protective �re suits when the alarm sounded. Two crew members entered the engine-room
using air packs and protective suits that were already to-hand following the �re drill. They initially
used carbon dioxide extinguishers to �ght the �re but were driven back by the heat. A second team
then repeated the attempt using a �re hose but this also failed to completely extinguish the �re.
The chief engineer then performed a headcount and ensured that the engine-room vents were closed.
He then discharged the Halon extinguishing system around 16:40. The �re was fully extinguished
by 17:22. Shortly after this time, the gangway doors were opened to ventilate the engine-room.

The remaining pages use this incident as a case study to illustrate a number of alternative causal
analysis techniques. This provides investigators with an overview of the rival approaches to the
ECF and Causal Analysis techniques that were presented in Chapter 10. The following pages also
introduce complementary techniques that can be used to supplement or replace the method that
was described in the previous chapter.

11.1 Event-Based Approaches

ECF charts can be used to analyse the way in which various chains of events and conditions con-
tribute to safety-critical incidents. Failure sequences can be sketched, edited and extended as other
techniques, such as barrier analysis, drive further insights into an incident. Unfortunately, a number
of limitations reduce the utility of this approach. For instance, Munson argues this method is labour
intensive and often requires considerable amounts of time to complete even a preliminary analysis
[552]. It also requires a considerable range of domain knowledge, in additional to the technical
knowledge required to perform the analysis [290]. For instance, tier analysis relies upon a knowl-
edge of the managerial structure of the many organisations that are involved in an incident. As
we have seen in the previous chapter, commercial barriers and the complexity of some management
organisations can frustrate attempts to elicit this information even in cases where serious failures
have occurred. Further limitations stem from the manner in which temporal information is included
within individual events and conditions. There is an implicit assumption that time 
ows from the
left to the right in an ECF chart. An event or condition is assumed to occur after events or con-
ditions that are placed to their left. There is, however, no time scale associated with ECF charts.
In consequence, investigators must manually search through dozens of nodes in these diagrams to
determine what might have happened at any particular moment in time.

11.1.1 Multilinear Events Sequencing (MES)

Multilinear Events Sequencing (MES) provides an alternative to the ECF charts in Chapter 10. It
is di�erent from the more general modeling techniques introduced in Chapter 9, such as Petri Nets
and Fault Trees, because it was speci�cally developed to support accident and incident analysis
[72, 346]. It is intended to help investigators model and analyse an incident as an investigation
progresses [705]. This implies that the approach avoids some of the overheads associated with the
more elaborate techniques that are presented in previous chapters.
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The basic premise that underlies MES analysis is that both successful operations and failures are
the result of processes that are comprised of interactions between events. Rimson and Benner go on
to argue that incidents occur \when changes during a planned process initiate an unplanned process
which ends in an undesired outcome" [705]. Such comments must be balanced against situations
in which two planned processes interact to produce an undesired outcome [449]. The underlying
assumption, however, is that by analysing changes in a planned process it is possible to identify the
potential causal factors that lead to adverse events. Processes are described in terms of a relationship
between events. This is very similar to the approach adopted in ECF charts.

Figure 11.1: Abstract View of A Multilinear Events Sequence (MES) Diagram

Figure 11.1 presents the high-level form of MES 
owchart. Each of the events in Figure 11.1 is
described in terms of a block of information. These represent an actor performing an action at a
particular time. A time-line is also included at the bottom of MES charts. This is used to explicitly
represent the timing of events. It is important to note, however, that the relative position of a
condition does not explicitly convey any temporal information. As can be seen, there is a deliber-
ate attempt to help investigators identify situations in which simultaneous events contribute to an
incident. The intention is to to \discover possible unknown linking events, causes, and contributing
factors" [552]. The resulting diagrams resemble annotated 
owcharts. This should not be surpris-
ing. The developers of MES argue that \if you can't depict a process in a 
owchart, you don't
understand it!" [705]. Such statements should be interpreted with care. The underlying importance
of constructing accident models that are easily understood by a number of di�erent investigators
cannot, however, be denied. The MES methodology can be summarised as follows:

1. Identify the boundaries of an incident. A key objective behind the development of MES was to
construct a method that could be used to delineate the beginning and the end of an accident
sequence. Peturbation Theory (or P-Theory) was proposed to support these objectives. This
starts from the assumption that the \dynamic equilibrium of successive events progresses in a
state of homeostasis requiring adaptive behaviour or adaptive learning by the actors involved in
maintaining the stable 
ow of events" [72]. Incident sequences begin with a perturbation that
disturbs this dynamic equilibrium. If the system adapt to these changes then homeostasis can
be maintained. If the system fails to adapt then an accident or incident sequence begins. Initial
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peturbations can initiate cascading sequences of events that, in turn, place further pressures
on other system components. These components can either fail or they can adapt to changing
circumstances. P-Theory de�nes a `near miss' incident to occur if system components adapt
to any perturbations before an injury or other form of loss occurs. A number of caveats can
be applied to this aspect of the MES technique. Some authors have proposed that the search
for peturbations should end when \the �nal damaging event" is identi�ed [552]. As we have
seen, however, any analysis should ideally also consider the immediate response to any adverse
occurrence given that this can either exacerbate or mitigate the consequences of any initial
failure. Secondly, there are some incidents in which it is diÆcult ever to identify homeostasis.
For instance, the relationship between LMA and JPL continued to evolve throughout the Mars
Surveyor'98 missions. It is, therefore, very diÆcult to apply P-Theory as a means of identifying
any single external event that triggered the failures. It is important to reiterate, however, that
the intention behind P-Theory is simply to establish the boundaries of an incident so that
investigators can begin to delineate the more detailed 
ow of events that contribute to a
failure.

2. Construct event blocks. Investigators must construct a `block' of information about each event
that leads to an incident. This information must identify the actor that is associated with
each event. It must also identify the action that led to the event. Both the actor and their
action must be described as precisely as possible without \qualitative adjectives, adverbs, or
phrases" [72]. Finally, investigators should note the time at which the event occurred. These
requirements can raise a number of practical diÆculties. Previous chapters have described
the reliability problems that often frustrate attempts to use advanced automated logging and
tracking systems to derive precise timings for critical events in the aftermath of an incident or
accident. It can also be diÆcult to identify the agent that is associated with the ignition of the
�re onboard the Nanticoke. The most probable high-temperature sources were identi�ed as
the indicator tap that protruded from the generators cylinder head and an uncovered exhaust
manifold associated with the engine's turbocharger. Neither of these inanimate objects can
easily be interpreted as agents even though the ignition event is critical to an understanding of
the incident. One solution is to extend the notion of `agency' to include systems and subsystems
that exhibit particular behaviours in response to environmental changes. The developers of the
MES method have an even broader interpretation in which actors include inanimate objects
such as tires, machines and even water [72].

3. Construct an MES 
owchart. An MES 
owchart maps each event block onto two axes. The X
axis represents the actors involved in an incident. In the Nanticoke case study, the master could
be listed above the engineer. The engineer, in turn, might be inserted above the mechanical
assistant and so on. The Y axis denotes the passage of time during an incident. The developers
of the MES approach argue that because each actor is typically involved in a number of
sequential events, their actions will appear as a horizontal line of event blocks across the
chart. Again, this raises a number of concerns. Firstly, human factors research has shown
that operators often interleave sub-tasks [666]. Interruptions can force individuals to suspend
particular actions only to resume them once the immediate situation has been addressed.
Similarly, it is a routine occurrence for operators to simultaneously perform multiple control
tasks. Further problems stem from the construction of the MES 
owchart. The granularity
of the time-line must be appropriate to the circumstances that are being considered. As
we have seen for time-lines, this can cause problems for incidents that are characterised by
distal events that occur many months before a large number of more proximal failures. In
consequence, investigators can be forced to exploit di�ering time-scales over the period under
consideration. Each event block is then inserted into the two-dimensional array at the position
determined both by the agent responsible for the event and the time at which the event is
assumed to occur.

4. Identify Conditions The construction of an MES 
owchart provides investigators with an
overview of the events leading to an incident. This, in turn, can help to identify those condi-
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tions that make particular events more likely to occur. Each condition is linked to at least one
event using an arrow. Each condition can itself be the outcome of other external peturbations.
These events can also be introduced into an MES 
owchart, providing analysts with a further
means of expanding the scope of any investigation. This process helps analyst to explore the
underlying conditions that might trigger future perturbations and, hence, could trigger any
recurrence of an incident. Experience in applying the MES approach persuaded its developers
that conditions ought to be omitted from subsequent versions of the technique. It was argued
that the inclusion of conditions in the MES 
owcharts is super
uous because conditions are
stable until changed by some action. Investigators should, therefore, focus on analysing the
events that characterise an incident. This is an important di�erence between the version of
MES that is used in this section, where conditions are included, and the STEP methodology
in the following section, where conditions are omitted.

5. Validate the assignment of event blocks within the 
owchart. After having constructed an initial

owchart, analysts must ensure that they have a coherent model of the events leading to an
incident. This involves two checks. Firstly, they must ensure that the array accurately re
ects
the ordering for each pair of events performed by any agent. In other words, investigators must
ensure that all events to the right of any particular event occur after that event. Secondly,
analysts must ask whether the preceding events are both necessary and suÆciency for any
following events to occur. Additional analysis must be performed if either of these tests
fails. For example, the labels that are used to identify each event can be ambiguous. In such
circumstances, investigators may be forced to break them down into more detailed `sub-events'.
Alternatively, events may have been omitted during the early stages of any investigation.
Additional evidence can be gathered to identify any missing event blocks.

6. Identify causal relationships. The second of the two validation criteria, mentioned above, can be
used to identify causal relationships between event blocks. Investigators annotate the 
owchart
so that it is possible to identify the necessary and suÆcient conditions for each event to occur.
Arrows can be used to represent a causal relationship between events and conditions. It should
be emphasised that this is orthogonal to the temporal relationships that are denoted along the
X-axis of the MES 
owchart. Once this has been done, it is important that investigators
consider whether there are any alternative causal hypotheses that are not re
ected by the
relationships that have been denoted on the 
owchart. For instance, an oil leak from the
forward �lter cover and the ignition source provided by the turbocharger exhaust together
describe suÆcient conditions for the Nanticoke �re. Each event is also necessary in order for
the incident to occur. There may, however, be other causal explanations. For instance, the
ignition source might have been provided by the indicator tap. Either of these hypotheses
might provide the necessary conditions for the subsequent mishap. Analysts must, therefore,
conduct further investigations including reconstructions and empirical studies to determine
which of the hypotheses is most likely. The previous requirements of temporal coherence and
causal `suÆciency' should again be applied if the chart is revised to re
ect a new hypothesis.
This stage is important because it encourages analysts to consider whether there may be
alternative causal complexes that might have resulted in the same consequences [508]. There
are further bene�ts. For instance, it is possible to compare the causal model in the MES

owchart with alternative models of the intended process behaviour. This can be used not
only to identify the external peturbations that lead to an incident but also the ways in which
internal barriers must fail in order for an incident to progress.

7. Identify corrective actions. Investigators can annotate the resulting MES 
owchart to denote
any events or conditions that should form the focus for future interventions. These potential
intervention points must be analysed to identity means of mitigating the undesired outcome or
of making any peturbations less likely. Recommendations can then be made to commissioning
and regulatory authorities.

Figure 11.2 illustrates the results of an initial MES analysis of the Nanticoke case study. The analysis
begins by identifying an event that disturbs the previous homeostasis or equilibrium of the system.
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P-Theory suggests that if the system adapts to these changes then homeostasis can be maintained. If
the system fails to adapt then an accident or incident sequence begins. Initial peturbations can lead
to cascading sequences of events that, in turn, place further pressures on other system components.
In the Nanticoke example, modi�cations to the forward �lter removed the seating grooves that helped
to maintain a seal between the copper gasket and its securing bolt. This created problems for the
watchkeeping engineer when they attempted to achieve such a seal.

Figure 11.2 illustrates further events that contributed to the engineer's problems. Copper gaskets
are often deformed by the pressures that they sustain under normal operating conditions in engine
�lters. The engineer was, however, forced to anneal and re-use the existing component as there were
no spares on-board the Nanticoke. Under normal circumstances, this need not have had serious
consequences. However, the deformation of the gasket may have contributed to the engineer's
diÆculties in sealing the �lter assembly. As can be seen, the time-line in the MES 
owchart provides
a reference point for th events that contributed to this incident. The fuel started to escape under
pressure at some point after the Chief Engineer's inspection at 15:15. The fuel was ignited by a
source on the port generator at some time after it started to spray from the �lter.

Figure 11.2 illustrates some of the issues that complicate the development of MES 
owcharts.
For instance, the ignition event, labelled D2, is associated with the engine as a whole. This diagram
could, however, be re�ned to represent a lower level of detail. The ignition source was either the
exposed indicator tap or the exhaust manifold. These two agents could be introduced to replace
the generator. Unfortunately, this creates further problems. The proponents of the MES approach
argue that investigators must minimise any uncertainty over the events that contribute to incidents
and accidents [72]. MES 
owcharts do not have any equivalent of an OR gate in a fault tree. In
consequence, it is diÆcult to denote that the ignition source was either the indicator or the manifold.
Figure 11.2 therefore refers to the port generator rather than its speci�c components. Part/sub-
part ambiguity is used to avoid the disjunction associated with alternative events. Ideally, such
imprecision might be avoided by empirical tests and simulations. As we have seen, however, it is
not always easy to obtain the resources that are required to support such investigations even in the
aftermath of safety-critical incidents.

Benner's P-Theory suggests that incidents are distinguished from accidents by the manner in
which the system regains equilibrium without adverse consequences. This is illustrated by the
outcome event in Figure 11.2. This is linked to three other events. D2 described the ignition of the
fuel source. C3 describes the escalation of the �re after the O-rings on the �lter's main covers were
melted. Event E3, in contrast, describes the Chief Engineer's mitigating actions in shutting down
the port generator.

Figure 11.3 introduces a number of conditions into the event structure that was shown in Fig-
ure 11.2. This follows the general approach that was introduced for ECF charts. The use of events
and conditions o�ers a number of bene�ts. In particular, it helps to distinguish between an event
and its outcome. This is illustrated by the event A1. In Figure 11.2 this was initially used to de-
note modi�cation to forward �lter cover/bolt sealing surface removes groove for copper washer. This
captures the event, the maintenance, as well as its outcome, the removal of the seating groove. In
Figure 11.3 the event is simpli�ed to Modi�es forward �lter cover/bolt sealing surface. The outcome is
denoted by a condition Grooves for copper washer are removed, sealing surface is uneven and grooved
with �le marks. These distinctions are important for the subsequent analysis of an incident. By
separating the representation of an event from its outcome, analysts are encouraged to think of
alternative consequences for key events during any mishap. In this instance, it may not be possible
to prevent future modi�cations to the sealing surface but action could be taken to ensure that the
sealing surface is levelled prior to operation.

Further conditions help to explain the reasons why particular events occurred. For instance,
we had to explain why the watchkeeping engineer annealed the existing copper gasket, denoted by
event B1 in Figure 11.2. In contrast, Figure 11.3 introduces a condition to explain that there were
no spare gaskets on board the vessel at the time of the maintenance operations. A condition is also
used to explain that the deformation of a gasket, event C1, can make it diÆcult to obtain a good
seal. Finally, Figure 11.3 introduces a condition to explain that the ignition, denoted by event D2,
was possible at temperatures below the 
ash point for the fuel because it was being sprayed under
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Figure 11.2: An Initial Multilinear Events Sequence (MES) Diagram
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Figure 11.3: A MES Flowchart showing Conditions in the Nanticoke Case Study
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pressure, denoted by event C2. These conditions do not simply to separate out information about an
event and its consequences. They provide important contextual details that can help the members
of a multidisciplinary investigation team to understand the signi�cance of particular events. The
importance of this should not be underestimated. Without such explicit annotations, investigators
may rely upon inappropriate assumptions about their colleagues' ability to reconstruct the ways in
which particular events contribute to the course of an incident.

Figure 11.3 extends the notation described in Benner's original work [72]. A condition represents
the absence of a barrier; lack of shielding between the �lter and the engine. The initial MES notation
makes it diÆcult for analysts to represent both the absence of barriers and errors of omission. This
is entirely deliberate. It can be argued that investigators must focus on what did happen during an
incident rather than what might have happened. By drawing other investigators' attention to the
absence of particular protection measures, analysts can potentially obscure information about the
performance of those barriers that were available. These objections also argue against our previous
use of barrier analysis to drive ECF modelling in Chapter 9. A number of arguments support our
use of conditions to represent the lack of shielding in Figure 11.3. Firstly, there is no empirical
evidence to support either position in this argument. Until such evidence is obtained it is diÆcult
to determine whether or not the introduction of information about missing barriers will bias an
investigator's analysis of an incident. Secondly, even if information about errors of omission and
absent barriers are excluded from incident models, these details must be explicitly considered during
any subsequent analysis.

Figure 11.4 illustrates the results of introducing causal information into Figure 11.3. As men-
tioned above, this involves a variant of the counterfactual reasoning introduced in previous chapters.
Starting with the earliest event or condition on the time-line, analysts must ask whether the next
event or condition in time would have happened if this earliest event had not occurred. If the answer
is no then they form a causal pair and an arrow can be drawn from the leftmost event or condition
to the related event or condition. If the answer is yes then the earliest event or condition is not a
necessary cause of the subsequent event or condition. No link is drawn. The analysis continues until
the investigators has asked whether all of the subsequent events or conditions were potential causes
by the initial event or condition. The entire process is then repeated for each subsequent event or
condition in the MES 
owchart. In practice, however, a number of `optimisations' are often made.
For instance, transitive links are omitted. If event or condition A causes event of condition B, which
in turn, causes event or condition C then arrows need only be drawn between A and B and between
B and C. The causal arrow between A and C is implied.

Causal analysis can help investigators to identify potential revisions to an existing MES 
owchart.
For example, Figure 11.4 introduces an event labelled fuel tight joint at the copper gasket sealing the
cover to its securing bolt on the forward fuel oil �lter fails. This proved necessary in order to link the
previous observations about the watchkeeping engineers diÆculty in obtaining a seal to the later
events that described the course of the �re. As can be seen, a question mark is used to denote a
degree of uncertainty in this causal link. Without it, however, there would have been no explicit
means of representing that the maintenance task was a potential cause of the incident.

Figure 11.4 also illustrates the way in which a causal analysis can help to identify events that
are otherwise isolated from the causal `
ow' that leads to an incident. In this case, there is an event
which denotes that the Chief Engineer inspects generator temperatures and �lters at 15:15. This event
is important for our understanding of the incident because it helps us to determine that the �re did
not take hold before that moment in time. It does not, however, play a direct role in the incident.
The proponents of MES analysis, therefore, argue that it ought to be omitted from future diagrams.
It is important not to underestimate the pragmatic bene�ts of such guidelines. It is very rare to
�nd that any modelling or causal analysis technique provides advice about when not to introduce
additional information that might obscure or otherwise hinder subsequent investigations.

A number of limitations can be identi�ed with the MES techniques described in this section.
As mentioned, the developers found that investigators used conditions in an arbitrary and ad hoc
manner. Previous sections have argued that this is an important strength of the ECF approach.
Investigators can use conditions to denote broad insights into the context in which an incident occurs.
In contrast, Benner views this as a dangerous abuse because conditions can introduce super
uous
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Figure 11.4: A MES Flowchart showing Causation in the Nanticoke Case Study
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information that might otherwise be represented more directly by the events that stem from those
conditions. He also argues conditions are often used to represent unsubstantiated factors that are
diÆcult to validate after an incident has occurred. Others have argued that the MES approach is
limited by the perceived complexity in developing and analysing the 
owcharts [552]. As mentioned
above, it can be diÆcult to identify a stable state for many complex technological systems. This, in
turn, frustrates attempts to apply the P-Theory that drives MES analysis.

11.1.2 Sequentially Timed and Events Plotting (STEP)

The concerns mentioned at the end of the previous section led Hendrick and Benner to revise the
MES approach [346]. Sequentially Timed and Events Plotting (STEP) provides a synthesis of ECF
charting and MES [552]. It begins with the compilation of STEP cards. These provide an initial
means of recording information about key events that occur during the course of an incident. They
can be completed during any stage of a primary or secondary investigation. This re
ects the concern
that STEP should provide a pragmatic tool for investigators. It, therefore, attempts to avoid some
of the notational excesses of the other analytical techniques that we have presented in previous
chapters.

Event card identi�er:
Actor:
Action:
Time event began:
Event duration:
Data source/evidence:
Event location:
Description:

Table 11.1: STEP card used to consolidate event information [346]

Table 11.1 illustrates the format of a STEP card. As can be seen, the information on these cards
is closely modelled on the event blocks that support MES analysis. STEP cards do, however, record
a number of additional items of information. In addition to the actor, time and action information
that is captured by MES, STEP cards also introduce a free-text description of the event. They
include information about the event location and its duration. Finally, STEP cards also record a
Source identi�er. This can be used to refer to the evidence that helped to identify the event. Such
information can be useful when considering whether or not to support particular hypotheses about
the course of events. The evidence that supports an event can be used to determine whether or not
it should be retained in the face of competing explanations about the course of an incident.

Event information again provides the building blocks that are used to reconstruct the course
of an incident. STEP relies upon a tabular format rather than the MES 
owchart. The abscissa
or vertical scale denotes the passage of time during an incident. The beginning and end of the
accident sequence are, therefore, represented by the �rst and last columns in the matrix. Actors
are represented on the ordinate, or horizontal, scale in the matrix rather than along the Y-axis in
a MES chart. This tabular format o�ers a number of potential bene�ts during the initial stages
of an investigation. Spreadsheets can be used to reduce the burdens associated with inserting new
events and actors into an existing matrix. This might appear to be a trivial issue. As we have seen,
however, the overheads involved in constructing graphical diagrams that involve many hundreds of
nodes can dissuade investigators from using many of the more `advanced' techniques that have been
proposed to support incident analysis.

As mentioned before, STEP matrices do not include conditions. These were initially included to
explain why an event occurred. Experience suggested, however, that investigators used conditions
to introduce a range of biases into MES 
owcharts. For instance, conditions were used to represent
contextual factors that might not have had a direct impact upon the course of an incident. They
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can also be used to modify events so that they seem to be less signi�cant that they might otherwise
appear. The decision to exclude conditions from the STEP methodology was also justi�ed by the
observation that conditions are, typically, the result of previous actions. It can, therefore, be argued
that they are super
uous to any subsequent investigation. Previous chapters have argued that
conditions provide an important means of introducing some of the broader contextual factors that
a�ect the course of many incidents. The decision to omit them from STEP matrices is, therefore,
open to debate. It remains a continuing focus for on-going research into accident and investigation
analysis. However, the following pages adopt the conventions introduced by the original STEP
papers. Conditions are omited from the tabular representations of event sequences.

Figure 11.5: Causal Relationships in STEP Matrices

The construction of a STEP matrix follows the P-Theory process outlined for MES analysis.
The same consistency checks are also performed to ensure that the resulting worksheet provides
a coherent temporal ordering over the events that it presents. The causal analysis of a STEP
matrix also follows a procedure that is similar to that described for the MES 
owchart. More recent
expositions of STEP [74, 75] enumerate a broader range of causal relationships than appeared in the
initial MES papers [72]. These are illustrated in Figure 11.5. Diagram a) denotes that event A is
a direct cause of event 1. In other words, A is both a necessary and suÆcient cause of 1. Diagram
b) is similar to an AND gate within a fault tree. Events A, B and C are individually necessary for
event 1 to occur. However, none of these events are suÆcient for event 1 to occur unless A and B
and C all occur at the times denoted by the abscissa. Diagram c) denotes a situation in which event
A causes events 1, 2 and 3. This is important if the outcome of an event has an impact upon many
other actors throughout a system. Events 1, 2 and 3 might represent these distributed, knock-on
consequences. Diagram d) combines elements of diagrams b) and c) to denote that A, B and C are



11.1. EVENT-BASED APPROACHES 443

individually necessary and collectively suÆcient for 1, 2 and 3 to occur. Finally, diagram e) denotes
events that have a clear relationship in time but for which no causal explanation can be established.
Such ambiguities form the focus for subsequent investigation of the underlying physical processes
that characterise complex applications.

It is important to note that although diagram b) can be thought of as an AND gate, there is
no equivalent of an OR gate within STEP matrices. If it is unclear what caused an event then
investigators must introduce an event block that is labelled by a question mark. This is intended to
avoid indicating \uncertainty about what happened" which is argued to be a weakness of the OR gate
approach [75]. Whereas the use of events labelled by a question mark indicates \uncertainties in the
description" [75]. It is diÆcult to interpret such distinctions. There are also pragmatic diÆculties.
Previous chapters have identi�ed the limitations of current data recording devices. We have also
described the problems associated with determining the causes of failure in hostile environments,
such as space, where telemetry is strictly limited. This chapter does, however, follow the STEP
conventions [75] . Disjunction are avoided.

Event card identi�er: A1
Actor: ?
Action: Modi�es forward �lter cover/bolt sealing

surface
Time event began: Prior to 20th July 1999
Event duration: ?
Evidence: Post incident inspection shows �le marks

are present on the cover/bolt sealing sur-
face which was 
at with no recess, unlike
aft �lter.

Event location: Nanticoke forward fuel �lter.
Description: The copper washer gasket grooves are re-

moved and this makes the sealing surface
uneven.

Table 11.2: STEP card for the Nanticoke Filter Modi�cation

Having introduced the underlying components of STEP, the following paragraphs apply this
technique to analyse the Nanticoke case study. Matrices 11.2 and 11.3 present STEP cards that
document information about key events. Investigators are intended to use these cards to help
document the investigation progresses. Given the constraints of this case study, these cards were
completed post hoc. They do, however, provide an illustration of the range of information that can
be captured using these documents. For example, previous sections have explained the reasons why
conditions are excluded from STEP matrices. This information can, however, be retained within the
STEP card descriptions of key events. The condition labelled grooves for copper washer are removed,
sealing surface is uneven and grooved with �le marks in Figure 11.4 now forms part of the free-text
description in Table 11.2.

STEP and MES are unusual in that they have been speci�cally intended to help investigators
conduct a causal analysis during secondary, and even primary investigations. Other techniques, in-
cluding ECF analysis and the application of Fault Trees, are far less explicit about when any causal
analysis should begin. Many of the publications that propose the application of these approaches
seem to make an implicit assumption that investigators have already secured any relevant informa-
tion. We have argued in previous chapters that this is unrealistic. The identi�cation of a potential
causal factor can often lead to further investigation. For instance, if there is only circumstantial
evidence that an event actually occurred. There is, therefore, a great deal to be learned from the
comparatively simple documentary support o�ered by STEP cards. They avoid many of the main-
tenance overheads that are associated with the revision of more complex graphical and text-based
analyses when new evidence becomes available.

The example STEP cards in Tables 11.2 and 11.3 illustrate further di�erences between this
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Event card identi�er: C2
Actor: Forward Fuel Filter
Action: Starts spraying �ne mist of fuel at pressure

from the copper gasket.
Time event began: After Chief Engineer's inspection at 15:15.
Event duration: Until port generator shut-down at 16:00
Evidence: When �re burns at high intensity, soot de-

posited on nearby surfaces is burnt o� leav-
ing a `clean burn'. This is present slightly
inboard of port generator valve covers 1
and 2; the general location of the fuel �l-
ters. Inspection of lubricating oil under the
valve covers and two other starboard upper
fuel �lters rules out these sources.

Event location: Nanticoke forward fuel �lter.
Description: If fuel was released under pressure from the

copper gasket of the forward fuel �lter then
ignition could occur below the 
ash point
of the fuel.

Table 11.3: STEP card for the Nanticoke Fuel Release

approach and the techniques that have been introduced in previous chapters. In particular, both
include information about the evidence that supports the identi�cation of particular events. The
impact of modi�cations to the �lter cover, event A1, is supported by a post incident inspection,
which shows �le marks are present on the cover/bolt sealing surface which was 
at with no recess
unlike the aft �lter. The escape of fuel under pressure from the forward fuel �lter, event C2, is
supported by a more complex line of reasoning. When �re burns at high intensity, any soot that is
deposited on nearby surfaces is burnt o� leaving an area of `clean burn'. Post incident inspections
detected an area of clean burn slightly inboard of the port generator valve covers 1 and 2. This
was in the general location of the fuel �lters. These inspections also eliminated the possibility
of the �re being fueled from three alternative sources. The importance of explicitly documenting
such evidence should not be underestimated. The STEP approach encourages analysts to construct
a single, `deterministic' failure scenario. Disjunctions are not allowed when constructing STEP
matrices from cards, such as those shown in Tables 11.2 and 11.3. Ambiguities are to be avoided as
much as possible. Investigators must justify their analysis if their colleagues are to understand the
evidence that supports the particular version of events that, in turn, supports any causal �ndings.

Figure 11.6 shows how a STEP matrix can be constructed to represent the causal relationships
that exist between the various events that are described on STEP cards, such as those shown in
Tables 11.2 and 11.3. As can be seen, there are strong similarities between this matrix and the MES

owcharts that were introduced in previous sections. However, there are no conditions. Some causal
links have to be re-drawn because conditions are excluded from this form of analysis. For instance,
in Figure 11.4 the modi�cation event A1 led to a situation in which the sealing surface was uneven.
This condition, in turn, a�ected the Watchkeeping Engineer's ability to obtain a fuel tight joint.
In contrast, Figure 11.6 omits the condition. The modi�cation event A1 might therefore have been
shown as a direct causal link to event B2, which represents the Watchkeeping Engineer's attempts
to obtain the fuel-tight seal. In contrast, Figure 11.6 shows that the modi�cation event causes the
fuel escape. This might seem like a subtle distinction but it re
ects important di�erences between
the MES and STEP techniques. In the former case, the initial event caused a condition that a�ected
the Engineer's actions. Hence a causal link could be drawn from A1 to B2 through the mediating
condition. In the STEP matrix, it cannot be argued that the modi�cation event directly caused the
Engineer to attempt to form a fuel-tight seal. Hence the modi�cation event A1 and the Engineer's
e�orts, B2 contribute to the fuel release, event C2. The proponents of STEP argue that this clari�es
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Figure 11.6: STEP Matrix for the Nanticoke Case Study
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the causal relationships between events. The condition into the MES diagram introduces a form of
indirection between the modi�cation event and the eventual fuel release that is not apparent in the
STEP matrix of Figure 11.6. This practical standpoint is support by the more philosophical work
of Lipton who argues that only events can be causes [496].

Figure 11.6 extends the previous MES analysis by considering a number of additional causal
factors. In particular, the role of the Chief Engineer and the Mechanical Assistant are considered
in greater detail. Events are introduced to denote that the Mechanical Assistant Enters the control
room and that the Chief Engineer returns to the control room. These are used to explain why the �re
was not detected until 16:00. This again illustrates how the application of causal analysis techniques
continues to depend on the skill and expertise of the investigator. There is no automatic means
of determining that these additional events ought to be introduced into a MES 
owchart or STEP
matrix. Table 11.4 illustrates how such insights may force investigators to develop additional STEP
cards to represent information about a wider range of events. In this case, the card is used to record
details about the Chief Engineer's return to the control room after his inspection at 15:15.

Event card identi�er: E2
Actor: Chief Engineer
Action: Returns to control room.
Time event began: Approximately 15:16.
Event duration:
Until high cooling
water tempera-
ture alarm around
16:00.
Evidence: Witness evidence (Watchkeeping Engineer,

Mechanical Assistant and Chief Engineer).
Event location: En-
gine control room.
Description: The Chief Engineer returned to the control

room after observing that the generators
and �lters appeared to be functioning nor-
mally. The signi�cance of this event is that
they could not observe the port-side of the
engine room from the control room. Nei-
ther the chief engineer nor the mechanical
assistant made a visual inspection between
15:15 and 16:00 and this gave the �re an
opportunity to take hold.

Table 11.4: STEP card for the Chief Engineer's Monitoring Activities

Table 11.4 also illustrates a number of problems that complicate the application of the STEP
approach. Firstly, the card explains the signi�cance of the Chief Engineer's decision to return to
the control room. He could not observe the port-side of the engine room from the control room and,
therefore, was unlikely to directly observe the �re until it had taken hold. This information is not
included on the STEP matrix in Figure 11.6. This introduces cross-referencing problems that a�ect
the use of multiple representations for the same events. Investigators must not only understand
the causal relationships represented on the matrix but they must also follow the more detailed
information that is represented on each of the cards. This might seem to be a relatively trivial
demand. It can, however, impose signi�cant burdens when STEP matrices are used to represent
complex, safety-critical incidents involving several hundred events.

There are further problems. The STEP card in Table 11.4 records that neither the chief engineer
nor the mechanical assistant made a visual inspection between 15:15 and 16:00 and this gave the �re an
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opportunity to take hold. The previous STEP matrix does not document this temporal information.
One solution would be to introduce an additional �eld into a STEP card. This would distinguish
the duration of an event and from the duration of its e�ects. For example, the Chief Engineer only
took a few seconds to enter the control room but they remained there until 16:00. Such additions
to the STEP card introduce further problems. Events often trigger a number of di�erent e�ects.
The ignition event created heat and smoke, it also eventually triggered temperature alarms. Each of
these e�ects have di�erent durations. The smoke and heat were eventually countered by ventilating
the engine room after Halon gas had been used to extinguish the �re. The alarms continued until
the ship had been secured. The tractability of the STEP cards approach would clearly be sacri�ced
if investigators had to introduce this duration information into the more concise summaries of key
events.

These overheads can be avoided by explicitly introducing stopping events into a STEP matrix.
The continued presence of the Mechanical Assistant and the Chief Engineer in the control room can,
therefore, be inferred by the absence of any event to denote that they left the control room. Such
inferences carry a degree of uncertainty. Investigators may forget to introduce these terminating
events. Figure 11.6 uses event C4 to denote that pressurised fuel begins to spray at an increased
rate when the �lter cover O-rings melt after 15:15. We have not, however, speci�ed when this fuel
release ended. In constructing the STEP matrix it was assumed that investigators would recognise
that the release ended when the engineer shut-down the port engine at 16:00. Unless explicit stop-
events are introduced, there is a danger that investigators may rely upon incorrect inferences about
the duration of key properties during an incident. These problems should not be surprising. The
diÆculty of representing events and duration also a�ected the time-lines introduced in Chapter 9
and the ordinate scale of the STEP matrix can be viewed as a time-line.

Previous sections have explained how both MES and STEP derive directed graphs of an incident.
Nodes represent events in STEP, or events and conditions in MES. Edges represent the causal
relations that hold between nodes in the graph. We have not, however, described how investigators
can identify root causes from the various causal factors that are used to construct these graphs.
One solution would be to replicate the analytical techniques that were introduced a the end of
Chapter 10. In addition to the validation steps, which ensure that causal factors are both necessary
and suÆcient, analysts must distinguish those events that represent more general (root) causes from
those that characterise a particular incident. It is important to note, however, that the developers
of the STEP and MES techniques have been highly critical of previous attempts to derive methods
for root cause analysis. Benner, in particular, has argued that attempt to distinguish root causes
from causal factors can misdirect investigators to �nd a few `silver bullets' instead of understanding,
describing and explaining the entire incident process [76]. He goes on to argue that root causes
are often `judgemental, unveri�able conclusions' that typically cannot be validated by `objective
quality controls'. These comments are consistent with the STEP focus on determining the particular
events that contributed to an incident. Conditions that might represent wider causal factors are
deliberately excluded from this approach. In contrast, STEP focuses on the evidence that supports
the introduction of particular events into the associated matrices.

P-Theory suggests that investigators must focus on the initial perturbation that causes any subse-
quent failure. Figure 11.6 starts with the initial modi�cations to the forward �lter cover/bolt sealing
surface. P-Theory also suggests that investigators should consider causal events that compromise
protective barriers. For example, the Watchkeeping Engineer might have reported the problems ex-
perienced in �tting the gasket. These events represent missed opportunities for the system to return
to an initial `homeostasis'. This focus on the particular causes of an incident provides important
bene�ts. It is intended to reduce the likelihood that external pressures will `persuade' investigators
to introduce arbitrary contextual factors, or conditions, as a means of explaining particular events
[74]. There is, however, a danger that the application of MES and STEP will miss important un-
derlying causes of an incident. For example, previous sections have argued that organisational and
managerial failures can jeopardise a number of di�erent barriers. These failures can be analysed
and measured, for instance in terms of participation rates in incident reporting schemes or in the
number of regulatory sanctions that were previously applied to an organisation. It is unclear how
such factors might be represented as causal events within a STEP analysis.
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A number of further problems complicate the application of STEP [74, 75]. These include
limitations that a�ect this particular approach. They also include more general issues that a�ect all
forms of causal analysis:

1. Incomplete chains between the �rst and last events. If it is not possible to establish a path
through the causal connections in the matrix then investigators must seek additional evidence
about events that might not have been identi�ed. This can involve the use of additional
techniques, such as Fault Trees or the Change analysis and Barrier Analysis methods that
were used in conjunction with ECF charts. Alternatively, the scope of any report might be
con�ned to those events that can be accurately identi�ed from the available evidence. This
clearly jeopardises the insights that might have been obtained from any analysis of the incident.
Investigators must, typically, take steps to increase the amount of `diagnostic' information that
can be obtained from any potential future incidents.

2. Unconnected events after the causal analysis. The developers of the STEP method argue that
investigators must avoid unconnected events. For example, events F1 in Figure 11.6 denotes
that the Mechanical Assistant enters the control room. It does not, however, have any direct
causal relationship with the subsequent events in the Nanticoke case study. It has been argued
that, at best, these unconnected events can divert investigator's attention away from more
important causal sequences. Scare development resources can be allocated to deal with these
extraneous peturbations that need not have a�ected the course of an incident. At worst, it
is argued that they provide \handles for others to grasp to raise irrelevant, unnecessary and
invalid questions about the accident" [75]. It is argued that investigators should delete these
unconnected events from a STEP matrix because they can mislead rather than enlighten other
investigators. The dangers with such a policy are clear. Investigators run the risk of deleting
information that might enable their colleagues or other readers to identify important causal
relations that might have been overlooked in any previous analysis. If analysts follow this
advice then there ought to be some documentary evidence to record their decision so that
others can follow the justi�cation for removing information from the matrix.

3. Inconsistent data requirements. The increasing inter-connection and functional sophistication
of safety-critical systems poses considerable challenges for incident analysis. This complexity
has been exacerbated by the increasing recognition that more and more factors ought to
be considered during any investigation. The scope of any analysis has broadened beyond
individual operator error and component failure to examine more systemic causes of incidents
and accidents. It is not surprising, therefore, that analytical techniques such as STEP should
yield complex accounts of the mishaps they represent. This can lead to con
ict if managers
expect `simple' descriptions of complex failures. Further problems can arise if the products
of a STEP analysis do not correspond to the categories expected by a regulators reporting
system. As Benner notes, \this very frequent problem often arises after statisticians design
forms for data collection, then declare that the statistical elements on the forms are signi�cant
investigative data and train investigators to `�ll out the form' rather than investigate the
accident" [75]. Later sections will assess these problems in greater detail. For now it is suÆcient
to recognise that they stem from the wider organisational and regulatory environment that
surrounds an incident reporting system. Investigators must clearly be aware of such issues
before attempting to pioneer the introduction of new analytical techniques.

This section has identi�ed that changes that have been introduced between earlier version of the
MES analysis technique and the more recent STEP approach. MES and STEP can be seen as
variants of the same underlying ideas. Both rely upon the notion of event blocks that are associated
with actors and can be mapped onto a time-line. These similarities should not be surprising given
that STEP extends Benner's earlier work on MES [72]. Some confusion has arisen because these two
di�erent terms have been used synonymously. Investigators have referred to MES when applying the
tabular forms associated with the techniques in the STEP handbook [346]. We have attempted to
make a clear distinction between these techniques, however, readers should be aware of the potential
confusion given these strong similarities.
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11.2 Check-List Approaches

Previous sections have focussed on event-based techniques that encourage analysts to reconstruct
or model the development of an incident over time. A number of alternative techniques have,
however, rejected this approach. In contrast, they often assume that analysts develop and maintain
more implicit models of the events that contribute to an incident. This arguably re
ects a more
pragmatic attitude to the partial nature of the evidence that is available in the aftermath of many
mishaps. These approaches instead provide checklists that prompt investigators to look for a number
of prede�ned features that are common to a wide range of incidents and accidents. The US National
Patient Safety Foundation's (NPSF) report on the `Scienti�c Basis for Progress on Patient safety'
summarised the strengths and weaknesses of these approaches:

\Collections of incidents and accidents cry out for classi�cation. The apparent sim-
ilarities and di�erences between the events, their outcomes, and the circumstances that
precede them encourage us to organise them in categories and rank them in severity. But
classi�cation also has its own hazards, especially in complex domains where there are
multiple possible paths to any outcome and multiple possible outcomes from any path.
Classi�cation involves identifying relevant similarities and di�erences; their e�ective use
depends on being able to know a priori what relevant means... Classi�cation does involve
a type of analysis but a type that greatly constrains the insights that can be obtained
from the data. Typically, when classi�cation systems are used as the analysis, a report of
an incident is assigned, through a procedure or set of criteria, into one or another �xed
category. The category set is thought to capture or exhaust all of the relevant aspects
of failures. Once the report is classi�ed the narrative is lost or downplayed. Instead,
tabulations are built up and put into statistical comparisons. Put simply, once assigned
to a single category, one event is precisely, and indistinguishably like all the others in
that category." [181]

The following paragraphs use a number of di�erent causal analysis techniques to illustrate and
expand on these observations. In contrast, Chapter 15 describes how checklist approaches to causal
classi�cation can also be used as the indices in information retrieval systems.

11.2.1 Management Oversight and Risk Tree (MORT)

Figure 11.7 illustrates the Management Oversight and Risk Tree. This is the central component of
what has become known as MORT [429]. As can be seen, MORT diagram is constructed using the
elements of a fault tree. An undesired event can be either the result of oversights and omissions or it is
the result of an assumed risk. Assumed risks \are de�ned as only those risks that have been analysed
and accepted by the proper level of management; unanalysed or unknown risks are not considered to
be Assumed Risks" [203]. If an oversight or omission has occurred then it can be categorised as being
the result of either a management failure or of a failure in speci�c technical controls. If there has been
a break-down in management then either there was a failure in the implementation of some policy
or the policy was 
awed or the risk assessment was less than adequate. A failure in management
risk assessment can occur if incorrect goals were established for a project or the information systems
used to support a risk assessment were less than adequate or the hazard analysis process was 
awed
or the safety review program was less than adequate. As can be seen, the components of the MORT
diagram provide a check-list that can be used to analyse and categorise the potential causes of an
incident.

The MORT diagram was intended to provide a template that might guide the causal analysis of
incidents and accidents. There is an obvious danger that investigators will force an incident to �t one
or more of the categories in the MORT checklist. The proponents of this approach have responded
by extending the range of factors that are included in the MORT diagram. For instance, the version
of Figure 11.7 includes over 1,500 basic events. This leads to a diÆcult trade-o�. By extending
the scope of the MORT diagram, investigators are more likely to �nd an appropriate causal factors
that describes their incident. By extending the scope of the MORT diagram, investigators may
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Figure 11.7: The Mini-MORT Diagram
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also experience more diÆculty in distinguishing between the many di�erent forms of failure that
are described by each of the leaf nodes. In consequence, the US Department of Energy advocates
the use of a stripped-down version of the full MORT diagram [204]. This mini-MORT provides
approximately �fty basic events but each of these denotes a far broader set of causal factors than
the more detailed versions of the diagram.

MORT diagrams embody their developers' view of accident causation. The branches of the
tree re
ect a concern to assess management responsibility. There is also provision for assessing the
technical context in which an incident occurs. Human factors issues are also captured, arguably in
a rather narrow fashion, by focusing on errors of commission . A further branch traces the failure
of barriers. As a result, the barrier analysis introduced in Chapter 10 is often used as a precursor
to MORT classi�cation. There is also a preoccupation with understanding and assessing the causes
of any potential energy release [298]. One consequence of this is that MORT also provides an
implicit de�nition of incidents and accidents. An accident occurs if an unwanted energy 
ow a�ects
a vulnerable target. An incident occurs if an unwanted energy 
ow occurs without hitting such a
target [457]. This is consistent with the use of barrier analysis and re
ects their common origin
within the nuclear industry. Johnson developed most of the MORT approach while working for the
US National Safety Council and under a contract from the US Atomic Energy Commission [429]. As
mentioned, the US Department of Energy continues to advocate this method [204, 203]. The MORT
approach, therefore, combines concepts from management and from safety analysis. It captures
the notion that management has a profound impact upon the e�ectiveness of barriers that prevent
unplanned energy releases.

MORT analysis consists of two principle stages. Firstly, analysts must consider what happened
during an incident. This involves a traversal of the what? sub-tree under the oversights and omissions
branch. This is intended to help the analyst identify the barrier or control problems that contributed
to the incident. Secondly, the analyst must then identify any management elements on the why
branch of the MORT diagram that contributed to these particular problems. It is important to
document each of the problems and summarise the �ndings of the analysis.

This process of iteratively describing what happened and then searching for causal explanations
in the why branch is guided by a number of questions that analysts can ask as they inspect each
node in the MORT diagram. For example, the US Department of Energy MORT user guide provides
the following question that can be asked to determine whether or not any emergency response was
adequate. This corresponds to the leaf node with the following pathEvent: Oversights and Omissions:
What? : Corrective Actions: Emergency Actions:

\Emergency Action (Fire Fighting, Etc.) Less Than Adequate Was the emergency
response prompt and adequate? Which emergency response teams were required? Were
they noti�ed and did they respond? [Include local facility �re brigade, health physics
team, �re department, bomb squad, and other speciality teams. Be sure to consider
delays or problems in both noti�cation and response.] " [203]

These questions appear, at �rst sight, to be relatively straightforward. Unfortunately, a number of
factors complicate this analysis. The use of the term `less than adequate' implies a value judgement.
There can often be considerable disagreement about what does, and what does not, represent an
adequate response. Even in countries that publish national guidelines for response times, there can
be considerable debate about whether the nature of any response was appropriate given the scale of
an incident [217, 210]. Some investigators, including Benner [72], argue that these value judgements
are open to political pressure and bias in the aftermath of safety-critical incident.

Even with the additional complications created by the validation of value judgements, the pre-
vious question is relatively simple in contrast to some of the other guidelines that are intended to
support MORT analysis. This point is illustrated by the following questions. These are intended to
guide the analysis of a supervisor's failure to correct a hazard. Each of these questions relates to
further basic events that are present in more complete versions of the MORT diagram. They would
be shown under Event: Oversights and Omissions: What? : Accident : Barrier/Controls/ Controls/1st
Line Supervisor/ Did Not Correct Hazards in Figure 11.7:

Did Not Correct Hazards: Was an e�ort made to correct the detected hazard?
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� Interdepartment Coordination Less Than Adequate: If the accident/incident in-
volved two or more departments, was there suÆcient and unambiguous coordination
of interdepartment activities? [Interdepartment coordination is a key responsibility
of the �rst line supervisor. It should not be left to work level personnel.]

� Delayed: Was the decision to delay correction of the hazard assumed by the su-
pervisor on behalf of management? Was the level of risk one the supervisor had
authority to assume? Was there precedent for the supervisor assuming this level
of risk (as then understood by him)? [Note a decision to delay correction of the
hazard may or may not transfer to the Assumed Risk branch. It was an assumed
risk only if it was a speci�c named event, analysed, calculated where possible, eval-
uated, and subsequently accepted by the supervisor who was properly exercising
management-delegated, decision-making authority.]

� Was the decision to delay hazard correction made on the basis of limited authority
to stop the process?" [203]

The previous two examples have illustrated the questions that can be used to guide the analysis
of the what sub-branch in a MORT analysis. Previous paragraphs have, however, argued that
investigators must also identify the reasons why these events occurred. This involves an analysis of
the why sub-branch under the oversights and omissions node. Questions can again guide this form of
analysis. For example, the following guidelines corresponds to the leaf node with the following path
Event: Oversights and Omissions: Why? : Management : Risk Assessment : Safety Program Review :
Design and Development Plan : Human Factors. They direct an analyst to consider the impact that
a managerial failure to consider human factors issues may have had upon the course of an incident:

\Human Factors Review Less Than Adequate: Has consideration been given in de-
sign, plan, and procedures to human characteristics as they compete and interface with
machine and environmental characteristics?

� Professional Skills Less Than Adequate: Is the minimum level of human factors
capability, needed for evaluation of an operation, available and will it be used?
(275)

� Did Not Describe Tasks: For each step of a task, is the operator told: When to act?
What to do? When the step is �nished? What to do next? (276)

� Allocation Man-Machine Tasks Less Than Adequate: Has a determination been
made (and applied) of tasks that humans excel in versus those tasks at which
machines excel?

� Did Not Establish Man-Task Requirements: Does the review determine special
characteristics or capabilities required of operators and machines?

{ Did Not De�ne Users: Is available knowledge about would-be users de�ned and
incorporated in design?

{ Use of Stereotypes Less Than Adequate: Are checklists of stereotypes (typical,
normal, expected behaviour) used in design? (e.g., Is a control turned right to
move a device to the right?) Are controls coded by size, colour, or shape?

{ Displays Less Than Adequate: Are displays used which can be interpreted in
short time with high reliability?

{ Mediation Less Than Adequate: Is consideration given to delays and reliability
of interpretation/action cycles?

{ Controls Less Than Adequate: Are controls used which can be operated in
short times with high reliability?

� Did Not Predict Errors: Is there an attempt made to predict all the ways and
frequencies with which human errors may occur, and thereby determine corrective
action to reduce the overall error rate?
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{ Incorrect Act: Have all the potential incorrect acts associated with a task been
considered and appropriate changes made?

{ Act Out of Sequence: Has the consequence of performing steps of a task in
the wrong order been considered and has appropriate corrective measures been
made?

{ Failure to Act: Is there an attempt to reduce the likelihood of operators omit-
ting steps or acts which are required by procedure?

{ Act Not Required: Are all the steps that are needed to accomplish a task
required in the procedures? Are only those steps in the procedure?

{ Malevolence: Are deliberate errors and other acts of malevolence anticipated
and steps taken to prevent them or reduce their e�ect?" [203]

The MORT user guidelines emphasise a number of additional practical observations that have
emerged from the application of this technique during incident and accident investigations [203].
The approach works best if it is used to focus discussion and debate. Any �gures or forms that
are produced during the analysis should be considered as working documents that can be revised
and amended as work progresses. MORT, therefore, provides analytical guidance; `it helps avoid
personal hobbies, bias, or the tunnel vision that commonly results from pet theories of accident
causation' [203]. It should not be seen as a framework to be imposed upon a �nal report. It can,
however, be used as a quality control mechanism to identify any potential omissions in a �nal report.
Investigators can use the questions to ensure that they have described both what happened and why
those events occurred. Finally, experience in applying MORT has shown that even the full version
of the diagram cannot cover all aspects of some incidents. If a mishap is not covered in any of the
branches then analysts are encouraged to extend the existing diagram using the basic fault tree gates
that were introduced in Chapter 9.

Having raised these caveats, it is possible to illustrate the application of MORT to the Nanticoke
case study that was introduced in previous sections. As mentioned above, MORT analysis begins by
determining what happened during an incident or accident. Investigators traverse the what branch of
the tree, such as that shown in Figure 11.7, asking whether or not each potential failure contributed
to the incident under investigation. MORT assumes that investigators have suÆcient evidence to
perform such an analysis. It does not provide any explicit guidance on how to go about satisfying
this prerequisite, however, others have extended the approach to provide this support [444]. At the
highest level, this traversal of the MORT diagram encourages investigators to identify the hazard
that threatened potential targets within the system [298]. In our case study, the hazard can be
identi�ed as the danger of a �re being started by a pressurised fuel release from a fuel �lter onto
the adjacent indicator tap or uncovered exhaust manifold. This hazard threatened a number of
di�erent targets. Most immediately it posed a danger to the people and systems in the engine room.
Ultimately, it threatened everyone on the vessel and even other ships that were operating in the
same area as the Nanticoke.

As can be seen from the left sub-branches of Figure 11.7, analysts must also identify the ways
in which any barriers or controls were circumvented during an incident. Barriers typically protect
or shield a target from a hazard. Controls make it less likely that a hazard will occur in the �rst
place. These terms are, however, often used interchangeably [552]. This imprecision is justi�ed by
the practical diÆculties of distinguishing between these two di�erent forms of defence. For instance,
more regular inspections of the �lter assembly might have made the �re less likely. Crew members
might have noticed the leak before ignition. More frequent inspections might also have acted as a
barrier by raising the alarm as soon as the �re had started. The practical problems of distinguishing
between these di�erent forms of protection helps to explain an imbalance in the MINI-Mort tree of
Figure 11.7. This diagram provides considerable detail about the potential forms of control failure.
This level of detail is not, however, re
ected by the portion of the tree that considers inadequate
barriers. This imbalance is also justi�ed by the observation that these failures often take similar
forms. Inadequate technical information or maintenance procedures can threaten both of these
potential defences.



454 CHAPTER 11. ALTERNATIVE CAUSAL ANALYSIS TECHNIQUES

Barriers prevent hazards from having adverse consequence once they occur. They can be thought
of as protection devices or shields that guard the target from the hazard. It can be argued that
the barriers worked well in the Nanticoke case study because the �re was ultimately extinguished
without loss of life or serious injury. Conversely, it can be argued that the barriers failed because
the ship su�ered considerable damage. The relatively limited �re managed to burn through the
common cable tray that contained all of the steering systems. After 1st September 1984, duplicated
steering power and control systems had to be routed as widely as possible throughout a vessel so
that an isolated �re was unlikely to destroy all of these redundant systems. The Nanticoke was built
in 1980 and so lacked the protection o�ered by the 1984 requirement. In consequence, the vessel
was e�ectively disabled until an alternative power source could be rigged to the steering gear.

As mentioned, controls make it less likely that a hazard will occur. Figure 11.7 documents a
number of potential weaknesses that can jeopardise adequate control. For example, the Nanticoke
incident was arguably caused by inadequate maintenance. The modi�cations to the forward �lter
cover and bolt sealing surface left grooves that made it hard for the watchkeeping engineer to achieve
a fuel-tight joint. This analysis shows how the MORT diagram can be used as a check-list to guide
the analysis of what happened during an incident. It also illustrates some of the complexity that
frustrates the use of checklist techniques. Damage to the seating surface not only suggests inadequate
maintenance, it also indicates that there may have been inspection problems. Crew members might
have recognised the potential for a fuel leak during previous rounds of preventive maintenance. This
illustrates the way in incidents often stem from the failure of several di�erent controls. Problems
arise if investigators form di�erent opinions about the salience of these failures. For instance, some
analysts might discount the importance of inspection failures by arguing that the true signi�cance of
the seating damage could only have been determined with hindsight. Other analysts might stress the
importance of inspection failures by arguing that the watchkeeping engineer should have reported
their problems in obtaining a fuel tight seal during the maintenance that immediate preceded the
incident. Such di�erences of interpretation make it very important that analysts both document
and justify the �ndings of their MORT analysis. These justi�cations can then be reviewed and
challenged before any subsequent causal analysis.

There are a number of di�erences that distinguish checklist approaches, such as MORT, from
event-based techniques, such as STEP and MES. In particular, checklist approaches often abstract
away from the temporal properties that are a central concern of the 
owcharts and tabular forms
in previous sections. The initial stages of a MORT analysis identify instances of generic failure
types. They do not chart the timing of events. This is both a strength and a weakness. The MORT
diagram cannot, in isolation, be used to reconstruct the way in which an incident developed over
time. There is, therefore, no guarantee that investigators will identify omissions or inconsistencies in
the events leading up to an incident. On the other hand, previous sections have criticised event-based
techniques that force analysts to model precise event sequences which are unlikely to recur in future
incidents. The identi�cation of MORT failure types can, in contrast, generalise from the particular
observations that characterise an individual incident. There are further bene�ts. By abstracting
away from temporal properties, the MORT classi�cation process can help investigators to identify
similarities between latent and catalytic failures. Such similarities can be diÆcult to demonstrate
with event-based techniques that deliberately separate the presentation of events that occur at
di�erent times during an incident. For instance, inadequate inspections may have contributed to the
latent conditions behind the Nanticoke incident. Crew members failed to recognise the damage to
the seating surface and this ultimately made it diÆcult for the engineer to achieve a fuel-tight seal.
Inspection failures also characterised more immediate events during the incident. The engine room
was not inspected between 15:15 and 16:00. Subsequent analysis might determine that these di�erent
failures had very di�erent causes. The key point is, however, that the MORT style of analysis can
help to identify potential similarities between failures that occur at di�erent times during the same
incident.

As with any checklist approach, MORT provides prompts that encourage analysts to consider a
broad range of potential failures that might contribute to incidents and accidents. For example, the
Nanticoke case study partly stemmed from operability problems. There were no new copper gaskets.
Once a used copper gasket has been deformed by use, it is more diÆcult to obtain a tight seal for
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subsequent use even if it has been annealed. Other failures can be associated more directly with
individual operators. For instance, the Mini-MORT diagram of Figure 11.7 includes a branch that
represents inadequate intervention by the �rst line supervisor. As we have seen, it can be argued
that they failed to correct the damage incurred during previous modi�cations to the �lter. It can
also be argued that they failed to detect the leak or the �re before it had taken hold.

Figure 11.7 also shows how further branches focus on the response to an incident. For instance,
it can be argued that the emergency actions that were taken in response to the incident were
complicated by the lack of any emergency exit from the control room. In consequence, the chief
engineer had to follow hand rails out of the engine room. The corrective actions branch of the MORT
diagram also includes a node Did not prevent 2nd accident. This supports the analysis of incidents in
which the same hazard occurs more than once. For example, the fuel might have reignited after the
initial �re had been extinguished. More widely, this node can encourage investigators to consider
whether an incident forms part of a wider pattern. Chapter 15 will stress the importance of such
activities. Investigators must look beyond the immediate response to an incident in order to learn
from previous attempts to address similar failures. For example, the Transportation Safety Board
of Canada identi�ed that four similar engine room �res had occurred on Canadian ships within six
months of the Nanticoke incident [621]. Previous ship safety bulletins had not resulted in adequate
barriers being placed between potential fuel sources and adjacent exposed, hot surfaces. Subsequent
analysis of the reasons why the �re occurred must, therefore, explain this failure to act upon previous
safety bulletins.

Sub-Tree: What/Accident
What? Rationale

Hazard Danger of a �re being started by a pres-
surised fuel release from a fuel �lter onto
the adjacent indicator tap or uncovered ex-
haust manifold.

Targets People and systems in the engine room.
Everyone on the vessel. Other ships in the
same area as the Nanticoke.

Barriers
Did not use More frequent inspections might raised the

alarm sooner.
Did not provide Fire burnt through common cable tray con-

taining all of the steering systems. Nanti-
coke was disabled until alternative power
source was rigged for steering gear.

Table 11.5: MORT (Stage 1) Summary Form for Hazard, Targets and Barriers

Tables 11.5 and 11.6 summarise the results of the �rst stage in the MORT analysis of the Nan-
ticoke case study. These tables are intended to provide a focus for discussion. Previous paragraphs
have argued that considerable disagreements are possible over our interpretation of which nodes best
capture the failures that contributed to this incident. It is also important to notice that Table 11.5
extends the Barrier branch from Figure 11.7. The nodes Did not use and Did not provide re
ect types
of failure that were described as part of the introduction to barrier analysis in Chapter 10. This
illustrates the way in which analysts may have to extend the pre-de�ned categories within a Mini-
MORT diagram. In this case, however, these additional nodes are consistent with those included in
the full MORT diagram.

Previous sections have described how this �rst stage of identifying what happened helps to drive a
more detailed causal analysis of why those failures occurred. Before making this transition, however,
it is possible to make a few observations about the use of MORT to drive an initial assessment of
the Nanticoke case study. As we have seen, there is no automatic or semi-automatic procedure for
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Sub-Tree: What/Accident
What? Rationale

Controls
Inspection LTA More regular inspections of �lter assem-

bly might reduced likelihood of �re. Crew
members might have noticed the leak be-
fore ignition.
Crew members (arguably) might have re-
ported problems in obtaining a fuel tight
seal during maintenance immediately be-
fore the incident.
Engine room was not inspected between
15:15 and 16:00.

Maintenance LTA Modi�cations to forward �lter cover and
bolt sealing surface left grooves that made
it hard to achieve a fuel-tight joint.

Operability problems No new copper gaskets. Copper gaskets are
deformed by use and pose more problems
in obtaining a tight seal even if they have
been annealed.

1st Line Supervision LTA Failure to identify and correct damage in-
curred during previous modi�cations to the
�lter.
Failed to monitor engines during interval
prior to the �re (15:15 to 16:00).

Emergency actions LTA No emergency exit from the control room.
Chief engineer had to follow hand rails out
of the engine room.

Did not prevent
2nd accident

Four similar engine room �res occurred on
Canadian ships within six months of the
Nanticoke incident. Ship safety bulletin
(13/85) had not resulted in adequate bar-
riers being placed between potential fuel
sources and adjacent exposed, hot surfaces.

Table 11.6: MORT (Stage 1) Summary Form for Controls
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identifying the particular failures that characterise an incident or accident. In contrast, investigators
must rely on subjective judgement and prior expertise to determine which of the MORT nodes most
accurately describe what led to the incident. There are no guarantees that di�erent investigators
will derive similar classi�cations for the same incident. This would seem to be unlikely given that
particular conditions, such as the damage to the seating, can be the result of several inadequacies
throughout the left-hand branch of the MORT diagram. The proponents of this approach have
argued, however, that MORT provides a focus for discussion rather than a method for deriving a
de�nitive analysis or single interpretation of events. This is an important observation given that
there can be considerable disagreement not simply about the course of an incident but also about
the precise meaning of each category within the MORT diagram. As we have seen, investigators
often experience considerable practical diÆculties in distinguishing between a barrier and a control.
Some organisations have responded to these potential problems by developing considerable in-house
documentation to support the use of MORT [203]. This material includes training material, case
studies and style guides that re
ect a particular approach to the MORT technique. Others have
gone further. For instance, Kjell�en has extended MORT to develop SMORT (Safety Management
and Organisation Review Technique) [444]. This provides explicit support for data collection during
incident investigations. As we have seen, this support was not part of the initial MORT approach.
Such elaborations combined with explicit encouragement to extend the MORT diagram if it does
not capture key aspects of an incident have resulted in a situation in which the term MORT is often
used to describe a very varied collection of subtly di�erent techniques. These techniques vary both
in the checklists that are used and in the supplementary methodological support that is provided to
guide their application.

A number of further observations can be made about the Nanticoke case study. The MORT
diagram illustrated in Figure 11.7 captures the emphasis that this technique places upon failure.
The diagram prompts investigators to identify what went wrong by systematically considering the
ways in which various aspects of performance were less than adequate. Previous chapters have,
however, argued that near-miss incidents often provide vital information about those barriers and
controls that worked e�ectively to prevent an accident from occurring. For example, the Halon
system on the Nanticoke provided an e�ective �nal resort after the crew made two unsuccessful
attempts to �ght the �re themselves. It can, therefore, be argued that investigators ought to repeat
their analysis of a MORT diagram to identify these mitigating factors whose performance was At or
Beyond Expectation (ABE) and not Less Than Adequate (LTA).

The second stage of MORT analysis helps investigators to determine the causes of an incident.
This is done by identifying those elements in the why branch that contributed to each of the failures
that were summarised in Tables 11.5 and 11.6. At the highest level, the overall hazard was the
danger of a �re started by a pressurised fuel release from a fuel �lter onto the adjacent indicator
tap or uncovered exhaust manifold. It can be argued that this was the result of an inadequate risk
assessment. The operators and crewmember failed to recognise the potential threat to everyone on
the vessel and to other ships in the area. As before, the MORT diagram can be used to guide the
analysis of what might have caused this failure. The Risk Assessment LTA branch contains a number
of detailed nodes that investigators can adopt as working hypotheses about the factors that led to
an incident. For example, Table 11.5 argued that more regular inspections might have prevented
the �re from developing if the crew had been able to raise the alarm sooner than they did. The
failure to e�ectively implement such a barrier can be explained in terms of the node Inspection Plan
LTA which is located under the path Why? Management LTA : Risk Assessment LTA : Safety Program
Review LTA : Design and Development plan LTA in Figure 11.7. Similarly, the failure to provide a
suÆcient barrier to protect the control cables for the steering system can be explained in terms of
the Design basis LTA node which appears at the same level as Inspection Plan LTA. Had the Nanticoke
been built after the September 1984 regulations were introduced then the cables would have been
distributed more widely throughout the vessel. An isolated �re would then have been less likely to
damage all of the redundant steering systems.

Investigators can also use the MORT diagram to identify potential reasons why Controls failed
to protect the system. For example, Table 11.6 suggested that inspections might have been less
than adequate because crewmembers might have noticed the possibility of a leak well before the
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�re. In particular, engineers could have reported the problems in obtaining a fuel tight seal during
the periodic maintenance that took place immediately before the incident. Both of these apparent
inadequacies can be described in terms of less than adequate inspection plans and less than adequate
maintenance plans. Similarly, the failure to inspect the engine room between 15:15 and 16:00 can
be characterised as the result of less than adequate procedures. It is important to reiterate that
these are subjective interpretations of the failures that were identi�ed during the �rst stage of the
analysis. For instance, it could be argued that the failure to inspect the engine room between 15:15
and 16:00 was not simply the result of inadequate operating procedures. Better protection might
have been o�ered if operators had been expected to document their inspection activities. This would
have led the same Inspection LTA failure to have been classi�ed under the Monitoring points LTA node
of the Why? branch. Similarly, it can be argued that the inspection failure was due to inadequate
training about the importance of these activities. This, in turn, could be due to a managerial
failure to identify such a training requirement; Why?:Risk Assessment LTA: Safety Program Review
LTA: Design and Development Plan LTA: Operational Speci�cation LTA: Training LTA. Alternatively, it
might be argued that the lack of inspection was not due to any of these factors but to management's
failure to motivate sta� to perform necessary safety inspections: Why?:Risk Assessment LTA: Safety
Program Review LTA: Design and Development Plan LTA: Operational Speci�cation LTA: Motivation
LTA. These observations illustrate a number of important points about causal analysis using the
MORT approach. Firstly, a number of di�erent causal factors can be associated with the items
identi�ed in the �rst stage of the analysis. Some of these factors are not mutually exclusive. So, for
example, inadequate inspection procedures might be compounded by a lack of monitoring points.
Even if inspection procedures had been well-de�ned, motivational problems can `dissuade' individuals
from e�ectively following monitoring requirements.

Secondly, the Nanticoke case study supports a number of important observations about the
nature of any causal analysis. It is diÆcult to be certain about which causal hypotheses, the nodes
of the Why branch in the MORT diagram, can actually be applied to this incident. The available
reports and documentation provide very little information about the motivation of the crewmembers
or about the written procedures that were available to key personnel. Further investigations would,
therefore, be necessary before any conclusions could be reached about these potential causes. An
important strength of the MORT approach is that it directs investigators towards these potential
hypotheses that must then be supported by further investigations. This o�ers a strong contrast to
many event-based approaches. There is often an implicit assumption that counterfactual reasoning
over a temporal model of event sequences can provide suÆcient information about the underlying
causes of an incident. This is a strong assumption. Chapter 10 has shown how NASA and the US
Department of Energy have partially addressed these concerns by recommending the use of Tier or
Compliance analysis to supplement the counterfactual reasoning a�orded by ECF modelling.

The other control failures identi�ed in Table 11.6 can be analysed in a similar fashion. Inadequate
maintenance was recognised by the manner in which modi�cations to the forward �lter cover and
bolt sealing surface left grooves that made it hard to achieve a fuel-tight joint. This can potentially
be explained in terms of inadequate maintenance and inspection plans under the path Why?:Risk
Assessment LTA: Safety Program Review LTA: Design and Development Plan LTA. Operability problems
including the lack of any new gaskets and the problems associated with the reuse of deformed gaskets
can be associated with a management failure to conduct an adequate hazard analysis. Supervisory
problems such as the failure to identify and correct damage incurred during previous modi�cations
to the �lter can be interpreted as the result of inadequate procedures. For example, a fault reporting
system might have altered the chief engineer to the watchkeeping engineer's problems in achieving
a suÆcient seal on the �lter. The failure to monitor the engines adequately between 15:15 to 16:00
can be interpreted as a failure of supervision in the operational speci�cation of the system. The lack
of any emergency exit forced the chief engineer to follow hand rails out of the engine room. This can
be seen as a failure in the design basis of the ship as it was being operated immediately before the
incident. Additional emergency lighting might, arguably, have supported the chief engineer's exit
from a hazardous situation. Finally, the failure to prevent a recurrence of four previous engine �res
on Canadian ships within six months of the Nanticoke incident can be associated with a failure to
review the overall safety programme over previous years. In particular, Transportation Safety Board
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of Canada argued that previous warnings, such as that contained in Ship Safety Bulletin 13/85, had
not resulted in adequate barrier being placed between potential fuel sources and adjacent exposed,
hot surfaces.

Sub-Tree: Management Less Than Adequate (LTA)
Why? What? Description

Risk
Assessment
LTA

Hazard Danger of a �re being started by a pres-
surised fuel release from a fuel �lter
onto the adjacent indicator tap or un-
covered exhaust manifold.

Target People and systems in the engine room.
Everyone on the vessel. Other ships in
the same area as the Nanticoke.

Hazard
Analysis
LTA

Control:
Operability
problems

No new copper gaskets. Copper gas-
kets are deformed by use and pose more
problems in obtaining a tight seal even
if they have been annealed.

Inspection
Plan LTA

Barrier:
Did not use

More frequent inspections might raised
the alarm sooner.

Control:
Inspection
LTA

More regular inspections of �lter as-
sembly might reduced likelihood of �re.
Crew members might have noticed the
leak before ignition.

Control:
Inspection
LTA

Engine room was not inspected between
15:15 and 16:00.

Table 11.7: MORT (Stage 2) Analysis Form

Tables 11.7 and 11.8 summarise the �ndings from the second stage of our MORT analysis. As
can be seen, each of the nodes from the why branch in the MORT diagram can be represented as a
row in the table. The what nodes that were identi�ed during the �rst stage of the MORT analysis
are then listed next to each of the why nodes if the corresponding (managerial) failures are perceived
to have caused the more immediate failures that contributed to the incident. For example, the lack
of adequate monitoring points to encourage compliance with inspection procedures is seem to have
been a cause of the crews failure to adequately inspect the engine room between 15:15 and 16:00.
It is important not to underestimate the signi�cance of such tables. As mentioned, they provide a
focus for continued discussion and analysis amongst the members of an investigation team.

The MORT analysis forms, illustrated in Tables 11.7 and 11.8, also act as a focus for other forms
of analysis. For instance, the US Department of Energy have argued that investigators can sum the
number of what factors associated with each why node to provide `a measure of how widespread the
element inadequacy is'. [204] In Tables 11.7 and 11.8 this can be done by counting the number
of rows for each why? node. This would yield the following rankings for the Nanticoke case study.
Inspection plan LTA is the only causal factor that is associated with three speci�c what failures. Risk
Assessment LTA, Maintenance Plan LTA and Design Basis LTA are all associated with two speci�c
failures. Hazard Analysis LTA, Monitoring Points LTA, Procedures LTA, Supervision LTA and Safety
Program LTA are identi�ed as the causes of a single failure in the accident/incident branches of the
MORT diagram.

A number of objections can be raised to this form of analysis. The subjective nature of both
stages in the MORT method can create considerable di�erences in the results that are obtained
from this simple summation of accident factors. Similarly, it can be argued that di�erent weights
should be associated with each of the causal factors in the why branch of the MORT diagram. For
instance, investigators may identify numerous instances in which operating procedures were inad-
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equately speci�ed. Changes in equipment design, in the operating environment and in regulatory
requirements can prevent even the most assiduous operator from ensuring that all operating proce-
dures are correctly documented. It might, therefore, be argued these problems are not as serious as
less numerous maintenance failures. For instance, the Nanticoke incident might have had far worse
consequences had the Halon system not been available to the Captain once his �re-�ghting teams
had been beaten back. Rather than develop more complex procedures for deriving aggregate weight-
ings from MORT analysis form's, we adopt the more usual practice of assuming that investigators
will use their skill and expertise to determine the overall signi�cance of each row within Tables 11.7
and 11.8.

Previous paragraphs have described how the �rst stage of MORT analysis identi�es what occurred
during an incident. The second stage goes on to identify causal factors by asking why these failures
arose. We have not, however, described the process by which root causes might be distinguished
from the wider causal factors to the right of the MORT diagram. Several authors have argued
that the concept of a `root cause' originates with Johnson's early work on MORT [430, 444]. For
example, Briscoe developed an analytical technique in which root causes are literally represented
by the roots of the MORT diagram [96]. Investigators simply trace the more detailed why factors,
identi�ed in the Analysis Forms of Tables 11.7 and 11.8, up through the tree to identify the higher-
level branches that represent the wider causes of managerial failure. The following list summarises
the main categories that were identi�ed by Briscoe's root cause analysis technique. Most of the
items are relatively straightforward. Bridge elements represents the manner in which high-levels
of management implement safety-related management policies throughout the various intermediate
tiers of management within an organisation.

1. Policy

2. Policy Implementation

� Line/sta� responsibility

� Accountability

� Vigour and example

� Methods and criteria analysis

3. Risk assessment

� Safety-information systems

� Hazard-analysis process

� Safety-programme audit

4. Bridge elements

� Management services

� Directives

� Budget

� Information 
ow

Many of the causal factors that were identi�ed for the Nanticoke case study can be broadly grouped
under the `hazard analysis process' root cause. Management failed to appreciate the dangers of the
maintenance and inspection practices that were identi�ed in Tables 11.7 and 11.8. Alternatively, if
those dangers were recognised then it can be argued that there was an inadequate safety-programme
audit because such practices were permitted to continue even after warnings such as that contained
in Safety Bulletin 13/85.

Briscoe's approach is not the only checklist form of root cause analysis that might be applied
after the second stage of a MORT analysis. For example, the International Loss Control Institute
have developed a model of incident causation that extends the domino theory [85]. This approach
proposes a number of further root causes in addition to those proposed by Briscoe [444]. These focus
on common reasons behind failures at the workplace level:
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Sub-Tree: Management Less Than Adequate (LTA)
Why? What Description

Maintenance
Plan LTA

Control:
Inspection
LTA

More regular inspections of �lter as-
sembly might reduced likelihood of �re.
Crew members might have noticed the
leak before ignition.

Control:
Maintenance
LTA

Modi�cations to forward �lter cover
and bolt sealing surface left grooves
that made it hard to achieve a fuel-tight
joint.

Monitoring
points LTA

Control:
Inspection
LTA

Engine room was not inspected between
15:15 and 16:00.

Design basis
LTA

Barrier:
Did not pro-
vide

Fire burnt through common cable tray
containing all of the steering systems.
Nanticoke was disabled until alterna-
tive power source was rigged for steer-
ing gear.

Emergency
actions LTA

No emergency exit from the control
room. Chief engineer had to follow
hand rails out of the engine room.

Procedures
LTA

Control:
1st Line
Supervision
LTA

Failure to identify and correct damage
incurred during previous modi�cations
to the �lter.

Supervision
LTA

Control:
1st Line
Supervision
LTA

Failed to monitor engines during inter-
val prior to the �re (15:15 to 16:00).

Safety Pro-
gram Review
LTA

Did not
prevent 2nd
accident

Four similar engine room �res occurred
on Canadian ships within six months
of the Nanticoke incident. Ship safety
bulletin (13/85) had not resulted in ad-
equate barrier being placed between po-
tential fuel sources and adjacent ex-
posed, hot surfaces.

Table 11.8: MORT (Stage 2) Analysis Form Continued
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1. inadequate health and safety programme

2. inadequate health and safety programme standards

3. inadequate compliance with health and safety programme standards

Further additions might be made. Chapter 3 argued that the regulatory environment has a profound
impact upon managerial behaviour. The decision only to apply the revised wiring requirement to
vessels built after 1st September 1984 left the Nanticoke in a particularly situation when the �re
burnt through the common cable tray that contained all of the steering systems. The decision to
include such regulatory in
uences as a potential root cause within a MORT diagram depends upon
the position of the investigator within an incident reporting system. In some schemes, typically those
run by independent reporting agencies, it is possible for investigators to address these more general
issues that might otherwise lie outside the scope of a conventional MORT analysis. If investigators
decide to introduce regulatory and workplace factors, mentioned above, then these factors must
appear as potential root causes in the upper levels of a revised MORT diagram. This increases
the scope of the root cause analysis. Investigators must, however, navigate an increasingly complex
diagram to identify those leaf nodes that best describe why particular failures occurred.

The MORT approach o�ers a number of signi�cant bene�ts. In particular, it provides an early
example of the way in which an engineering approach to safety, typi�ed by barrier analysis, can be
combined with broader managerial concerns. This blend of concerns has provides detailed insights
into the way in which particular management activities contribute to many accidents and incidents
[764]. The distribution and delegation of responsibility without adequate supervision often emerges
as a common theme in MORT analyses. Similarly, the failure to implement well-speci�ed safety
plans can also be identi�ed as a recurring pattern. There remains a considerable debate about
whether or not these recurring themes are artifacts of the MORT analysis or whether they re
ect
common problems for di�erent safety-critical systems [346]. A number of authors have, however,
proposed automated tools that might automatically detect such recurring causal patterns amongst
a `database' of incident reports [457].

MORT o�ers a number of further bene�ts that relate more narrowly to the management of
any investigation. The elements of the diagram direct investigators towards the potential causes
of an incident. This helps to ensure that analysts consider a broad range of causal factors. The
use of the tree can also provide necessary guidance for inexperienced investigators. It provides a
common structure and format that encourages consistency in the investigatory process. The method
associated with the tree is intended to ensure that investigators consider both what happened and
why the incident occurred. The use of tabular check lists helps to communicate the products of
a causal analysis to others within an investigatory team. Finally, the summary data that can be
obtained from MORT tables, such as that illustrated in Table 11.5, can be used to monitor the
changing causes of incidents across di�erent geographical regions or organisational boundaries.

A number of limitations also restrict the utility of MORT as a tool for the causal analysis of
safety-critical incidents. In contrast to STEP, this approach best be applied once investigators have
already obtained a signi�cant amount of information about an incident. Some proponents have
argued that incident modelling, using ECF or accident Fault Trees, should be a prerequisite to any
MORT analysis. In this view, counterfactual reasoning is used to identify causal factors that are
then classi�ed using the what branch of the tree. Instead of using Tier or Non-compliance analysis
as in Chapter 10, investigators can then apply MORT to classify root causes against the why branch.
Unfortunately, the perceived complexity of the MORT diagram and the potential overheads of such
an integrated approach have dissuaded many analysts from exploiting these techniques [486].It is,
therefore, seldom used in its full form without regulatory sanction. Munson argues that MORT is
used more as a pro-active tool to support the analysis of a safety-critical design than it is as an
accident investigation technique. This is due to the \nature of the nuclear industry, identifying
possible loopholes in the safety system to eliminate hazards is more cost e�ective and publicly
expedient than after the accident occurs" [552].

The leafs of MORT and mini-MORT diagrams may not capture the speci�c causes of an incident
[290]. This should not be surprising. These diagram re
ect the inevitable trade-o� between large
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and unwieldy structures that embody many causal distinctions and more compact trees that provide
a smaller number of more generic categories. As we have seen, investigators can extend MORT
diagrams to address these limitations. This can, however, create inconsistencies within an incident
reporting system. For instance, other investigators may not have used the new category in previous
investigations. The extension of the MORT diagram can also create external inconsistencies between
incident reporting systems if other organisations choose not to exploit the amended MORT diagram.
Such problems can dissuade investigators from searching for causal factors that are not represented
on the MORT diagram.

11.2.2 Prevention and Recovery Information System for
Monitoring and Analysis (PRISMA)

As we have seen, ECF, MES and STEP help analysts to reconstruct the event sequences that
contribute to incident and accidents. Di�erent forms of counterfactual reasoning can then be used
to distinguish between the causal factors and contextual details that are represented in these incident
models. These techniques all focus on the speci�c events that occurred during a particular incident.
Investigators must use a range of complementary approaches, such as Tier analysis, to identify the
more generic root causes from the results of these more focussed techniques. In contrast, MORT
relies upon investigators already having a relatively detailed understanding of the particular events
leading to a mishap. The associated diagram and tabular form can be used to classify speci�c
causal factors into a number of more general categories. It is important not to underestimate the
signi�cance of this distinction between MORT and the previous techniques. ECF, MES and STEP
focus on `singular causality' [677]. MORT focuses on the notion of `general causality' that was
introduced in Chapter 7.

A number of researchers have recognised the distinctions between particular and general causality
that are embodied within ECF, MES, STEP and MORT. They have responded by developing more
integrated approaches that are intended to support both the reconstruction of the speci�c events
that lead to an incident and the identi�cation of more general causal factors. The Prevention and
Recovery Information System for Monitoring and Analysis (PRISMA) is one example of this dual
technique [840, 841]. This approach is also di�erent from those introduced in previous sections
because it was speci�cally developed to enable organisations to monitor and respond to incident
reports. It was not intended to support accident investigation.

Van Der Schaaf's motivation in developing PRISMA was to support the development of a quan-
titative database of incident data. This resource was to guide the detection and prevention of
structural problems rather than the particular characteristics of individual incidents [844]. The
PRISMA approach consists of three principle stages. The following paragraphs describe each of
these stages and illustrates how they can be used during a causal analysis of the Nanticoke case
study:

1. Reconstruct the incident using a causal tree.

2. Use a classi�cation model to identify generic factors.

3. Apply a classi�cation/action matrix to identify potential counter-measures.

Causal trees are similar to the Fault Trees that were introduced in Chapter 10. The overall structure
of the tree re
ects the chronology of an incident. The left-most branches indicate latent conditions
or failures that occur relatively early in the course of events. The right-most branches are, typically,
used to model recovery actions and interventions that mitigate the consequences of an incident. It is
important to note, however, that causal trees are constructed using AND gates. Investigators must
avoid the uncertainty that is implied by disjunction. Van Vuuren notes that \the main di�erence
between a causal tree and a fault tree is that the top event in a causal tree is not a class of events
but one particular incident, which actually occurred and for which the chain of causation can be
discovered" [844]. In contrast to the MORT diagram, causal trees are intended to capture the `who',
`what' and `where', they do not explain `why' an incident may have occurred. Figure 11.8 presents
a causal tree for the Nanticoke case study.
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Figure 11.8: A Causal Tree of the Nanticoke Case Study
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There are considerable di�erences between causal trees and the various modelling techniques in
ECF, STEP and MES. For instance, analysts can annotate the nodes in a causal tree with natural
language labels that do not distinguish between events and conditions. These annotations are
intended to capture observations about the course of an incident in a 
exible and informal manner.
One consequence of this is that it can be diÆcult for investigators to distinguish the actions of
particular individuals during an incident. Rather than grouping these along a single row, as in
STEP, they can be distributed across the many di�erent nodes of a causal tree. The lack of typing
information also means that ambiguities and omissions can weaken the integrity of these diagrams.
For instance, some of the proponents of this approach have published trees whose nodes are labelled
He was standing next to the person or he saw the falling object. Such annotations work well for small
examples but cannot easily be maintained for more complex incidents, such as the Nanticoke case
study. Figure 11.8, therefore, explicitly identi�es the key individuals who were identi�ed during the
primary investigation into this mishap.

There are further di�erences between the causal tree of Figure 11.8 and the checklist approach
embodied in MORT. In particular, the nodes represent both positive or mitigating factors as well
as the failures that contribute towards an incident. As can be seen, this diagram denotes the way in
which the chief engineer eventually noticed the high cooling water alarm from the port generator,
cylinder number 1. It also records the successful use of the Halon system to extinguish the �re after
two attempts to use carbon-dioxide extinguishers were beaten back by the heat. These right-hand
branches are a signi�cant strength of the PRISMA approach to incident modelling. As we have
reiterated, organisation learning depends not simply upon recognising the causes of failure but also
on promoting those actions that help to combat previous failures.

Every leaf nodes represents a causal factor. At �rst sight, this might appear to lack the sophis-
tication of the more elaborate counterfactual approaches from previous sections. It is important to
remember, however, that causal trees are entirely constructed from AND gates. It, therefore, follows
that if any of the leaf nodes are not true then the top level incident will not be true. In consequence,
this approach mirrors the counterfactual decision procedure of ECF, MES and STEP. There are,
however, some exceptions to these general comments. As can be seen from Figure 11.8 it may still
be necessary to include an OR gate within the causal trees that represent particular incidents. As
with the Allentown explosion in Chapter 9, it is likely that we shall never be able to determine the
exact ignition source for the Nanticoke case study. Transportation Safety Board of Canada investi-
gators identi�ed the indicator tap and exhaust manifold as potential sources. They were, however,
unwilling to commit themselves to which was the most likely cause of the ignition. This uncertainty
is denoted by the OR gate in Figure 11.8. As we shall see, this introduces a number of theoretical
problems for the application of the PRISMA technique.

The second stage in the application of the PRISMA approach uses a classi�cation model to
associate a more generic root cause with each of the causal factors that are denoted by leaf nodes.
This focus on the leaf nodes is justi�ed by the observation that internal nodes are often the result
or consequence of these other events and conditions. For instance, in Figure 11.8 two leaf nodes
represent the facts that Previous modi�cations to the forward �lter cover/bolt sealing surface had
removed the seating groove for the copper washer and left the sealing surface uneven and Watchkeeping
engineer restarts engine having failed to �nd any leaks during the initial tests. These two factors helped
to create a situation that is represented by the interior node Watchkeeping engineer �nds it diÆcult
to obtain a fuel-tight seal between the cover and the cover bolt on the port generator forward �lter. The
re-use of the annealed copper gasket and the damage caused by previous modi�cations are seen to be
causes of the engineer's subsequent diÆculties. They are the focus for the subsequent classi�cation
rather than the interior node that represents the consequence of those two factors.

The second stage of the PRISMA analysis also, typically, focuses on the left-hand side of the
causal tree. Recovery or mitigating factors are typically located on the right-hand side of the tree
because they, typically, occur after the initiating conditions. These factors are important because
they provide insights into protection mechanisms that successfully mitigated the potential conse-
quences of an incident. For instance, the right-hand nodes of Figure 11.8 represent the crews actions
that ultimately extinguished the �re on the Nanticoke. They also describe how an alternative power
supply was rigged to the steering gear so that the crew could regain control of their vessel. These
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mitigating factors are not considered during this second stage of analysis. They represent remedial
actions rather than causal factors. It is important to provide a procedure that can be used to dis-
tinguish causal factors from other mitigating actions in a causal tree. This can be done using the
counterfactual reasoning that was introduced in previous paragraphs. For each node in a causal tree
then investigators must ask whether the incident would have occurred if that node had not occurred.
If the answer is no then the node represents a true causal factor and it is used during the subsequent
classi�cation. If the answer is yes then the node is not carried forward into any subsequent analysis.
For example, the omission of a mitigating factor is likely to have exacerbated an incident rather
than prevented its occurrence.

Unfortunately, the presence of disjunctions in a causal tree can considerably complicate this use
of counterfactual reasoning. For example, if ask `would the Nanticoke incident have been avoided if
the adjacent indicator tap been shielded' then the answer would be no. The ignition might have been
caused by the exhaust manifold. Conversely, if we ask `would the incident have been avoided if the
adjacent exhaust manifold had been shielded' then the answer would also be no. The ignition might
have been caused by the indicator tap! Such problems can be resolved by further empirical studies
or mathematical modelling. As we have seen in the Climate Orbiter case study, it is important not
to over-estimate our ability to reconstruct the events leading to many incidents. The Nanticoke
mishap is not the only case study in which such problems arise. For example, there are a number
of competing hypotheses about the event sequences that led to the loss of the Deep Space 2 probes.
In Chapter 10 we focussed on the potential problems that may have arisen during impact with the
Mars surface. However, the probes may also have been damaged during separation from the cruise
stage of the Polar Lander. If we ask `would the incident have been avoided if the probes successfully
separated from the cruise stage' then the answer is no. The probes might have been destroyed on
impact with the planet surface. Conversely, if we ask `would the incident have been avoided if the
probes were resilient enough to survive impact with the planet surface' then the answer would again
be no. Even if they had been capable of surviving the impact, they may not have reached that stage
of the mission if problems had occurred during separation. Previous chapters have argued that
such problems can be avoided by applying counterfactual reasoning over several di�erent competing
failure scenarios. In this view, investigators assume that one of the competing sets of events occurred.
For instance, that the Nanticoke ignition was started by the adjacent indicator tap and not be the
exhaust manifold. Counterfactual reasoning can then be applied as before. The lack of shielding
can, therefore, clearly be identi�ed as a causal factor. This reasoning process can then be repeated
for the alternative failure scenarios. We term this counterfactual reasoning by proxy. Any ambiguity,
such as that represented by the OR gate in Figure 11.8 is replaced by an assumed version of events.
This assumption can then, in turn, be substituted by alternative event sequences during subsequent
analysis. For instance, the assumption that the exhaust manifold provided the ignition source can
be replaced by an assumption that the indicator tap helped to cause the �re.

The leaf nodes that represent causal factors in the Nanticoke case study are summarised as
follows:

� Steering pump main power cables and the control wiring from the bridge run through a common
tray past the port generator.

� Chief engineer remains in the control room which does not provide a view to the port side of
the engine room.

� Mechanical assistant remains in the control room which does not provide a view to the port
side of the engine room.

� Watchkeeping engineer is forced to re-use annealed copper washer gasket.

� Previous modi�cations to the forward �lter cover/bolt sealing surface had removed the seating
groove for the copper washer and left the sealing surface uneven.

� Watchkeeping engineer restarts engine having failed to �nd any leaks during the initial tests.

� Adjacent indicator tap is unshielded.
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� Adjacent exhaust manifold is unshielded.

As mentioned, these causal factors are then categorised using a classi�cation model that guides the
investigators analysis. These models are used to associate more general root causes with the speci�c
causal factors that are obtained from the causal tree. They can therefore be thought of as a further
variant of the checklist approach, introduced in Chapter 10. PRISMA was initially developed to
exploit the Eindhoven Classi�cation Model, illustrated in Figure 11.9. This model was derived from
an investigation of the causes of safety-related failures in the chemical process industry [840]. Since
that time, however, a number of more detailed models have been developed to support the analysis of
incidents in the medical and steel production domains [844]. For example, Figure 11.10 illustrates a
medical classi�cation scheme. The Eindhoven Classi�cation Model focuses on three main categories
of failure: technical; organisational and human. These can then be sub-divided into a number of
more detailed causal factors. For instance, causal factors that relate to human behaviour can be
associated with rule, knowledge or skill-based performance. These distinctions re
ect Rasmussen's
model of cognition introduced in Chapter 3. Similarly, organisational root causes are divided into
inadequate operating procedures or ill-advised management priorities.

The classi�cation process follows a �xed order [844]. Investigators must �rst determine whether
the causal factor relates to the technical work environment. If the answer is yes, then the investigator
must use the model in Figure 11.9 to determine the nature of that technical failure. Was the root
cause related to an engineering, construction or materials problem? If the causal factor cannot be
associated with a technical root cause then investigators must consider the organisational context
of the incident. If technical and organisational factors are ruled-out then human behaviour can
be considered as a root cause. This ordering is entirely deliberate. As with MORT, the detailed
architecture of the classi�cation scheme re
ects the perspective and priorities of its developers. In
this case, the Eindhoven Classi�cation Model places human behaviour last so that investigators are
forced to consider other causal factors before `blaming' individual operator error.

The Eindhoven Classi�cation Model from Figure 11.9 can be used to identify root causes from
the causal leaf nodes of Figure 11.8. Table 11.9 summarises the results of this analysis. As we have
seen, the use of a common tray to route all of the steering power and control wiring was identi�ed as
a causal factor in the loss of control that followed the �re. The decision to employ this approach can
be associated with a technical failure in the engineering of the vessel. In consequence, Table 11.9
associates the wiring layout with the TE root cause from the Eindhoven Classi�cation Model. The
same categorisation can be applied to the manner in which previous modi�cations had removed the
seating groove for the copper washer and left the sealing surface uneven. Previous sections have
argued that this damage re
ects incorrect maintenance procedures. It can, however, be argued that
the removal of the seating groove was a consequence of previous maintenance problems. This again
illustrates how the application of causal analysis techniques, such as PRISMA, are not an end in
themselves. They raise questions that can only be resolved through further investigation.

Table 11.9 associates the same root cause with both of the hypothesised ignition sources. The
lack of shielding around the indicator tap and exhaust manifold is associated with a technical failure
in the construction of the engine assembly. It could be argued that these problems relate more to
the engineering or design of the engine and �lter rather than to its construction. This example also
illustrates how distinctions that are meaningful within one industry need not be important in other
domains. The di�erences between engineer, construction and materials are clearly de�ned within
Van Der Schaaf's initial studies of the chemical process industries [840]. They are, however, less
clear cut for our maritime case study. Such observations illustrate the need to derive classi�cation
models that capture pertinent root causes within a particular application domain.

It is also possible to challenge our claim in Table 11.9 that the re-use of the annealed copper
washer gasket stemmed from a failure in organisational operating procedures. The re-use of copper
gaskets that had previously been deformed under high operating pressures should not have been
permitted. Conversely, it can also be argued that this failure stems more from a technical failure
to ensure that the engineers were supplied with adequate materials. This illustrates the importance
of both documenting the outcome of any root cause analysis and the associated justi�cations that
support a particular categorisation. These documents can be shown to other investigators and
safety managers to validate the products of any causal analysis. Any con
icts might be resolved
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Figure 11.9: The Eindhoven Classi�cation Model [840]
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Figure 11.10: Classi�cation Model for the Medical Domain [844]
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Causal factor ECM Classi�cation

Steering pump main power cables and the con-
trol wiring from the bridge run through a com-
mon tray past the port generator.

TE - Technical Factor:
Engineering.

Chief engineer remains in the control room
which does not provide a view to the port side
of the engine room.

HR4 - Human Behaviour :
Rule Based : Checks.

Mechanical assistant remains in the control
room which does not provide a view to the
port side of the engine room.

HR4 - Human Behaviour :
Rule Based : Checks.

Watchkeeping engineer is forced to re-use an-
nealed copper washer gasket

OP - Organisational Fac-
tor : Operating Proce-
dures.

Previous modi�cations to the forward �lter
cover/bolt sealing surface had removed the
seating groove for the copper washer and left
the sealing surface uneven.

TE - Technical Factor:
Engineering.

Watchkeeping engineer restarts engine having
failed to �nd any leaks during the initial tests.

HK1 - Human Behaviour
: Knowledge Based : Sys-
tem Status.

Adjacent indicator tap is unshielded. Adja-
cent exhaust manifold is unshielded.

TC - Technical Factor:
Construction.

Table 11.9: PRISMA (Stage 2) Summary Table

by encouraging analysts to associate multiple root causes with each of the causal factors that are
identi�ed during previous stages of analysis. This approach is not generally encouraged [844]. There
is a danger that the unnecessary proliferation of root causes will hide important information about
the factors that contributed to an incident.

Table 11.9 identi�es a number of root causes that stem from human factors problems. The Chief
engineer and the mechanical assistant remained in the control room from 15:15 to 16:00. They could
not observe the port side of the engine room from this position and so failed to observe the �re as it
began to take hold. This can be interpreted as a rule-based failure to perform necessary checks. It
can be argued that the watchkeeping engineer's decision to restart the engine after failing to �nd any
leaks was the result of a knowledge-based failure in their interpretation of the state of the system.
Such �ndings must, however, be treated with caution. The Transportation Safety Board of Canada
investigators provided very little information about the decision to restart the engine. It is, therefore,
diÆcult to be certain of the root causes that may have in
uenced the engineer's behaviour. It was
not anticipated that so many root causes would relate to human factors problems in our analysis
of the Nanticoke case study. The ordering of the Eindhoven Classi�cation Model considers there
factors after other technical and organisational factors. The analysis may re
ect the reliance upon
human intervention in the Nanticoke case study. Our �ndings might also be unnecessarily biased by
the evidence that was available in the aftermath of this incident.

The �nal stage in any PRISMA analysis is to identify `recommended' actions that might address
each root cause. PRISMA provides a classi�cation/action matrix to support this task. These tables
link each category of the classi�cation model to a ranked list of interventions. These responses are
ordered according to their perceived cost e�ectiveness. They may relate to improved acquisition
or equipment design, to better procedures, information management or communication, to revised
training practices or motivational activities [840]. The exact nature of the table will vary from
industry to industry and from organisation to organisation. The e�ectiveness of particular recom-
mendations can be a�ected by the wider safety culture in a company. It can also be in
uenced by
the �nancial and other resources that are available to an investigator. In consequence, the entries
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in a classi�cation/action matrix are likely to change over time. Safety reviews are liable to identify
new rankings for the e�ectiveness of particular recommendations.

The classi�cation/action matrices represent an important aspect of PRISMA that has not been
addressed by the other causal analysis techniques in this Chapter. ECF, MES and STEP focus on
the events leading to an incident or accident. MORT does provide means of analysing the response
to an incident. Recommendations from any previous incidents should ensure that an oversight or
omission becomes an assumed risk. These \are de�ned as only those risks that have been analysed
and accepted by the proper level of management; unanalysed or unknown risks are not considered to
be Assumed Risks" [203]. None of these techniques provides explicit means of ensuring a consistent
response to similar incidents. Not does it provide means of monitoring the e�ectiveness of that
response.

Organisational Factors
External
Factors
(O-EX)

Knowledge
Transfer
(OK)

Operating
procedures
(OP)

Manag.
priorities
(OM)

Culture
(OC)

Inter-
departmental
communication

X

Training and
coaching

X

Procedures and
protocols

X

Bottom-up
communication

X

Maximise
re
exivity

X

Table 11.10: Example PRISMA Classi�cation/Action Matrix [844]

Table 11.10 illustrates the general format of the classi�cation/action matrices that are advocated
by the PRISMA approach. This particular example is derived from the medical classi�cation model.
The increased number of organisation categories in this model provides an interesting insight into
the nature of medical incidents when compared with the abridged version in the original Eindhoven
model, illustrated in Figure 11.9 [844]. As can be seen in Table 11.10, incidents that involve a
failure in knowledge transfer within an organisation might result in revised training and coaching
practices. Failures that stem from problems involving operating procedures will, as expected, result
in revised procedures and protocols. The precise nature of such tables is determined by the context in
which any recommendations will be applied. Individual organisations may also be forced to increase
the level of detail that is represented within Classi�cation/Action matrices such as that shown in
Table 11.10. For example, a recommendation to improve training and coaching is not at a suÆcient
level of detail to encourage con�dence that any recurrence will be avoided. The motivation behind
this technique is summarised by Van Vuuren who argues that:

\However, the incident data clearly shows decreased risk awareness and vigilance
as main contributors to adverse group behaviours, leading to incidents. Therefore, an
organisation should re
ect on its safety experiences and try to learn as much as possible
from them. The correct level of risk awareness and vigilance can be maintained by
reporting and analysing the often abundantly available near misses. Based on these
analyses, feedback to the organisation can be provided to show the dangers of day to day
practice. This way, a continuous circle of learning from its own safety experiences and
measuring the safety performance of the organisation results." [844]

It is, however, possible to apply elements of Table 11.10 to the Nanticoke case study. Previous stages
of the analysis argued that the re-use of the annealed copper washer gasket stemmed from a failure in
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organisational operating procedures. The re-use of copper gaskets that had previously been deformed
under high operating pressures should not have been permitted. As might be expected, Table 11.10
suggests that this root cause might be combatted by revising the procedures and protocols that
govern current maintenance practices.

A number of limitations can be identi�ed for the PRISMA technique. Some of these relate
to particular features of this approach, others are more general criticisms of checklist techniques.
PRISMA, like MORT, o�ers greatest support after primary and secondary investigations have been
completed. It depends upon investigators being able to construct the causal trees that have been
illustrated earlier in this section. The proponents of PRISMA do, however, urge that the application
of this approach should be based around critical incident interviews based on a technique developed
by Flanagan in the 1950's [250]. This interview technique encourages individuals to describe situa-
tions in which the success or failure of an operation was determined by speci�c causes. It is argued,
by extension, that the same approaches can be used to elicit information about mishaps for which the
causes are less certain. This utility of this elicitation technique has been validated by considerable
�eldwork. It also integrates well with the generation of causal trees that are intended to capture
both good and poor performance. Critical incident interviews can, however, only provide part of the
evidence that is necessary for the causal analysis of complex, technological failures. For example, it
is unclear how information from automated logging systems or from regulatory documents might be
integrated into these `anecdotal' accounts. Similarly, there is little guidance about how to address
the increasing complexity of many near-miss incidents, which involve individuals and systems from
many di�erent organisations and working groups.

The practical application of PRISMA has been assessed in a number of studies. For example,
this approach has been used to identify the root causes of incidents from NASA's Aviation Safety
Reporting System [529]. Investigators were trained to use a variant of the Eindhoven Classi�cation
Model. They were then asked to independently classify the same group of incident summaries.
The intention was to assess interrater reliability using the PRISMA method. The results indicated
that subjectivity might be less of an issue than has been claimed for checklist approaches, however,
the investigation raised more questions than it addressed. More interestingly, this study identi�ed
a number of fundamental misconceptions that arose when investigators were trained to apply the
PRISMA technique. For example, one participant in the trial was unhappy that they were able to
provide an unambiguous classi�cation for all of the incidents that were studied. They then went back
to the dataset until they could classify some incidents under the X - unclassi�able category. Such
incidents are instructive for a number of reasons. Firstly, they point to the diÆculty of training
investigators to use even simpli�ed forms of the existing analytical techniques. Secondly, they point
to the way in which individual di�erences can in
uence the successful application of these techniques.
None of the other participants expressed this concern that some incidents should not be classi�ed
by the existing model! It is important to emphasise that these concerns are not simply centred on
the PRISMA approach but can potentially a�ect all of the analytical techniques described in this
book.

It is also possible to identify a certain confusion about the distinction between causal factors and
root causes in the PRISMA technique. Van Vuuren has argued that root causes can be identi�ed as
the leaf nodes in the left-hand branches (i.e., the non-mitigating branches) of a causal tree [844]. In
his view, classi�cation model simply provide a means of grouping these root causes into categories
that are amenable to statistical analysis. Managers can use the results of the classi�cation process
to monitor, for instance, how many incidents are caused by problems with operating procedures in
a given time period. This is an interesting approach because, in some ways, it is the antithesis of
MORT. Root causes are represented by the upper nodes of the MORT diagram. In Van Vuuren's
view of PRISMA, root causes are denoted by the lower leaf nodes of a causal tree. The di�erence
becomes apparent if we compare the leaf node Steering pump main power cables and the control wiring
from bridge run through common tray past the port generator from the PRISMA causal tree with the
corresponding why branch from the MORT analysis Barrier: Did not provide. As can be seen, the
MORT approach more closely resembles our requirement that root causes should be more general
than the causal factors that characterise a particular incident. In consequence, the previous pages
have adopted the convention of referring to the non-mitigating leaf-nodes of a causal tree as causal
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factors and the elements of a classi�cation model as root causes.

A number of general criticisms can be made about checklist approaches such as PRISMA and
MORT [444].Previous paragraphs have already argued that investigators may be dissuaded from
searching for potential root causes that do not appear on a checklist. Further biases can a�ect the
selection of items within a checklist. For instance, items at the top or the bottom of a list are more
likely to be selected than those in the middle [457]. Similarly, if certain classes of causal factors
occur more frequently in a checklist then there is an increased likelihood that those factors will be
identi�ed. MORT provides an extreme example of this in which all root causes can be linked to
management failures, neglecting regulatory, environmental or other workplace factors. Kjell�en has
also argued that investigators and supervisors are more likely to choose those causal factors on a
checklist that are diÆcult to verify or that involve limited management responsibility [444]. There is
an increased tendency to select factors that relate to individual failures or to adverse factors that are
`beyond the control' of senior and middle management. This partly explains MORT's bias towards
managerial factors.

Checklist approaches also su�er from the wide range of biases that have been noted in previous
chapters. Attribution errors make it more likely that investigators will select transient or environ-
mental causal factors if they are implicated in an incident [444]. This is less likely to occur when
investigators belong to an independent investigation agency. We have also seen how the lack of
event-based models can also create problems for checklist-based approaches. techniques such as
ECF analysis, MES and STEP provide a map of events that can be used to trace the development
of an incident over time. If additional evidence becomes available then this can be directly used
to revise these temporal models. In contrast, it can be more diÆcult to trace the impact of new
information on the causal analysis supported by checklist techniques. Information about particular
events can be distributed throughout the stage 1 and stage 2 tabular forms that support any MORT
analysis. Similarly, it can be diÆcult to reconcile the temporal and causal relationships that are
embedded within the gates of a causal tree.

11.2.3 Tripod

Previous sections have reviews a number of techniques to support causal reasoning about adverse
occurrences. None of these techniques has, however, explicitly recognised the distinctions between
catalytic and latent failures that has been emphasised in previous chapters. In contrast, the Tri-
pod techniques were deliberately developed to account for this important distinction. The Tripod
research project started in 1988 from a collaboration between the Universities of Leiden and Manch-
ester. This collaboration has produced a range of analytical techniques. Tripod-Delta supports the
predictive analysis of potential causal factors without the need for accident and incident statistics.
Tripod-Beta provides more focussed support for incident and accident investigation [701]. The un-
derlying analytical techniques have been widely used within the petrochemical industry [372, 853].
It is important to emphasise, however, that Tripod is not simply an accident or incident analysis
technique. It's proponents argue that it o�ers a coherent philosophy based on the precept that safety
management is essentially an organisational control problem.

Figure 11.11 sketches the model of incident and accident causation that underpins the Tripod
method. It also illustrates the three key concepts that motivate the use of the name Tripod. Incidents
and accidents provide important information about underlying, or root causes, of systems failure.
These underlying or latent conditions are referred to as General Failure Types. As we shall see, they
stem from the organisational, managerial and regulatory practices that create the preconditions for
failure. The �nal leg of the tripod is provided by the active failures or unsafe acts that trigger an
incident. These unsafe acts initiate hazards that can be mitigated by the proper use of barriers or
may ultimately develop to compromise the safety of the target [205].

Tripod also provides a framework for thinking and for measuring the disturbances that a�ect safe
operations. This measurement is based upon the General Failure Types mentioned above. These
have strong similarities to the branches in a classi�cation hierarchy, such as a MORT diagram or the
Eindhoven Classi�cation Model. There are also important di�erences. For instance, Tripod-Delta's
measurement of potential disturbances to safe practice does not rely upon incident or accident
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Figure 11.11: The Three Legs of Tripod

statistics. This contrasts strongly with the US Department of Energy's proposal to derive aggregate
values for the root causes identi�ed by MORT analysis.

Tripod relies upon an underlying model of causation. This assumes that incidents are caused
by local triggering factors that combine with more latent General Failure Types. It is also assumed
that organisations can do little to predict or address these local triggering factors. Reason uses the
analogy that they are like mosquitos [701]. It does little good to swat at them individually; it is far
better to drain the swamp in which they breed. In this case, the swamp represents the latent General
Failure Types. These can be summarised by the following list. Each item emerged through close
study of previous incidents rather than through any explicit empirical investigation. It should also
be stressed that some failure types have consequences that promote other `knock-on' failure types.
For instance, inadequate maintenance management can lead to working conditions that increase the
likelihood of operator error:

1. Hardware. Unsafe acts often result from the provision of inadequate equipment and materials.
This can be the result of poor stock control, of problems in the supply chain, of component
defects etc.

2. Maintenance management. Unsafe acts may also stem from the management rather than the
execution of maintenance activities. For example, an incident may occur because necessary
maintenance work was delayed or postponed.

3. Design. Unsafe acts can occur if designers fail to provide operators with suÆcient information
about the purpose and reliability of a device. Similarly, designers may provide inadequate
information about the range of safe interventions that can be made with a device. They may
also provide users with insuÆcient feedback about the state of a device.

4. Operating procedures. Unsafe acts may stem from procedures that either could not be applied
in a given context or which contained dangerous advice or which contained advice that could
not physically be complied with by an operator. Procedures may also be ambiguous in their
application and in the guidance that they o�er.
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5. Violation-inducing conditions. Unsafe acts can stem from workplace or environmental pres-
sures that encourage violations or discourage compliance. These factors may also promote
erroneous behaviour, for instance, by exposing operators to hostile working conditions.

6. Housekeeping. Many incidents are caused by failures that are well known but which have not
been adequately addressed over a long period of time. For example, problems in maintenance
management can lead to hardware problems that become compounded over time.

7. Incompatible goals. Incidents can occur because individuals may be preoccupied or have goals
that con
ict with those that are intended to ensure the safety of the system in which they
operate. The goals and working practices of groups can con
ict with those of others within an
organisation. Finally, there may be con
ict between organisational objectives, such as pro�t
or public approval, and safety.

8. Communication. Mishaps can be the result of system failures that impair communications
channels. They can also stem from lost signals even when it is physically possible to transmit
a message. For example, a safety warning might be delivered to the wrong person within an
organisation. Even if a messages is successfully received, it can be misinterpreted or may arrive
too late to ensure the safety of an application.

9. Organisation. Organisational structures can prevent individuals from responding to the lessons
provided by safety-related incidents. For example, there may be divided responsibilities or
con
icts of interest.

10. Training. Mishaps can occur if personnel lack the competence required to complete necessary
tasks. This can occur if training is inadequately prepared, if it is curtailed, if it is not validated
as providing the necessary instruction etc.

11. Defence planning. Mishaps can also occur if there are de�ciencies in the detection, mitigation
and remedial actions that are taken in the aftermath of an incident.

In common both with MORT and several other checklist approaches [385], General Failure Types
stem from management decisions. Within each of these General Failure Types it is possible to dis-
tinguish two di�erent levels of cause. Functional failures stem from decisions made by line managers,
by designers, by planners etc. In contrast, source failures refer to more strategic decisions at senior
management level. This has some similarities to the broad categories within Tier Analysis, described
in Chapter 10.

As mentioned above, Tripod-Delta can be used in a pre hoc manner. It does not depend upon
incident or accident statistics. This is important because, as we have seen, the insights that are
provided by these information sources can be marred by under-reporting or by analytical biases.
Reason argues that domain and task specialists can devise questions that will test for the presence
of di�erent General Failure Types before an incident occurs. For example, workers on an o�shore
platform might be asked `was this platform originally designed to be unmanned?' or `are shuto�
valves �tted to a height of more than two meters?' [701]. These questions are intended to elicit
highly focussed responses that are indicative of the more general General Failure Types, listed above.
Software support has been developed to help administer these questionnaires. Approximately, twenty
indicators are identi�ed for each of the eleven General Failure Types. Once operators have completed
these questions, the system compiles a bar chart that represents a Failure State Pro�le. This bar
chart lists the General Failure Types according to the number of `incorrect' questions that were
answered by the operator. For example, the system asks twenty questions that relate to each
General Failure Type. If eleven of the questions about hardware failures raised a potential cause for
concern but only six of the questions about communication were answered in this way then hardware
might be interpreted as a greater priority than communications issues. This represents a relatively
crude interpretation of the analysis. It is recommended that the software be used three or four
times a year and that any consequent decisions are based on trends rather than one-o� values. For
example, if we assume that an operator answered ten if ten out of twenty answers that the operator
provided about hardware failure indicated that this was a signi�cant cause for concern then this
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General Failure Type would be ranked above any other failure types that The key point in all of this
is that the questions, or indicators, help to trace the symptoms of a problem. The General Failure
Types capture the underlying causes of future safety problems.

Tripod-Delta provides a general tool that can be used without incident and accident statistics.
In contrast, Tripod-Beta was developed to provide incident analysis tools that can be used as an
investigation progresses [216]. This explicit intention to support the investigatory process is similar
to the motivation behind event cards in STEP. It contrasts sharply with the assumption in tech-
niques, such as MORT or PRISMA, that the investigatory process has been largely completed. The
Tripod-Beta software provides investigators with guidance about the elicitation process. As might
be expected, investigators are prompted to go beyond the local triggers to identify latent General
Failure Types. Hence, Tripod-Beta was deliberately intended to be compatible with Tripod-Delta.

Tripod-Beta analysis exploits many of the concepts that were introduced during the discussion of
Barrier Analysis in Chapter 10. Investigators begin by identifying the targets that were a�ected by a
potential hazard. They then have to trace the manner in which individual barriers were compromised
during an incident. This is, typically, done by constructing a form of causal tree. At the root of the
Tripod-Beta tree is an active failure that helped to compromise one of the barriers, mentioned above.
The second level of the tree describes preconditions that had to be satis�ed in order for the active
failure to occur. For example, Figure 11.12 uses Tripod to analyse active and latent failures during
the Nanticoke incident. This failure might have been prevented by barriers that were intended to
avoid the release of fuel or by visual inspections once the initial �re had started. The �rst of these
barriers was compromised by the engineer's active failure to ensure a fuel-tight seal for the �lter
gasket when he restarted the engine. The visual inspections were jeopardised by the restricted �eld
of view that was a�orded by the Chief Engineer's and Mechanical Assistant's decision to remain in
the Engine Control Room.

In order for an active failures to occur it is necessary for a number of preconditions to be satis�ed.
These preconditions, typically, relate to the general failure types that were introduced in previous
sections. Figure 11.12 provides several examples of this aspect of Tripod-Beta modelling. The
watchkeeping engineer's diÆculties in achieving a fuel-tight seal were exacerbated by the lack of
new, spare copper washer gaskets. This precondition stemmed from a latent failure to identify the
importance of these items within the spare parts inventory . This latent failure can, in turn, be
associated with the hardware general failure type. These hardware failures stem `from the provision
of inadequate equipment and materials' and are the result `of poor stock control, of problems in
the supply chain, of component defects etc'. It can also be argued that the failure to ensure an
adequate stock inventory helped to create and was created by error enforcing conditions. The fact
that the engineer was forced to anneal an existing gasket introduced additional sub-tasks into the
preventive maintenance programme. It can argued that this reduced the amount of time available
for monitoring and inspection of the generator after it had been reassembled.

A number of further preconditions contributed to the engineer's decision to restart the generator,
in spite of the problems that they subsequently reported for their maintenance activities. The
modi�cations to the fuel cover removed the seating groove that helped to ensure an adequate seal.
The Watchkeeping Engineer also failed to �nd any leaks during their initial observation of the
generator after the preventive maintenance had been completed. These preconditions are, in turn,
be associated with underlying general failure types. Unlike the problems with the stock inventory,
mentioned above, it is possible to identify a number of common failure types that may have a�ected
both of these preconditions . For example, housekeeping failures relate to problems that have been
known for a long time and which have not been adequately addressed. It can be hypothesised
that the Engineer did not express concern over the modi�cations to the forward fuel cover nor did
they conduct prolonged inspections of the reassembled generator because the problems that they
experienced in obtaining a seal were not unusual. A similar argument might also justify the use of
the communication and training general failure types to characterise the reasons why key personnel
failed to report the problems that they faced during maintenance procedures.

The previous paragraphs illustrate the way in which an informal argument must be constructed
to explain and justify the decisions and judgements that are represented in Figure 11.12. This is
important if other analysts are to understand and accept the reasons why, for instance, the fail-
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Figure 11.12: Tripod-Beta Event Analysis of the Nanticoke Incident (1)

ure to report maintenance diÆculties can be seen as an instance of a more general housekeeping
problem. Chapter 9 has explained how the need to provide such rationale is a more general re-
quirement for many analytical techniques. It is especially important when these techniques capture
subjective judgements about the underlying causes of a mishap, such as the Nanticoke incident.
Other investigators may disagree with the allocation of general failure types represented in Fig-
ure 11.12. The provision of a free-text rationale for that allocation can, therefore, be used during
subsequent analysis. Additional evidence may also be sought to support assertions about the state
of the seating groove during previous maintenance procedures and about the more general reporting
of maintenance problems onboard the Nanticoke before this incident.

Preconditions can be thought of as causal factors . They are necessary for an active failure
to occur. For instance, the lack of any spare, new gaskets was a necessary precondition for the
Watchkeeping Engineer's failure to ensure a seal. Individual precondition need not, however, provide
suÆcient conditions for an active failure to occur. For example, if the Engineer had detected a leak
during their subsequent tests then they might not have decided to restart the generator even if
they had been forced to re-use an annealed gasket. The necessary and suÆcient conditions for an
active failure are represented by the conjunction of all of the preconditions associated with that
failure. For example, it was necessary for there not to be any spare gaskets and for modi�cations
to have removed the seating groove and for tests to indicate there were no leaks in order for the
Watchkeeping engineer to start the generator. This analysis suggests further links between Tripod-
Beta and other techniques, such as ECF analysis and MES, that exploit counterfactual reasoning.
For each precondition, analysts must be sure that the associated active failure would not have
occurred if that precondition had not been satis�ed.
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Figure 11.12 represents preconditions that can explain the Chief Engineer's and the Mechanical
Assistant's failure to monitor the port side of the Engine Room. The Chief Engineer observed normal
temperature and pressure readings in the Engine Room at 15:15. As can be seen, this precondition
is not associated with a latent failure or with a general failure type . This is justi�ed because it does
not represent a failure. The Chief Engineer correctly monitored the available readings. This was as
a precondition for the active failure because it may have reassured him that there were no problems
after the preventive maintenance had been completed around 15:00.

The failure to monitor the port side of the engine room may also have been caused by the
change in watch that occurred during emergency and �re drills. It is normal practice for Chief
Engineers on merchant ships to assume control of the Engine Room during �re and emergency
drills. This enables other members of the crew to participate in the exercise while ensuring that
normal watchkeeping activities are not compromised. In the Nanticoke incident, the Chief Engineer
relieved the watchkeeping engineer who had completed the generator maintenance. This enabled
the watchkeeping engineer to proceed to his �re station. This hand-over may, however, have played
an important role in the development of the �re. It can be argued that the �re and emergency drills
created a context in which the crew were less likely to perform their normal inspection activities.
Such interruptions to normal operating procedures can often result in reduced vigilance. Fire and
emergency drills provide opportunities for social interaction that are less frequent under the demands
of everyday operation. It can also be diÆcult to ensure that adequate information is handed over from
one operator to another. In particular, the Watchkeeping Engineer did not report their diÆculty in
obtaining a fuel-tight seal. If these concerns had been expressed then the Chief Engineer might have
maintained a direct visual observation of the Port-side generator. All of these concerns might have
been addressed by the use of operating procedures to ensure that an adequate watch was maintained
during the �re and emergency drill [621]. As before, this latent failure is associated with a number
of more general failure types. It re
ects a failure in maintenance management, a problem with
incompatible goals and potentially with defence planning. The maintenance management concerns
centre on the need to specify and follow adequate monitoring guidelines during the �re drill after the
generator had been restarted. Mishaps are likely to occur if individuals are preoccupied or have goals
that con
ict with those that are intended to ensure the safety of the system in which they operate.
It can be argued that the Chief Engineer's role in assuming the watch during the �re drill might
have introduced social or technical demands that impaired their ability to continue monitoring the
engine room. Finally, incident can also occur if there are `de�ciencies in the detection, mitigation
and remedial actions that are taken in the aftermath of an incident'. This general failure type
summarises the role that the active failure played in the incident as a whole, the crews' failure to
monitor the port side of the engine room delayed the detection of the �re while it was still taking
hold.

Tripod-Beta o�ers a number of bene�ts for the causal analysis of safety-critical incidents. In
particular, the graphical representation of defences helps to ensure that analysts explicitly consider
the way in which active and passive failures combine to jeopardise potential barriers. This is impor-
tant because other techniques, such as ECF and MES, only consider barriers in an indirect manner.
It is possible, however, to raise a number of minor caveats about the manner in which defences
are represented in Tripod-Beta. Previous applications of this technique focus on the way in which
defences have failed. For example, Figure 11.12 shows how the Nanticoke incident stemmed from a
failure to prevent the release of fuel onto a potential ignition source and from a failure to inspect the
engine while the resulting �re took hold. A continuing theme in this book has, however, been that
near-miss incidents also provide important information about successful defences. This is important
if engineers and designers are to accurately assess whether or not those defences can be relied upon
to ensure the future safety of a potential target. Figure 11.13, therefore, shows how the conventional
use of Tripod-Beta can be extended to consider the role of successful defences and barriers as well
as those that are known to have failed. In spite of the Chief Engineers failure to perform a direct
visual inspection of the port side of the engine room between 15:15 and 16:00, he did notice the
high cooling temperature water alarm that eventually promoted the crews' response to this incident.
Figure 11.13 also illustrates a number of additional defences that were not tested during this inci-
dent . This is important because, as we shall see, any recommendations must also consider what
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Figure 11.13: Tripod-Beta Event Analysis of the Nanticoke Incident (2)

might have happened if the successful defence had also been compromised. Tripod-Beta also o�ers
a number of further bene�ts. These can be summarised as follows:

� focussed use of a time-line. The event analysis component of the Tripod-Beta technique in-
cludes a time-line that shows some similarity with those that are used in ECF analysis, in MES
and STEP. This is represented by the horizontal arrow that potentially connects a hazard to
a target in Figures 11.12 and 11.13. Unlike the alternative analysis techniques, Tripod-Beta
focuses on those events that are associated with the failure of defences. This considerably
simpli�es the modelling of an incident or accident. The sparse approach advocated by Tripod-
delta also omits information, such as the actors involved in an event, that forms an important
component of the MES and STEP approaches;

� explicit representation of active and latent failures. The distinction between latent and active
failures re
ects much recent research into the nature of technological failure [701, 362]. It is
intended to move the focus of an analysis away from the individual failures that characterise
a particular incident to look for more general managerial and organisational causes. In other
techniques, such as ECF analysis, this distinction is only recognised through the use of auxiliary
techniques such as Tier analysis;

� support for a checklist approach to root cause analysis from the eleven general failure types. The
general failure types in Tripod-Beta are similar to the leaf nodes within PRISMA classi�cation
models. They describe a number of recurring `root causes'. They support analysts by directing
their attention to recognised causes of previous incidents. This, in turn, can encourage greater
consistency between investigators than might otherwise be possible with techniques that do
not exploit a checklist approach.
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� balance between a high level of abstraction in the general failure types and more speci�c in-
formation from the use of preconditions. It is possible to contrast the eleven general failure
types supported by Tripod-Beta with the one thousand �ve hundred items in a full MORT
diagram. It is far easier to perform an initial analysis using this limited number of general
failure types than it is to perform an exhaustive search through a MORT diagram. Con-
versely, it can be more diÆcult to identify general failure types that accurately characterise
the particular root causes of incidents within a particular industry or organisation. PRISMA
avoids this problem by combining a relatively simple checklist, which is similar to aspects of
Tripod-Beta, with a recommendation that analysts extend the classi�cation scheme to re
ect
local conditions within particular industries. For instance, Van Vuuren's medical checklist
includes an item for `patient related factors' [844]. This item is not included within Van der
Schaaf's PRISMA taxonomy for chemical incidents [841]. It can, however, be argued that such
di�erences can introduce important inconsistencies between the results of causal analyses that
were obtained using di�erent classi�cation schemes. Tripod-Delta avoids some of these prob-
lems by explicitly representing the relationship between speci�c details of an incident, in the
annotations associated with active failures and with preconditions, and the more general root
causes. These annotations can be used to stress particular aspects of an incident that cannot
easily be captured using the restricted palette o�ered by the eleven general failure types.

� tool support. Finally, the application of Tripod-Beta is supported by a number of computer-
based tools. This is signi�cant because these systems can also be integrated with the construc-
tive use of Tripod-Delta as part of a wider safety management programme. The Tripod-Beta
tools provide a number of internal consistency checks that help analysts to construct the event
analysis diagrams, illustrated in Figures 11.12 and 11.13. It is important to stress, however,
that our analysis was conducted without the use of these tools. This provided greater 
exi-
bility, for example in the representation of successful barriers in Figure 11.13, that might not
be so desirable if an organisation were keen to ensure greater consistency between the event
diagrams that were produced by incident analysts.

The bene�ts of Tripod-Beta analysis must be balanced against a number of potential problems. In
particular, this technique raises concerns that are similar to those that motivated Benner to omit
conditions from the STEP approach. It can be diÆcult to distinguish between active failures and
preconditions. For instance, Figure 11.12 argued that the Watchkeeping Engineer's failure to �nd
any leaks was a precondition for their active failure in restarting the engine without reporting a
potential maintenance problem. It might be argued that the failure to detect any leaks should be
classi�ed as an active failure in its own right. This would result in a graph in which an active failure
is the result of both preconditions and of active failures. Each of these active failures might, in
turn, be the result of further preconditions and further active failures and so on. The ECF analysis
in Chapter 10 has illustrated the complexity of a similar approach. This technique might have
even worse consequences for Tripod-Beta; ECF charts do not distinguish between active and passive
failures.

To summarise, preconditions introduce a potential ambiguity into Tripod-Beta modelling. They
capture information about the state of a system; modi�cations to the forward fuel cover removed
the seating groove for the copper washer. They also capture event-based information; watchkeeping
engineer fails to �nd any leaks during test (15:00). This creates ambiguity because these events may
themselves represent active failures that can be associated with further pre-conditions. In practice,
it is possible to develop a number of heuristics that reduce the consequences of such ambiguity.
For instance, Figures 11.12 and 11.13 only consider the preconditions of those active failures that
are directly associated with the failure of particular barriers. The analysis does not consider the
preconditions of a precondition. If analysts wanted to consider the Watchkeeping Engineer's failure
to �nd any leaks then that event would have to be associated with the failure of a particular barrier
at the top level of the Tripod-Delta diagram.

The application of Tripod-Beta has also shown how analysts must provide considerable addi-
tional documentation to support the diagrammatic form illustrated in Figures 11.12 and 11.13. In
particular, it is important to explain why particular latent failures can be associated with general
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failure types. Similarly, rationale must be provided so that other analysts can understand the re-
lationship between a latent failure and a particular precondition. Our analysis of the Nanticoke
case study illustrated this issue when we considered the possible impact that the �re and emergency
drills might have had upon the monitoring of the port side of the engine room. In order to interpret
the relationship between the precondition, latent failure and general failure types, analysts must
understand the manner in which responsibilities and tasks are routinely handed-over so that other
members of the crew can participate in the drill. It was also necessary to draw upon evidence from
previous failures to explain the problems that can arise from the transfer of information during
such hand-overs. This additional information illustrates the manner in which the Tripod-Beta event
analysis diagram is not an end in itself. It provides a high-level framework for the causal analysis
of incidents and accidents. It does not, however, replace the more general inferential and reasoning
skills that are established by expertise and training in incident analysis.

11.3 Mathematical Models of Causation

Previous sections have introduced a number of semi-formal techniques that are intended to support
the causal analysis of safety critical incidents. They can be classi�ed as `semi-formal' because it can
be diÆcult to develop a coherent set of rules to describe the syntax and semantics of the associated
notations. For instance, we have identi�ed some of the problems that can arise when attempting to
construct a precise de�nition of the preconditions that form an important component of Tripod's
event analysis diagrams. Similarly, it can be diÆcult to derive a precise de�nition for what can and
what cannot be represented in the leaf nodes of a causal tree. Investigators are free to use natural
language annotations. This increases the 
exibility of the approach. It can, however, also introduce
potential ambiguity and inconsistency if a team of investigators must cooperate in the construction
of a shared tree during a PRISMA analysis. A number of organisations have responded to these
problems by developing more formal, mathematically based, causal analysis techniques.

11.3.1 Why-Because Analysis (WBA)

Why-Because Analysis stems from an initiative to increase the objectivity of accident investigations
by encouraging \rigorous causal analysis" [469]. The technique is based around two complementary
stages. These can be summarised as follows:

1. Construct the Why-Because Graph. The �rst stage in the WBA involves the construction of a
graph that is intended to capture the signi�cant causal relationships that led to an incident.
The causal relationships are identi�ed using the counterfactual reasoning that has been a
feature of previous approaches. The method is, however, supported by a formal semantics
for causation that is based on that provided by the philosopher and logician David Lewis,
mentioned in previous chapters [490, 491].

2. Prove that the Graph is SuÆcient and Correct. The previous techniques that have been pre-
sented in this chapter and in Chapter 10 would stop after stage 1 of the WBA. In contrast,
however, this logic-based technique provides procedures for ensuring that the causal relations
in a Why-Because graph actually satisfy the semantics for causation that is implied by Lewis'
underlying model. In other words, there are rules for showing that the model of an incident
re
ects Lewis' view of causation. These techniques can also be used to ensure that there is a
suÆcient causal explanation for each identi�ed fact that is not itself a root cause [469].

The following pages provide a brief introduction to these two stages of analysis. It is important to
emphasise, however, that the bene�ts provided by the mathematical underpinning of WBA can also
important impose considerable upon the analyst. The various stages of the technique can appear to
be extremely complex even for investigators who have a background in mathematical logic. As we
shall see, therefore, this approach may be most suitable for near-miss incidents that might under
other circumstances have resulted in high-consequence accidents.
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As mentioned, the �rst stage of WBA involves the construction of a graph that is intended
to capture the causal relationships that lead to incidents and accidents. The nodes of these graphs
represent four di�erent factors: states; events; processes and non-events [499]. States are represented
by collections of state predicates. These can be thought of as sentences that are true in that state.
For example, the ignition of the Nanticoke �re might be represented by state in which it was true
that `fuel is being sprayed under pressure from the forward fuel �lter of the port generator'. WBA
uses angled brackets to denote individual states, hStatei. Events represent changes in state. For
instance, the deployment of the Halon system is an event that transformed the state of the Nanticoke
from one in which there was a �re to one in which there was no �re. WBA uses brackets to denote
individual events, [Event ]. Processes can be de�ned to describe mixtures of states and events that
have some bounded duration. For example, the Nanticoke incident can be described in terms of a
process in which the maintenance event transformed the state of the system into one in which a �re
could occur. The ignition event changed the state of the system into one in which a �re was taking
place and so on. WBA uses curling brackets to denote processes, fProcessg. Finally, as we have
seen, it is often necessary to consider the impact that errors of omission have upon the course of an
incident. WBA, therefore, provides non-events using the following notation (non � events)

WBA proceeds by developing a history of the incident. Successive states of the system are liked
using a temporal ordering relation that is denoted using the ,! symbol. For more information on
the semantics of the ,! operator, see Lamport [473]. For now it is suÆcient to observe that it forms
part of a more complex Explanatory Logic that was developed by Ladkin and Loer to provide means
of formally demonstrating the correctness of a causal argument [470, 499]. The initial stages of the
Nanticoke case study can be represented by the following high-level history:

hMaintenancei ,! hFirei ,! [Deploy Halon System] (11.1)

It is important to emphasise that the temporal ordering, captured by the ,! symbol, does not
represent causality. Loer illustrates the distinction between causation and temporal sequence [499].
A traÆc-jam may occur immediately after I leave the highway, however, there need not be any
causal relationship between these two events unless I have parked my car across the carriage-way. A
number of axioms can be used to describe important properties that must exist between temporal
and causal relations. For example, if a causal chain exists such that A causes B then the �rst element
of this causal chain, A, must occur before the last element, B . This leads to the following inference
rule:

A)��B

A ,! B
(11.2)

If we know that A causes B, A )��B , then we can also conclude that A must precede B, A ,! B .
If this rule were not to hold then past events could be the result of situations that still lie in the
future!

To summarise, we would like to be able to construct a causal model of an incident using the
)�� operator. Most primary and secondary investigations result in temporal models, similar to
those proposed in Chapter 9. These describe sequences that can be represent using the ,! operator.
Unfortunately, there is no automatic means of translating temporal sequences into causal relations.
Many di�erent causal chains can produce the same high-level temporal sequence. For instance, the
(11.1) sequence might have been caused by maintenance to the starboard generator, to the trans-
mission system and so on. Investigators must apply their skill and expertise to identify the causes
of the temporal sequences that can be reconstructed in the aftermath of an incident. Fortunately,
WBA provides an informal procedure that helps in this task. This process starts by asking Why did
the �nal event in the sequence occur?. For the Nanticoke example in (11.1) this would yield:

Why was the Halon system deployed?.
Because the second �re party withdrew from �ghting the �re.

The analysis continues by asking, in turn, why did the second �re party withdraw? This was
because they were ordered to abandon their attempt to extinguish the �re. As mentioned, the key
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Why-Because questions are intended to guide the process by which the temporal ,! sequences are
translated into more detailed causal relations, )��. However, this process may also help to identify
factors that were not considered during the initial temporal sequence. For instance, the previous
questions helped to identify that the failure of the second �re party was a reason why the Halon
system was deployed. Our previous analysis did not include any information about either the �rst
or the second �re party. Figure 11.14 illustrates how this recursive analysis can be used to identify
the reasons why the Halon system was deployed. The �rst �re party's attempt to use carbon-dioxide
extinguishers was beaten back by the heat of the �re. This led to a second �re party attempting to
use charged hoses. This attempt was ordered out of the engine room which then led to the Chief
Engineer discharging the Halon system.

Figure 11.14: Why-Because Graph Showing Halon Discharge

A number of observations can be made about the Why-Because graph illustrated in Figure 11.14.
As can be seen, the maintenance and �re states that were identi�ed in (11.1) continue to be connected
by the sequence relation, ,!. However, the causal analysis has helped to identify states and events
that are causally related, )�. Formally, )� is the transitive closure of )��. Informally, A )� B
denotes that A is a direct causal factor of B. A )� �B represent situations in which there may
be intermediate or `knock-on' causal relations. For example, in Figure 11.14 we can say that the
withdrawal of the �rst �re party is a direct causal factor behind the 2nd �re party's use of the hoses
to �ght the �re, denoted using )�. In contrast, the withdrawal of the �rst �re party is a knock-on
cause of the Chief Engineer's action to discharge the Halon system, denoted using )��.

Why-Because graphs, typically, use a numerical indexing system rather than the free-text labels
that are shown in Figure 11.14. hMaintenancei might be denoted by h1i, hFirei by h2i and so
on. This has not been done because the graph is relatively simple and the labels are intended to
help the reader trace the causes of the Halon deployment. However, this approach quickly becomes
intractable as the scope of the graph increases.

It is possible to perform a number of consistency checks using the formal rules that underpin the
graphical notation that is provided by Why-Because graphs. The simplest of these involves checking
that the causal relationships are consistent with the previous temporal order described in (11.1)
using the ,! operator. Or more formally, the analyst must ensure that the transitive closure of the
causal relations in Figure 11.14 continue to preserve the temporal sequence of (11.1) [499].

It should also be noted that, as might be expected, it can be diÆcult to determine how best to
represent an incident using the four factors that form the nodes of a Why-Because graph: hStatei;
[Event ]; fProcessg; (Non�events). As mentioned, analysts must decide whether a particular aspect
of an incident is best represented as a state, en event, a process or as a non-event. It is relatively
straightforward to distinguish an event from a non-event. It can, however, be more complex to
determine what is an event and what is a process. For example, Figure 11.14 shows that the
discharge of the Halon system was a discrete event. It can also be argued that the task of deploying
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this form of extinguisher is more likely to have been composed from a sequence of events and could,
therefore, be better represented as a process. The Chief Engineer must form the intention to deploy
the system. He must then ensure that everyone is accounted for and that none is left in the area
in which the system will be deployed. There may have been a con�rmation protocol to inform the
Captain the system was to be deployed etc. This decision between an event or a process is typical of
the choices that must be made when using many di�erent causal analysis techniques. It re
ects the
level of detail that the analyst considers to be necessary when constructing a model of an incident
or accident. The key point is that the model explicitly represents this information so that other
analysts can review their colleague's view of an incident and, if necessary, request additional detail.

Figure 11.15: Why-Because Graph for the Nanticoke Alarm

Figure 11.15 extends the analysis to consider the reasons why the �rst �re party was called on
to combat the �re in the �rst place. As can be seen, they were responding to a general alarm. Why
had the general alarm been issued? Because the Chief Engineer had noticed the high cooling water
temperature alarm. Why had the Chief Engineer noticed this alarm? Because the �re had increased
temperatures in the engine room. The Chief Engineer had also noticed this alarm because he and
the mechanical assistant had not monitored the port side of the engine room and so had not noticed
the �re before it took hold. Why had they not monitored the port side of the engine room? Because
an initial inspection had not shown anything unusual with the generators.

Figure 11.15 illustrates a number of further properties of Why-Because graphs. For instance,
the reason that the Chief Engineer eventually observes a high cooling water temperature alarm is
because they and the Mechanical Assistant fail to monitor the port side of the engine room. This is
denoted as a (non � event). In order to capture the semantics of these non-events, the Explanatory
Logic of WBA draws upon deontic arguments of obligation and permission. The crewmembers
violated the procedures and norms that obliged them to maintain a visual watch over the engine
room. Ladkin and Loer provide a full justi�cation for this application of deontics [470]. For now
it is suÆcient to observe that WBA provides a meta-rule that is intended to guide investigators in
the identi�cation of these non-events. Investigators must explicitly add a non-event, (E ), to the
history of states if OhE i is derivable and E does not occur, where O represents deontic obligation
[470]. Figure 11.15, therefore, includes the non-event Chief Engineer and Mechanical Assistant do not
monitor port side of the engine room.

Figure 11.15 also illustrates the way in which the fProcessg format provides powerful abstractions
that can be used to describe complex causal sequences. For instance, there are likely to be a number
of perceptual and cognitive mechanisms that led the Chief Engineer to notice the high cooling
water temperature alarm. Subsequent analysis could recruit human factors experts to identify these
factors. During any initial analysis, however, the details of this cognitive and perceptual process
can be denoted as fChief Engineer notices high cooling water temperature alarm from port generator
cylinder number 1g. The process form is also used to represent the human factors mechanisms that



11.3. MATHEMATICAL MODELS OF CAUSATION 485

led the Chief Engineer to conclude that there were no problems during their initial inspection of the
engine room.

Figure 11.16 illustrates the results of applying WBA to the factors in the temporal sequence
that was introduced in (11.1). As mentioned, the formal underpinnings of this analytical technique
are intended to ensure that investigators can represent and reason about the products of their
investigations. This helps to ensure that errors are avoided during the construction of relatively
complex Why-Because graphs, such as that illustrated in Figure 11.16. These `quality control'
procedures take two principle forms. The �rst approach uses information about each node to ensure
that a Why-Because graphs satisfy a number of high level properties. For example, investigators
must ensure that each node has at least one causal factor that represents an event. They must also
ensure that each node is classi�ed exclusively as one of the four factors mentioned above.

Additional constraints can be imposed, for example, to ensure that investigators minimise the
use of processes wherever possible. This injunction is justi�ed because processes should not be used
as a `catch all' when investigators �nd it diÆcult to discriminate between events and states. In other
words, they should not be used to mask or hide aspects of an incident that ought to be the subject of
a more detailed investigation. For instance, Figure 11.16 might be re�ned to consider what exactly
attracted the Chief Engineer's attention to the cooling water high-temperature alarm. It is important
to stress that WBA was developed to support the investigation of accidents rather than near-miss
incidents. More limited analytical and investigatory resources may, therefore, prevent individuals
from obtaining the evidence that is necessary to resolve processes into their component states and
events. There may be other processes, such as f 1st party decides to withdraw g in Figure 11.16, that
may involve complex perceptual, cognitive and physiological `states' or `events'. Such processes are
diÆcult to analyse. As we have seen, investigators may be forced to assume intention from observed
behaviour. The proponents of WBA have developed the Perception, Attention, Reasoning, Decision,
Intention and Action (PARDIA) model to help analyse such processes. Loer stresses that PARDIA
should be used to classify rather than to understand error [499]. This is a �ne distinction given that
he constructs a normative model of intention. The details of this model are beyond the scope of
the current work. It should be noted, however, that PARDIA focuses on cognitive, perceptual and
physiological attributes of single operators. It, therefore, su�ers from some limitations when applied
to team-based incidents and accidents. As we have seen, group dynamics often lead to situations in
which team-based behaviour cannot simply be described as the `sum of its members'.

Automated tools have been developed to assist with the checks, described above. This is impor-
tant because an error in writing an event node as a state, or an event node which only has states as
causal factors, can result in a consistency review on the sub-graph leading to this node. Formal proof
techniques provide an alternative means of ensuring the integrity of WBA. As we shall see, however,
the costs of performing this analysis may dissuade investigators from going `the full distance' on this
form of analysis [469].

A number of bene�ts can be derived from the close relationship between WBA and philosophical
work on the nature of causation [499]. For instance, investigators must often explain why one version
of events is more plausible than another. Lewis has proposed the idea of contrastive explanation as a
technique that can be used to support these arguments about plausibility [492]. If we have to decide
between two versions of an incident we must assess the evidence that is derived through a primary
and secondary investigations. In addition, we can also contrast the causal explanation of those
histories as revealed using techniques such as the WBA. This approach resembles earlier arguments
in this chapter; causal analysis often identi�es the need to provide further evidence in support of
hypothesised causal relations. An important application of this idea is that any causal analysis must
not only explain why an incident occurred in a particular way, it must also explain why the system
did not function in the manner intended. For example, Loer analyses an incident in which a DC10
landed at Brussels rather than its intended destination of Frankfurt Airport [499]. He uses WBA to
contrast the actual incident, in which the aircraft landed in Brussels, with the \deontically-correct"
world in which the aircraft was supposed to land at Frankfurt. His analysis proceeds by identifying
the earliest contrast between what actually did happen and what was supposed to happen. In this
case, the aircraft was transferred to Brussels Air TraÆc Control rather than Maastricht . Figure 11.17
shows how this technique might be applied to the Nanticoke incident.
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Figure 11.16: Overview of the Why-Because Graph for the Nanticoke Incident
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The maintenance modi�cations that damaged the forward �lter cover/bolt sealing surface oc-
curred before the copper gasket was deformed or the maintenance engineer annealed the gasket. This
event might, therefore, provide a good starting point for any contrast between what did happen and
what ought to have happened. It can be argued that maintenance personnel should have noticed
the damage and reported it through a management system. This should have resulted in the surface
being made good before a �re could occur. The ? )? symbols are used to distinguish causal links
from this \possible" world in Figure 11.17. In practical terms, this analytical technique is useful
because it can be used to identify non-events that might otherwise be omitted from an analysis. We
could redraft the graph in Figure 11.17 by replacing the possible worlds with (Maintenance personnel
do not notice the damage to the sealing surface). This particular application of contrastive explana-
tions has much in common with barrier analysis. It can be used to explain the failure of a defensive
mechanism that was intended to ensure that the system returned to a `normative' state.

Figure 11.17: Possible `Normative' Worlds for the Nanticoke Incident

A number of minor issues complicate our application of contrastive explanations. Loer's example
of this technique is relatively straightforward [499]. The normative and non-normative paths diverge
from the point at which the DC10 was handed to Brussels and not Maastricht Air TraÆc Control.
The Nanticoke incident is not quite so straightforward. It is also important to emphasise that our
Why-Because graph ends with the deployment of the Halon system. This is justi�ed because it is
important to learn about the resolution of adverse incidents as well as the causes of any failure.
One consequence of this is that we cannot simply look for the earliest contrast with a possible world
in which the Halon was not deployed. We must also ensure that the alternative `normative' world
avoid a �re. As mentioned, there is a relatively simple divergence in Loer's DC10 case study. In
contrast, the Nanticoke case study contains several points at which non-normative and normative
behaviours can be distinguished. The Chief Engineer was supposed to monitor the engine room.
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The two �re parties were supposed to be deployed before the �re required the use of Halon. By
focusing on the earliest contrastive explanation, analysts might miss important lessons about other
failures that contributed to the course of an incident.

There are further complications. We have identi�ed the earliest contrast between what did and
what should have happened as the maintenance on the �lter cover and bolt sealing surfaces. Notice,
however, that the previous Why-Because graphs did not speci�ed any temporal sequence over this
state and the other two initial causal factors that describe the deformation and re-use of the copper
gasket. This sequence was inferred from the evidence that was obtained in the aftermath of the
incident. It would, however, also be possible to contrast possible worlds in which the deformation of
the gasket was monitored or in which the maintenance engineer did not have to re-use an annealed
gasket. As before, this analysis can be used to help investigators explain why particular barriers
failed to protect the system. For instance, additional nodes might be introduced into the Why-
Because graph to indicate that the absence of a maintenance reporting system explains why these
factors were not addressed prior to the incident. It is important, however, that investigators recruit
evidence to justify their assertions about these potential defences. For instance, it is not clear that
the incident would have been avoided even if the maintenance issues had been e�ectively reported.
The absence of necessary parts or delays in maintenance scheduling might still have led to an adverse
occurrence.

The previous paragraphs have described how an informal analysis of alternative possible worlds
can be used to distinguish `normative' from `non-normative' behaviour. This is useful in identifying
ways in which barriers, including regulations, working practices and automated systems, failed to
prevent an incident from occurring. As we have seen, however, there are also situations in which
investigators cannot distinguish between alternative causal explanations. For instance, we do not
know whether the Nanticoke �re was ignited by the exposed indicator tap or by the exhaust manifold.
We could use the ? )? notation to describe two divergent causal paths. One might indicate that
the indicator tap ignited the �re, the other might represent the exhaust manifold as the ignition
source. This can create considerable additional complexity as almost half of the graph would be
duplicated. Lewis suggests that these alternative explanations should be ranked by experts using
some weighting mechanism [492]. If an alternative explanation was considered suÆciently unlikely
then it can be omitted from subsequent analysis. There are a number of concerns about whether
this is possible either in the general case or in the example of the Nanticoke �re [671, 469]. Loer
advocates the retention of these di�erent paths but acknowledges the consequent complexity [499].
We have, therefore, retained the node labelled The exposed indicator tap or the exhaust manifold ignites
the spraying fuel. We have not duplicated the rest of the Why-Because graph, however, because the
consequences of these two possible worlds are indistinguishable. Neither of these approaches provides
a more general solution to this problem and it remains a subject for future research. It should also
be noted that non-determinism complicates the application of all causal modelling techniques. This
is most clearly seen in the closing sections of Chapter 10 where we recognised the diÆculty of using
ECF to model alternative causal hypotheses about the loss of the Mars Climate Orbiter and the
Polar Lander.

The previous paragraph argued that investigators can construct di�erent Why-Because graphs
to represent alternative causal explanations. These alternative explanations can be thought of as
`possible worlds'. For instance, there is one possible world in which the Nanticoke �re was caused
by the indicator tap and another in which it was caused by the exhaust manifold. This notion
of alternative possible worlds provides WBA with a semantics for the counterfactual arguments
that investigators use to identify causal factors. Chapter 7 distinguished causal factors using the
argument:

A is a necessary causal factor of B if and only if it is the case that if A had not
occurred then B would not have occurred either.

Lewis [492] recasts this in the following manner:

\A is a causal factor of B, if and only if A and B both occurred and in the nearest
possible worlds in which A did not happen neither did B".
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Ladkin and Loer formalise this de�nition as follows:

A ^ B

: A2!: B

A)� B (11.3)

Informally, A2! B captures the notion that B is true in possible worlds that are close to those in
which A is true. As can be seen, (11.3 uses this operator to express the counterfactual component
of the Lewis de�nition. As mentioned, Loer and Ladkin provide a more detailed presentation of
this application of Lewis' work [499, 470]. The key point, however, is that logic can be used to
provide a clear semantics for informal concepts such as `cause'. Investigators can also use associated
proof rules to ensure both the consistency and suÆciency of informal reasoning about the causes of
incidents and accidents.

The formal underpinnings of the Explanatory Logic in WBA help to determine whether those
causes that are identi�ed by an informal analysis provide a suÆcient explanation for an incident
or accident. Ladkin and Loer introduce the notion of a causal suÆciency criterion [470]. This is
based on the argument that for causal relations A1 )� B ;A2 )� B ; :::;An )� B the A1::An form
a suÆcient set of causal factors for B if it would be impossible for B not to happen if A1::An had
happened. More formally A1::An form a suÆcient set of causal factors for B if and only if:

^A1 )� B

^A3 )� B

^:::

^An )� B

^: B 2!: (A1 ^ A2 ^ ::: ^ An ) (11.4)

From this, Loer goes on to introduce the 2) operator to denote both a necessary and suÆcient
causal relationship. He argues that the goal of the causal suÆciency criterion is to show that:

A1 ^ A2 ^ :::An 2) B (11.5)

In order to establish such a relationship, analysts can exploit the following rules:

C

: C )� : B

: B )� : C

C 2) B (11.6)

A)� C

B )� C

(A _ B)2) C (11.7)

These rules provide a framework for reasoning about the suÆciency of the semi-formal Why-Because
graphs. For example, the left most factors in Figure 11.16 describe a causal relationship between a
number of maintenance failures and the initial release of fuel. This relationship can be represents
as follows:

Step 1 (Theorem) :

hForward �lter cover=bolt sealing surface is modi�ed by maintenancei ^

hCopper gasket is deformed by pressure under usei ^

[Watch Engineer reuses annealed copper gasket ] 2)

fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg



490 CHAPTER 11. ALTERNATIVE CAUSAL ANALYSIS TECHNIQUES

We can prove this relationship using Loer's meta-rule for deriving the causal suÆciency criterion
[499]. The following paragraphs retain the labels that were introduced in the Why-Because graph.
This is intended to make the steps of the proof more accessible. Later sections will, however, explain
why these annotations might be replaced by predicates with a more precise interpretation. For now
it is suÆcient to observe that the use of these `informal' labels makes it diÆcult to typeset the steps
of the proof in a conventional format:

Step 2:1 (Using 11:6) :

hForward �lter cover=bolt sealing surface is modi�ed by maintenancei ^

hCopper gasket is deformed by pressure under usei ^

[Watch Engineer reuses annealed copper gasket ]

Proof: We can assume that this conjunction is true providing that adequate evidence can be obtained
in the aftermath of the incident. The Transportation Safety Board of Canada provided photographic
evidence to support these assumptions [621].

Step 2:2 (Second obligation from 11:6) :

: (hForward �lter cover=bolt sealing surface is modi�ed by maintenancei ^

hCopper gasket is deformed by pressure under usei ^

[Watch Engineer reuses annealed copper gasket ]) 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Step 3:1 (Using De Morgan 0s Law) :

: hForward �lter cover=bolt sealing surface is modi�ed by maintenancei _

: (hCopper gasket is deformed by pressure under usei ^

[Watch Engineer reuses annealed copper gasket ]) 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Step 4:1 (Using 11:7) :

: hForward �lter cover=bolt sealing surface is modi�ed by maintenancei 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Proof: This is true if and only if the engineer obtains a seal in all nearest possible worlds to those
in which the forward �lter sealing surface is not modi�ed. Given that there was a supply of new
gaskets, in other words assuming that the second part of the disjunction in Step 3.1 is false, then
the only other way in which the seal could be compromised was through modi�cations that were
not authorised by the manufacturer [621].

Step 4:2 (Using 11:7) :

: (hCopper gasket is deformed by pressure under usei ^

[Watch Engineer reuses annealed copper gasket ]) 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Step 5:1 (Using De Morgan 0s Law) :

: hCopper gasket is deformed by pressure under usei _
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: [Watch Engineer reuses annealed copper gasket ] 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Step 6:1 (Using 11:7) :

: hCopper gasket is deformed by pressure under usei 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Proof: This is true if and only if the engineer obtains a seal in all nearest possible worlds to those
in which the copper gasket is not deformed under pressure. Additional expert validation is needed
to support this argument.

Step 6:2 (Using 11:7) :

: [Watch Engineer reuses annealed copper gasket ] 2!

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg

Conjecture: This is true if and only if the engineer obtains a seal in all nearest possible worlds
to those in which the engineer does not reuse an annealed gasket. This theorem is refuted in the
following paragraphs.

6:3 Q :E :D : From 11:7 to 6:1 and 6:2

5:2 Q :E :D : From De Morgan 0s law applied to antecedent of 5:1

4:3 Q :E :D : From 11:7 to 4:1 and 4:2

3:2 Q :E :D : From De Morgan 0s law applied to antecedent of 3:1

Step 2:3 (Third obligation from 11:6) :

: fWatch engineer fails to obtain fuel � tight join at the copper gasket

sealing the cover to its securing bolt on the forward fuel oil �lterg2!

: (hForward �lter cover=bolt sealing surface is modi�ed by maintenancei ^

hCopper gasket is deformed by pressure under usei ^

[Watch Engineer reuses annealed copper gasket ])

Proof: This is true if and only if the engineer obtains a seal in all nearest possible worlds to those
in which the �lter is not modi�ed by maintenance and the copper gasket is not deformed under
pressure and the engineer does not re-use an annealed copper gasket. If the �lter cover had not
been modi�ed and the gasket had not been deformed by pressure and been reused then there is
no evidence to suggest that the seal would have failed. As before, this argument must be carefully
validated by domain experts [195].

2:4 Q :E :D : From 11:6 applied to 2:1; 2:2 and 2:3 2

This proof illustrates how mathematically-based, speci�cation techniques can be used to support the
semi-formal structures in a Why-Because graph. As can be seen, the �rst stage in the proof was to
derive a formal representation for the causal relationships that are represented in the left-hand nodes
of Figure 11.16. This formalisation provided the theorem that we sought to establish through the use
of Loer's meta-rules for the proof of a suÆcient causal explanation. The key point here is that these
meta-rules provide a template to guide further proofs of the remaining causal relationships in this
diagram. Step 1 could be redrafted to formalise these relationships. Steps 2-6 can then be updated.
Investigators simply provide the supporting arguments shown for steps 2.1, 4.1, 6.1, 6.2 and 2.3 [499].
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This guidance is important because it can help investigators to identify potential weaknesses in their
informal reasoning. For example, step 6.2 denoted a causal relationship that is true if and only if the
engineer obtains a seal in all nearest possible worlds to those in which the engineer does not reuse
an annealed gasket. On closer inspection, it is diÆcult to defend this argument. Modi�cations to
the seating surface might have compromised the ability of the engineer to achieve a seal even if they
had access to a supply of new copper gaskets. Even though we can question this proof step, the the
overall proof need not fail. Step 3.1 shows how the argument depends on a disjunction. Step 4.1
has already established the �rst case and so we need not establish the remainder of the disjunction
in order to demonstrate the remainder of the proof. This formal analysis yields several insights. In
particular, it illustrates that the annealing of the gasket may not be a necessary cause of the leak. In
contrast, the deformation of the gasket and the modi�cations to the sealing surface together provide
the necessary and suÆcient causes of the leak, denoted by 2) .

The previous analysis identi�ed a potential weakness in the previous arguments that have been
presented throughout this chapter. The re-use and annealing of the copper gasket need not have been
a causal factor in the leak. This argument could prompt investigators to pursue a number of di�erent
courses of action. Firstly, they might accept these criticisms and amend the Why-Because graph
by omitting the node labelled [Watchkeeping engineer re-uses annealed copper gasket]. Alternatively,
further validation might be needed before the results of this formal analysis can be accepted as part
of the investigation. This is an important point because incident investigators who are skilled in a
particular application domain are unlikely to be familiar with the reasoning techniques that were
illustrated in previous pages. In consequence, expert validation is required to support the informal
arguments that are made to support the `Proof' stages for steps 2.1, 4.1, 6.1, 6.2 and 2.3.

The informal arguments that support the previous formal proof are important for a number
of reasons. They help to ensure that non-formalists can validate the underlying assumptions that
support the formal template or structure that supports the overall causal argument. They also
indicate the depth to which investigators want to pursue the formal analysis. The key point here
is that it is possible to pursue the formal reasoning beyond the level that was demonstrated in the
previous example. For instance, the node (Chief Engineer and Mechanical Assistant do not monitor
the port side of the engine room) could be represented by the following clause:

: (attend(chief engineer ; port engine room) _

attend(mechanical assistant ; port engine room)) (11.8)

These clauses might then support the extension of formal reasoning techniques from the overall
argument structure, shown as the meta-rule given above [499], into the informal arguments that are
denoted by the `Proof' stages for steps 2.1, 4.1, 6.1, 6.2 and 2.3. Ladkin and Loer note that this
`level' of formalisation depends:

\... on how one wants to analyse the situation; how much one wants to say, what
depth and detail of analysis one wants to pursue, the limitations of the language chosen
to express the nodes. All of this is very much the choice of the investigator... A similar
situation exists in pure axiomatic mathematics. One is provided with suÆcient proof
rules to get the job done, but what proofs are constructed and how are up to the indi-
vidual wishes and skill of the user. Proofs may be more detailed or less detailed, easy to
follow or cleverly slick, pro forma or creative. Yet the criteria for a valid proof remain
constant throughout the enterprise. So with WBA. We have no wish to regulate whether
an analysis is most subtle, or how it indicates what future steps to take to prevent recur-
rences, or whether it must use the latest theory of human-computer interaction. We wish
to lay out criteria and reasoning rules for providing a formally-complete causal explana-
tion, according to assumptions that an analyst makes in a particular case. We, thereby
make the assumptions clear, explicit and precise, exhibit their role in the explanation,
and make the reasoning clear." [470]

The source nodes in a Why-Because graph represent the reasons for an incident or accident. They
represent necessary causal factors for an incident or accident. They can easily be identi�ed because
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they do not have any incoming causal links. This has one very important consequence. Source
nodes can be thought of as contingencies that might have be avoided precisely because they lack any
necessary causal factors. Table 11.11 summarises the source nodes in Figure 11.16. The rows of this
table describe the `failures' and `errors' that directly contributed to the incident. They also describe
events that might have been appropriate in other contexts. For example, Watchkeeping engineer
starts generator need not have caused any problems if everything else had been functioning correctly.
However, this event in combination with the failure to obtain a fuel-tight seal led to the initial �re.
The compilation of these tables can be used as a further validation for the analytical technique.
For example, investigators may be required to justify any decision not to decompose processes into
their component factors. The proponents of WBA also argue that source node lists can be used
to develop procedures that might avoid particular combinations of adverse events. For example,
engineers might be prevented from re-using annealed copper gaskets. Alternatively, maintenance
modi�cations that jeopardise a fuel-tight seal might be closely monitored by supervisory sta�.

Factors Label

State Forward �lter cover and bolt sealing surface is modi�ed by
maintenance.

State Copper gasket is deformed by pressure under use.
Event Watch engineer re-uses annealed copper gasket.
Event Watchkeeping engineer starts generator.
Process Watchkeeping engineer �nds all generators and �lters are

normal.
Process 1st �re party decides to withdraw.
Event 2nd �re party ordered to withdraw.

Table 11.11: Source Node Analysis of Nanticoke WBA Graph

As with the previous analytical techniques in this chapter, it is possible to identify a number of
strengths and weaknesses that characterise WBA. For example, the entries in Table 11.11 can be
compared to the Transportation Safety Board of Canada's �ndings about the cause of the Nanticoke
incident:

\The �re was caused by a leakage of fuel, which contacted an exposed exhaust man-
ifold, from the forward fuel �lter on the port generator. Contributing to the occurrence
was the modi�cation to the fuel �lter cover, the re-use of the copper sealing gasket on
the cover, the unshielded hot exhaust surfaces adjacent to the �lter, and the less-than-
adequate engine-room watchkeeping duty during the �re drill before the occurrence."
[621]

As can be seen, there is a strong agreement between the informally derived observations of the
investigation team and our application of the Why-Because technique. There are, however, a number
of important di�erences. For example, the investigators stressed the signi�cance of the proximity
of an exposed ignition source which does not appear as a source node in Figure 11.16. This is a
signi�cant omission on our part. The ignition of the �re was represented on the graph as an internal
node. We should have added a source state to denote the fact that the indicator tap and the exhaust
manifold were exposed. This could have been avoided if the analysts had acquired greater expertise in
WBA. It might also have detected during peer review or through a more sustained formal analysis
of the causal model. Such omissions are, however, a powerful reminder that even sophisticated
analytical techniques are ultimately dependent on the skill and expertise of the individuals who
constrict and manipulate the abstractions that they provide.

Having acknowledged the strengths of a traditional `informal' approach, it is also important to
identify potential insights yielded by the more formal style of analysis. Table 11.11 does not simply
focus on the causes of the incident itself. It also contains information about the failure of mitigating
factors, such as the �re �ghting teams. The discipline of listing source nodes can help to check
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whether the causes of these `subsidiary' failures are considered in suÆcient detail. Table 11.11 helps
to reveal, for example, that we have not explained the process by which the �rst �re party decided to
withdraw or the events that led to the order for the 2nd �re party to abandon their work. Additional
analysis must be conducted to determine the precise reasons why these attempts were beaten back
and, more importantly, whether they were an appropriate response given the state of the �re as it
was observed by the crew. This aspect of the incident is, arguably, not considered in suÆcient detail
by the oÆcial report into the incident.

Strauch raises a number of caveats about the application of WBA to the Cali accident [166].
He argued that particular events on a Why-Because graph ought to be distinguished as being more
important that others. For example, some decisions have a greater impact on the course of an
incident than others. WBA would identify both as `equal' causes:

\...not decisions are equal at the time they are made ... each decision alters the
subsequent environment, but that while most alterations are relatively benign, some are
not. In this accident, this particular decision altered the environment to what became
the accident scenario." [763]

These are interesting comments from an individual who has considerable �rst-hand experience of
incident and accident investigations. They could, however, be applied to all of the causal analysis
techniques that we have reviewed in this book. The possible exception to this criticism would be the
analytical techniques devised to support the application of MORT. As we have seen, investigators
can sum the frequency of what factors that are associated with why nodes to get a raw measure
of their relative importance. Weights can also be used to discriminate between the importance of
these di�erent failures with common causes. Such techniques su�er from the diÆculty of validating
any weighting mechanisms that might be used. For instance, how would an investigate discriminate
between the relative importance of the deformation of the gasket and the lack of monitoring during
the early stages of the �re? Such distinctions are likely to introduce a degree of subjectivity that is
intentionally avoided by other aspects of WBA.

There are also a number of deeper philosophical objections to Lewis' use of counterfactual reason-
ing as it is embodied within WBA. These objections have recently been summarised by Hausman's
study of causal asymmetries [313]. Hausman's objections are beyond the scope of this book. Many
of his caveats focus on the argument that causes are not counterfactually dependent on their e�ects.
The exposed indicator tap was not counterfactually dependent on the ignition of the Nanticoke �re
because the ignition might have been caused by an uncovered exhaust manifold cover. There are
possible worlds in which no �re occurred because the exhaust manifold was covered that are at least
as similar to the actual world as situations in which a �re did not occur because the indicator was
guarded. As we have seen, these situations complicate the application of counterfactual reasoning.
Hausman notes that we cannot assume a particular cause simply be observing a set of e�ects. Each
set of e�ects may be produced by several di�erent causes, even though investigators can identify
a determined set of e�ects for each cause [507]. These observations explain Hausman's choice of
`causal-asymmetries' as the title for his work.

Further criticisms of Lewis' approach focus on the notion of multiple connections. Hausman
argues that these occur if a cause d of a is, or in the absence of a, would be connected to b by a
path that does not go through a. If there is a multiple connection between a and b, then b will
not counterfactually depend on a. Such situations again provide an example of causation without
a chain of counterfactual dependence. For instance, the Chief Engineer sounded the general alarm
that led the �rst team of �re �ghters to enter the engine room. Their exit caused a second team
to be deployed. If we imagine a situation in which the alarm could have led the second team to be
deployed whether or not the �rst had been beaten back then even if we could ensure the success
of the �rst team then there is no guarantee that the second team would not have been deployed.
In other words we cannot rely on the argument that if the �rst team had not been pulled out then
the second team would not have been deployed. Both of these caveats a�ect the other analysis
techniques this chapter and Chapter 10 that exploit counterfactual reasoning. It can be argued that
these are minor caveats compared to the analytical bene�ts provided by Lewis' form of reasoning
even if, as Hausman argues, `one cannot defend a counterfactual theory of causation' [313].
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The problems of demonstrating the cost-e�ectiveness of WBA is arguably more important than
the theoretical objections proposed by the Hausman's philosophical critique. Semi-formal diagrams,
such as Figure 11.16, are relatively cheap and easy to develop. There are some notable di�erences
between this approach and the diagrams employed by MES and STEP. In particular, the ontology
of Why-Because graphs including events, states, processes and non-events can be contrasted with
the events and conditions of ECF charts. There are, however, considerable similarities. The spatial
arrangement of causal relations and the process of informal analysis, including counterfactual rea-
soning, are comparable. Deeper di�erences stem from the role of formal reasoning to support the
application of Why-Because graphs. These proofs are costly to develop both in terms of the time
required and the level of expertise that is essential to guide this process. These formal proofs are
important if investigators are to bene�t from the strengths of the Why-Because approach. Ladkin
and Loer introduce meta-templates that can be used to guide and simplify the formal validation
of any causal analysis. Even so, WBA is a time-consuming process. Loer describes a case study
during which the development of an `intuitive' Why-Because graph with approximately 100 nodes
required 300 hours. The associated formal proof required a further 1,200 hours [499]. These costs
must be assessed against the potential bene�ts from identifying potential weaknesses in an accident
or incident report:

\We have already been able to identify reasoning mistakes in accident reports us-
ing this method. The three accident reports analysed all contained facts which were
signi�cantly causally related to the accident, which appear in the WB-graph analysis
as causes, but which are not contained in the list of `probable cause/contributing fac-
tors' of the report. We regard this as a logical oversight. (Formally, they appear in the
WB-analysis as causal factors that are not themselves explained by any further causal
factors; i.e., as source nodes with out-edges but no in-edges.) Some might speculate that
there are administrative, political or other social grounds for excluding them from the
list of original causal factors, but this is not our interest here. We regard the WB-graph
analysis as demonstrating that logical mistakes were made, thereby justifying the use of
the WB-analysis to put accident reporting on a rigorous foundation. " [289]

Ultimately, WBA provides many bene�ts in terms of the precision and rigour that it introduces to
causal analysis. Unfortunately, the price that must be paid in order to obtain those bene�ts is likely
to preclude the use of this technique in all but a handful of safety-critical incidents.

This chapter has exploited a deterministic view of the past. We have endeavoured to model a
single chain of causal relations that together can help to explain the course of an incident. In our
case studies, we have encountered situations where it has not been possible to determine which of a
number of possible causal sequences actually led to a mishap. For example, it has not been possible
to identify the ignition source in the Nanticoke incident. In general, however, we have attempted
to avoid such ambiguity through further investigation. In contrast, the following sections examine
ways in which probabilistic models of causation might be applied to support incident and accident
analysis. These techniques stem from a scienti�c and philosophical tradition that questions the
notion of deterministic cause [29]. Most of this work has focussed on the problems of using theories
of causation as predictive tools. There are, however, important implications for the post hoc use of
causal analysis to understand the events the lead to near miss incidents. For example, probabilistic
views of causation a�ect our interpretation of the probability that an accident might have occurred.
It should be emphasised that the following pages are more speculative than previous sections. We
are unaware of any previous attempts to apply these techniques to support incident analysis.

11.3.2 Partition Models for Probabilistic Causation

The previous chapters in this book have assumed that `causation' can be de�ned in terms of the
necessary and suÆcient conditions that must exist between objects in order to achieve particular
e�ects. In particular, counterfactual arguments have been used to identify situations in which a set
of e�ects would not have occurred if those necessary and suÆcient conditions had not been ful�lled.
It is important to note that a number of caveats can be raised to these general theories of causation.
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For instance, previous sections have identi�ed di�erent forms of causal asymmetry. For instance,
if necessary and suÆcient conditions do not hold then an e�ect may still occur. This complicates
the application of counterfactual argumentation when investigators use a form of `backtracking'
to identify causes from their e�ects. Similarly, many physicists maintain that occurrences are not
determined [200]. In other words, we can never be absolutely certain that a set of e�ects will be
produced even if necessary and suÆcient conditions can be demonstrated to hold at a particular
moment. In contrast, it is argued that a complete speci�cation of the state of a system only
determines a set of probabilities [313]. Some of the proponents of this view have argued that what
happens in any given situation owes as much to chance as it does to cause. This analysis has profound
implications. For instance, we might be persuaded to abandon the notion of `suÆcient' causes that
do not account for this role of chance! In this view, causal analysis would owe more to probabilistic
risk assessment and human reliability assessment than it does to the discrete mathematics of WBA
or Causal Trees. This is an interesting conjecture. Such an approach might emphasise the role
of performance shaping factors incident rather than discrete events [443]. Instead of focusing on
the identi�cation of a deterministic sequence of cause and e�ect relationships, which are diÆcult
to validate given the problems of causal asymmetry mentioned above, investigators should focus
on those conditions that made e�ects more likely within a given context. For instance, we might
describe the Nanticoke incident in terms of the probabilities that either the indicator tap or the
manifold ignited the �re.

It is important to emphasise, however, that probabilistic forms of analysis do not eliminate the
need to consider causality. For example, supposing that a factory produced a faulty gasket and
that this gasket eventually led to a fuel leak on board a ship. Investigators might argue that the
gasket caused the leak even though the production of the gasket created a small probability that
any particular vessel would be a�ected. Statistical mechanics has also identi�ed mass populations
for which particular relations are deterministic, however, the best means of describing mass e�ects
is through the use of probabilistic techniques [313]. This is important within the �eld of incident
analysis because, as we shall see, national reporting systems typify these mass phenomena. For
instance, we might receive ninety-nine reports in which a �re is caused by the exposure of an
ignition source to a fuel supply. In one report, however, the same circumstances might not have led
to a �re. Although we have an apparently deterministic model of how a �re starts, there may be
exceptions that persuade analysts to consider probabilistic aspects of causation. These exceptions
characterise many di�erent aspects of incident analysis and, more generally, of individual attitudes
to causation. For instance, people often argue that �nes cause reductions in health and safety
violations even though they do not believe that the deterrence is perfect. Similarly, people will say
that dropping a glass causes it to break even though they have seen similar situations in which the
glass did not break. It is often argued that a more complete knowledge of the moment acting on the
glass would enable causal explanations of why certain glasses break while others do not. However
this indeterminism is equally apparent in the `microscopic' causal relations that explain the physics
of these di�erent outcomes.

Probabilistics approaches to causal analysis raise many practical and theoretical questions. The
frequentist approach derives the probability of an event from an analysis of comparative frequencies.
We can use information about previous �res to derive numerical estimates for the number of times
that ignition was caused by a manifold or by an exposed indicator tap. Previous sections have
dismissed this approach because it can be diÆcult to validate the frequency of rare events. We
shall return to this theme several times in the following pages. Alternatively, empirical analysis can
be used to repeatedly recreate situations in which either of these sources might ignite leaking oil.
Again, frequencies can be calculated to derive probability estimates. This approach raises questions
about the validity of the experimental context in which the simulations are conducted.

Unfortunately, a number of factors complicate the use of probabilistic approaches to causal
analysis. Raw event frequencies cannot, typically, be used to determine the probability of particular
`causes' in the aftermath of an incident. For example, an examination of previous �res might �nd
that six were caused by indicator taps and ten were caused by exposed manifolds. Supposing,
however, that nine of the ten manifold �res involved a di�erent fuel leak than that on the Nanticoke.
In this situation, any causal analysis must draw upon conditional probabilities. These represent
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the probability of an event given that some other factors hold. In this case we need to know
the probability of ignition from each source given the fuel leak characteristics that held during
the Nanticoke �re. This use of conditional probabilities has some signi�cant bene�ts for incident
analysis. Investigators are not dealing with prior probabilities describing future events where we
know relatively little additional information about the potential state of a system. In the aftermath
of an incident it is often possible to obtain the conditioning information that helps to support
particular probability assessments. The following section, therefore, extends this analysis to consider
Bayesian statistics. For now it is suÆcient to observe that these techniques can be used to represent
and reason about a hypotheses given particular evidence in the aftermath of an incident.

As mentioned, an important limitation of many probabilistic approaches to causation is that
it can be diÆcult to validate numerical estimates of rare events. Fortunately, many probabilistic
theories of causation avoid this problem by describing how particular causes make their e�ects `more
likely'. For instance, Hempel argues that a and b are causally connected in a context C if there is
a very high probability that b is true given that a is true in C : Pr(b j a ^ C ) [345]. For instance,
we could say that the maintenance modi�cation to the sealing surface of the Nanticoke's fuel �lter,
a, was a cause of the leak, b, because this modi�cation made the leak very likely given everything
else that was discovered about the incident including the failure to report such problems etc, C .
Hempel's approach also avoids the need to assign precise numeric values to individual probabilities
it also creates the problem that investigators must determine what is meant by `very likely'. It is
possible, however, that this theoretical objection can be addressed by experience in applying the
technique within a particular domain. The following paragraphs explain how Hempel's ideas might
contribute to a method for the causal analysis of adverse incidents:

1. Record the context in which an incident occurs. This step ensures that as much information
as possible is derived from the primary and secondary investigation of an incident. Previous
sections have mentioned the diÆculty of predicting all of the information that might be relevant
to a causal analysis and so investigators should collate as much data as possible. Chapter 15
will examine the practical problems that such a policy creates for information storage.

2. Perform an initial deterministic causal analysis. Having collated as much information about
the context, C , in which an incident occurs, investigators can exploit one of the causal analysis
techniques introduced in previous sections. For instance, STEP or WBA might be used to
identify potential causal factors in the immediate aftermath of an incident. Chapter 12 will
describe how these techniques can be used to derive initial recommendations that are intended
to avoid any recurrence of an near-miss occurrence.

3. Build up suÆcient data to perform a statistical analysis of potential causes. Over time an
incident reporting system may gather information about a number of adverse occurrences that
have similar outcomes, b. Investigators can then examine the contextual information that has
been recorded for each incident, C , to identify those events, a, that have the highest relative
frequency. These events need not, however, have any causal relationship to b. For instance,
b might occur before a in the temporal ordering of events. Additional techniques, such as
WBA, must therefore validate the causal relations that are induced by the statistical analysis
of incident collections. This form of causal analysis does, however, avoid the bias that can
arise from causal asymmetries. Analysts do not simply use deterministic models to search for
a narrow range of causes that can be made to `�t' the observed e�ects.

The approach, described above, has numerous potential bene�ts from its integration of deterministic
and probabilistic models of causation. The initial use of deterministic approachs can help to direct
resources to a number of clearly de�ned causal factors in the aftermath of an incident. Probabilistic
techniques can be used to search for other causal factors through an analysis of the correlations that
exist between common factors in similar incidents. As far as we are aware, this approach has not
been explicitly described before. It is, however, increasingly being adopted by many commercial
and regulatory organisations. Chapter 15 will describe how probabilistic information retrieval tools
have been developed to exploit correlations between the terms that are used to describe both the
consequences and the causes of incidents and accidents.
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As mentioned, Hempel's initial formulation provided little guidance on the meaning of the term
`very likely'. Fortunately, a number of re�nements have been made to these early ideas. One of
these approaches holds that a is causally related to b in a context C if the probability of A and B
in C is not the same as the probability of B in C and the probability of A in C :

Pr(B ^ A j C ) 6= Pr(B j C ):Pr(A j C ) (11.9)

We assume that we cannot derive A or : A from C . Upper case denotes types, lower case is used
to denote tokens of a particular type; token a is of type A and so on. This inequality has some
interesting properties that can be applied to guide the causal analysis of incidents and accidents.
Recall from Chapter 9 that Pr(a ^ b) = Pr(a):Pr(b) depends upon the independence of both a and
b. If there is a causal connection between A and B then we might expect that the occurrence of
a would make b more likely. Conversely, if A is a barrier to B then an occurrence of a will make
b less likely. Hausman argues that a is positively causally related to b when the probability of A
and B given C is greater than the probability of B given C multiplied by the probability of A
given C [313]. In other words, a causal relationship implies that the probability of there being a
general �re alarm, a, and a Halon system being deployed, b, on board a vessel, C , is greater that the
probability of a general �re alarm being issued multiplied by the probability of a Halon system being
deployed in similar circumstances. The deployment of the Halon system might be a relatively rare
event compared to the sounding of a general alarm. However, a causal relationship with the alarm
might result in a much higher probability being associated with situations in which the alarm and
the Halon deployment both occur than situations in which we only know that one of these events
has occurred:

Pr(B ^ A j C ) > Pr(B j C ):Pr(A j C ) (11.10)

The key point to understanding this formula is that causes do not make their e�ects probable. They
simply make them more probable than they otherwise would have been. We can also say that a is
negatively causally related to b when the probability of A and B given C is less than the probability
of B given C multiplied by the probability of A given C [313]. For instance, the probability of an
engineer failing to obtain a fuel-tight seal, b, and of that engineer reporting the problem associated
with the sealing surface, a, are together less than the independent probabilities of the engineer
reporting the problem multiplied by the probability of the engineer failing to obtain the seal. This
follows because the fact that the engineer reported the maintenance problem makes it less likely
that they will be satis�ed by any subsequent attempt to form a seal on the damaged surface:

Pr(B ^ A j C ) < Pr(B j C ):Pr(A j C ) (11.11)

From this line of argument, we can say that a's cause b's under circumstances C if a's precedes b's
in the temporal sequence leading to an incident and it is the case that the probability of B and A
in C is greater than the probability of B given that we know : A and C . Or we can say that a's
cause b's under C if a's precedes b's in the temporal sequence leading to an incident and it is the
case that the probability of B and A in C is greater than the probability of B given only C :

Pr(B ^ A j C ) > Pr(B j : A ^ C ) _

Pr(B j A ^ C ) > Pr(B j C ) (11.12)

Unfortunately, this formalisation leads to further problems. For example, it may be that a precedes
b and that Pr(B ^ A j C ) > Pr(B j : A ^ C ) but that a and b and e�ects of the same cause.
One way to avoid this is to examine the events prior to a to determine whether there is another
event that might `screen o�' or account for both a and b. Further models have been developed to
formalise this approach [765] and these, in turn, have been further criticised [313]. The key point
here is to provide an impression of the complexity that must be address by any attempt to exploit
probabilistic models of causation as a means of supporting incident analysis. The initial appeal of an
alternative to deterministic models rapidly fades as one considers the complexity of an alternative
formulation.
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One important source of additional complexity is that causal factors may both promote and
confound particular e�ects. In this re�nement, some factor that causes as to occur can have an
independent negative in
uence on the occurrence of b's. For instance, the probability that the
Nanticoke �re would lead to the loss of the vessel was increased by the lack of e�ective monitoring
when the initial �re developed on the port side of the engine room. This lack of monitoring might
have been a result of having both the Chief Engineer and the Mechanical Assistant in the Control
Room during the �re drill. However, the same circumstances that interfered with their monitoring
responsibilities may also have reduced the probability that the �re would jeopardise the safety of the
vessel because both crewmembers could initiate the eventual response to the incident. Similarly, the
increasing probability of b from a by one causal path can be o�set by negative in
uences from a along
another causal path. For example, the �re drill procedures may have made it more likely that the
vessel would be seriously damaged by distracting members of the crew from their normal activities.
The same drills may have made it less likely that the vessel would be seriously damaged because
members of the crew were already prepared to respond to the general alarm that was sounded by
the Chief Engineer. The importance of these mitigating factors has been repeatedly emphasised in
recent studies of incident reporting systems [842]. Unfortunately, these factors are not adequately
represented within many deterministic causal analysis techniques.

The proponents of probabilistic theories of causation have responded to these observations by
revising the previous formulations to include a partition Sj of all relevant factors apart from A and
C . From this it follows that a's cause b's in circumstances C if and only if:

8 j : Pr(B j A ^ Sj ^ C ) > Pr(B j S ^ C ) (11.13)

fSjg is a partition of all relevant factors excluding A and C. These factors represent the negative
or positive causal factors, c1; :::; cm , that must be held �xed in order to observe the causal e�ect of
a. We require that any element, d , of a subset in Sj is in ci if and only if it is a cause of b or : b,
other than a, and it is not caused by a. For instance, a hot manifold is liable to have a negligible
impact on an existing �re. We can, therefore, include a factor, ci , in each subset to require that a
�re must not have already started in order for a hot manifold, a, to ignite a fuel source, b. Each of
the factors in c1; :::; cm must be represented in each subset. Each factor must also either be present
or absent; there may or may not be an existing �re. This results in 2m possible combinations of
present or absent factors. Some combinations of the factors c1; :::; cm will be impossible. Hence
some combinations of ci can be excluded from Sj . For example, it is diÆcult to foresee a situation
in which the engine room is 
ooded with Halon gas and the �re continues to burn. Yet both of these
factors could prevent us from observing an ignition caused by a hot manifold. Other combinations
may result in b being assigned a probability of 1 or 0 regardless of a. For instance, if the engine
room were 
ooded with Halon then the �re should not ignite irrespective of the state of the exhaust
manifold. As mentioned, these impossible combinations and combinations that determine b are
omitted from Sj . All the remaining combinations of causal factors must be explicitly considered as
potential test conditions and are elements of Sj . In other words, a's must cause b's in every situation
described by Sj .

Some proponents of this partition theory dispense with any explicit representation of the context,
C [153]. This approach relies entirely upon the partitioning represented by Sj . This is misleading.
Causal relations may change from one context to another. For instance, the e�ects of a fuel leak
may depend upon the pressure at which the fuel escapes. This, in turn, may depend upon the size
and con�guration of a generator. The meta-level point here is that we would like causal relations to
hold over a variety of circumstances, these are characterised by Sj . We cannot, however, expect to
identify causal relations that are not relativised to some background context [313].

A number of objections have inspired further elaborations to this partition model of causation
[221]. In terms of this book, however, we are less interested in the details of these reformulations
than we are in determining whether these models might support the causal analysis of incidents.
The abstract model, outlined above, provides a structure for the analysis of incidents in the same
way that Why-Because graphs and the associated proof templates provided by Ladkin and Loer
also provide a structure for causal analysis. For example, we can apply the partition model to
the Nanticoke example by identifying candidate causal relations. Investigators can use their domain
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expertise to determine those relations that are then subjected to a more formal analysis, this equates
to stage 2 of the method proposed for Hempel's model given above. For instance, previous sections
have argued that it is diÆcult to determine the ignition source for the Nanticoke �re. This causes
problems for deterministic causal models. We might, therefore, exploit the partition model to
represent a causal relationship between an ignition event, b, and the fuel oil coming into contact
with an exhaust manifold. As mentioned, C represents all state descriptions for the system under
consideration. We might, therefore, informally argue that C represents the state of any merchant
vessel that relied upon diesel generators. This context might be narrowed if the formalisation of
the incident is intended only to apply to a restricted subset of these ships. In contrast, it might be
extended if the formalisation also captures important properties of other vessels, such as military
ships that employ diesel generators. Irrespective of the precise interpretation, it is important that
analysts explicitly identify this context that helps other investigators to understand the scope of the
model. We can then go on to identify other causal factors that might be represented in subsets of
the form c1; :::; cm 2 Sj . Recall that d is in c1; :::; cm if and only if it is a cause of b or : b, other
than a, and it is not caused by a:

c1 represents `the room 
oods with Halon',
c2 represents `fuel is sprayed at pressure',
c3 represents `shielding protects the manifold'.

As mentioned, individual factors may either be present or absent during particular incidents. There
are, therefore, 23 potential elements of Sj . In the following, the omission of an element from any
set implies that the causal factors are omitted. The �rst sequence represents a situation in which
all of the previous causal factors are present. The room 
oods with Halon and the fuel is sprayed
at pressure and shielding protects the manifold. The second of the subsets indicates that all of the
factors are true except for the last one; the shielding does not protect the manifold.

fc1; c2; c3g; fc1; c2g; fc1; c3g;

fc2; c3g; fc1g; fc2g; fc3g; fg;

We can, however, reduce the number of combinations that we need to consider in order to establish
a causal relation between a and b. As mentioned, some combinations of these causal factors are
impossible. Other combinations may entirely determine the e�ect irrespective of the putative cause.
For example, we can ignore any subset that contains c1. If the room 
oods with Halon then the
�re will not ignite, b, whatever happens to the fuel and the manifold, a. Conversely, we can insist
that all subsets must include c2. If the fuel is not sprayed at pressure then the �re will not ignite
even if the fuel oil comes into contact with an exhaust manifold; as the manifold may not reach the

ash-point of the fuel. In order to establish causality, we must however consider whether a increases
the probability of b taking all other combinations of the causal factors, ci , into account:

fc2; c3g; fc2g:

In other words, in order for a causal relation to hold between between an ignition event, b, and the
fuel oil coming into contact with an exhaust manifold, a, we must show that the e�ect would still
be more likely if fuel is sprayed at pressure whether or not shielding protected the manifold. The
shielding might reduce the absolute probability of the ignition but may not necessarily reduce it
to zero, as a Halon deployment might. We must, therefore, show that the cause still increases the
probability of the e�ect in both of these conditions.

This application of the partition model has a number of practical advantages. For instance,
investigators are not forced to quantify the probability that a cause will yield a particular e�ect.
The partition model also o�ers some advantages when compared to more deterministic models.
This approach provides an elegant means of dealing with uncertainty about the precise causes of an
incident. In particular, previous analyses have experienced acute problems from the investigators
diÆculty in determining what caused the ignition of the �re on the Nanticoke. The partition model
entirely avoids this problem. It is possible to characterise multiple potential causes using the relevant
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factors represented by ci . For example, we could have extended Ci to include fuel oil comes into
contact with an indicator tap. We can also use the same techniques to represent and reason about
the impact of mitigating factors. This again was problematic in deterministic techniques. In the
previous example, we had to demonstrate that an ignition was more likely to occur whether or not
the manifold was protected by shielding. We also showed how the same approach can represent
barriers, such as Halon deployment, that prevent an e�ect from occurring. It is important to stress
that these arguments about the probability of an ignition must be validated [195]. The partition
model helps here because analysts can explicitly represent the anticipated impact of contributory
causes, of mitigating events and of potential barriers. In contrast, many deterministic techniques
consider these issues as secondary to the process of enumerating those failures that led to an incident.

There are, however, a number of practical concerns that arise during the application of the
partition model of non-deterministic causation. All of the relevant factors, ci , in the previous
example were carefully chosen to be events. This satis�es the requirement that `d is in c1; :::; cm if
and only if it is a cause of b or : b, other than a, and it is not caused by a'. Previous informal
examples in this section have argued that a hot manifold would not have ignited the �re if a �re had
already been burning. Ideally, we would like to extend ci to include an appropriate state predicate
so that we can explicitly represent and reason about such a situation. Alternatively, we could re�ne
the relatively abstract view of the context, C , that was introduced in this example. Further concerns
stem from the problems of applying an abstract model of causation to support incident analysis. It is
entirely possible that the previous example re
ects mistakes in our interpretation of the theoretical
work of Cartwright [153] and Hausman [313]. Further work is, therefore, needed to determine
appropriate formulations and interpretations of these non-deterministic models. This brief example
does, however, demonstrate that probabilistic approaches can avoid some of the problems that
uncertainty creates for the deterministic techniques that have been presented in previous sections.

There are also a number of more theoretical concerns about the utility of partition models. The
formula (11.13) ensures that a increases the probability of b irrespective of the values assigned to
these other relevant factors. This provides a de�nition of causation in which the mitigating e�ects
of these relevant factors must not o�set the increased probability of an associated e�ect. This
might seem a reasonable criterion for causality. It does, however, lead to a number of philosophical
problems. For instance, it might be argued that the crew's failure to regularly inspect the engine
room is a potential cause of major �res such as that on board the Nanticoke. It might equally
be argued that, under certain circumstances, regular inspection of the engine room might lead to
a major �re. For example, operators might miss an automated warning in the control room that
indicated a potential problem elsewhere in the engine room [621]. Under the system described above,
such circumstances would prevent investigators from arguing that lack of inspection is a cause of
major �res! This is a general problem; there are contexts in which \smoking lowers one's probability
of getting lung cancer, drinking makes driving safer and not wearing seat-belts makes one less likely
to su�er injury or death" [313]. As before there are a number of re�nements on the basic model
outlines in (11.13). It remains to be seen whether any of these extensions might provide an adequate
framework for the causal analysis of safety-critical incidents. It might seem to be far-fetched that
probabilistic models of causation might yield pragmatic tools for incident analysis. Against this one
might argue that Lewis' possible worlds semantics for counterfactual reasoning would have appeared
equally arcane before the development of WBA.

11.3.3 Bayesian Approaches to Probabilistic Causation

There are a number of alternative semantic interpretations for the Pr function introduced in the
previous section [150]. In particular, Pr may be viewed either as a measure of con�rmation or
as a measure of frequency. The former interpretation resembles the Bayesian view; probability is
contingent upon the observation of certain evidence. The latter resembles the manner in which
engineers derive reliability �gures. Estimates of pump failures are derived from the maintenance
records of plant components. This distinction has been a subject of some controversy. For instance,
Carnap argued:

\... for most, perhaps for practically all, of those authors on probability who do not
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accept a frequency conception the following holds. i. Their theories are objectivist (and)
are usually only preliminary remarks not a�ecting their actual working method. ii. The
objective concept which they mean is similar to (the frequency view of) probability."
[150]

Brevity prevents a detailed explanation of the contrasting positions in this debate. It is, however,
possible to illustrate the common origin for these two di�erent approaches. Both the partition
models and Bayesian views exploit conditional probabilities. These also formed the foundation for
the treatment of probabilistic causality in the previous chapter. As before, we use the following form
to denote that the probability of the event B given the event A in some context C is x .

Pr(B j A ^ C ) = x (11.14)

From this we can derive the following formula, which states that the conditional probability of B
given A in C multiplied by the probability of A in C is equivalent to the probability of A and B in
C . In other words the probability of both A and B being true in a given context is equivalent to
the probability of A being true multiplied by the probability that B is true given A:

Pr(B j A ^ C ):Pr(A j C ) = Pr(A ^ B j C ) (11.15)

We can use this axiom of probability calculus to derive Bayes theorem:

Pr(B j A ^ C ):Pr(A j C ) = Pr(B ^A j C )

(Commutative Law applied to ^ in (11:15)) (11.16)

Pr(B j A ^ C ):Pr(A j C ) = Pr(A j B ^ C ):Pr(B j C )

(Substitution of RHS using (11:15)) (11.17)

Pr(B j A ^ C ) =
Pr(A j B ^ C ):Pr(B j C )

Pr(A j C )

(Divide by Pr(A j C )) (11.18)

The key point about Bayes' theorem is that it helps us to reason about the manner in which our
belief in some evidence a�ects our belief in some hypothesis. In the previous formula, our belief in
B is a�ected by the evidence that we gather for A. It should be emphasised that (11.18) combines
three di�erent types of probability. The term Pr(A j C ) represents the prior probability that A is
true without any additional evidence. In the above, the term Pr(B j A ^ C ) represents a posterior
probability that B is true having observed A. We can also reformulate (11.18) to determine the
likelihood of a potential `cause' [200]. The following formula considers the probability of a given
hypotheses, B , in relation to a number of alternative hypotheses, Bi where B and Bi are mutually
exclusive and exhaustive:

Pr(B j A ^ C ) =

Pr(A j B ^ C ):Pr(B j C )

Pr(A j B ^ C ):Pr(B j C ) +
P

i Pr(A j Bi ^ C ):Pr(Bi j C )
(11.19)

The previous formula can be used to assess the likelihood of a cause B given that a potential e�ect,
A, has been observed. This has clear applications in the causal analysis of accidents and incidents.
In particular, (11.19) provides a means of using information about previous incidents to guide the
causal analysis of future occurrences.

In the Nanticoke case study, investigators might be interested to determine the likelihood that
reported damage to an engine room had been caused by the pressurised release of fuel from a �lter.
The �rst step would involve an analysis of previous incidents. This might reveal that fuel from a
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�lter was identi�ed as a cause in 2% of previous mishaps. Lubrication oil might account for 1%.
Other fuel sources might together account for a further 3% of all incidents:

Pr(�lter �re j C ) = 0:02 (11.20)

Pr(lube �re j C ) = 0:01 (11.21)

Pr(other �re j C ) = 0:03 (11.22)

In order to gain more evidence, investigators might try to determine how likely it is that one of these
�res would cause serious damage to an engine room. Further analysis might reveal that thirty per
cent of previous incidents involving the ignition of �lter fuel resulted caused signi�cant damage to
an engine room. Twenty per cent of lube �res and �fty per cent of �res involving other fuel sources
might have similar consequences:

Pr(engine room damage j �lter �re ^ C ) = 0:3 (11.23)

Pr(engine room damage j lube �re ^ C ) = 0:2 (11.24)

Pr(engine room damage j other �re ^ C ) = 0:5 (11.25)

We can now integrate these observations into (11.19) to calculate the probability that a �lter fuel
�re was a cause given that a serious engine room �re has been reported. This following calculation
suggests that there is a twenty-six per cent chance that such a �lter �re had this e�ect:

Pr(�lter �re j engine room damage ^ C )

=
Pr(engine room damage j �lter �re ^ C ):Pr(�lter �re j C )

((Pr(engine room damage j �lter �re ^ C ):Pr(�lter �re j C ))

+ (Pr(engine room damage j lube �re ^ C ):Pr(lube �re j C ))

+ (Pr(engine room damage j other �re ^ C ):Pr(other sources j C )) (11.26)

=
(0:3):(0:02)

(0:3):(0:02) + (0:2):(0:01) + (0:5):(0:03)
(11.27)

= 0:26 (11.28)

A number of caveats can be raised against this application of Bayes' theorem. Many concerns
centre on our use of evidence about previous mishaps to guide the causal analysis of new incidents.
The previous calculations relied upon investigators correctly identifying when a �re had caused
`signi�cant damage' to an engine room. These is a danger that di�erent investigators will have a
di�erent interpretation of such terms. Chapter 15 describes how Bayesian techniques can account
for the false positives and negatives that result from these di�erent interpretations. For now it is
suÆcient to observe that our analysis of previous incident frequencies might bias the causal analysis
of future incidents. For instance, we have made the assumption that these incidents occurred in
comparable contexts, C . There may be innovative design features, such as new forms of barriers
and protection devices, that would invalidate our use of previous frequencies to characterise future
failures.

Dembski argues that it is seldom possible to have any con�dence in prior probabilites [200]. Such
�gures can only be trusted in a limited number of application domains. For instance, estimates of the
likelihood of an illness within the general population can be validated by extensive epidemiological
studies. It is diÆcult to conduct similar studies into the causes of safety-critical accidents and
incidents. In spite of initiatives to share incident data across national boundaries, there are few data
sources that validate the assumptions represented in (11.23), (11.24) and (11.25). This book has
identi�ed a number of di�erent biases that a�ect the use of data from incident reporting systems.
For example, Chapter 5 referred to the relatively low participation rates that a�ect many incident
reporting schemes. This makes it diÆcult for us to estimate the true frequency of lube �res or �lter
�res. These incidents may also be extremely rare occurrences. It can, therefore, be very diÆcult for
investigators to derive the information that is required in order to apply (11.19).
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In the absence of data sources to validate prior probabilities, investigators typically rely upon a
variant of the indi�erence principle. This states that given a set of mutually exclusive and exhaustive
possibilities, the possibilities are considered to be equi-probable unless there is a reason to think
otherwise. This would lead us to assign the same probabilities to �res being caused by �lter fuel, to
lube oil and to all other sources. Unfortunately, the pragmatic approach suggested by the indi�erence
principle can lead to a number of paradoxes [369]. Objections can have also been raised against any
method that enables investigators to move from conditional probabilities, such as Pr(A j Bi ^ C ),
to their `inverse' likelihoods, Pr(Bi j A ^ C ) [200].

The use of subjective probabilities provides a possible solution to the lack of frequential data
that might otherwise support a Bayesian approach to the causal analysis of safety-critical incidents.
Subjective probabilities are estimates that individual investigators or groups of investigators might
make about the probability of an event. For example, a subjective probability might be an individuals
assessment of the chances that lube oil could start a �re that might cause serious damage to an
engine room. One standard means of estimating this probability is to ask people to make a choice
between two or more lotteries. This technique is usually applied to situations in which it is possible
to associate �nancial rewards with particular outcomes. Von Neumann and Morganstern provide
a detailed justi�cation for the general applicability of this approach [626]. Certain changes must,
however, be made in order to explain how these lotteries might support the causal analysis of adverse
incidents.

1. I might be o�ered a situation in which there is a certainty that if a lube oil �re occurs in the
next twelve months then it will result in major damage to an engine room;

2. alternatively, I might be o�ered a form of `gamble'. This requires that I select a token at
random from a jar. This jar contains N tokens that are marked to denote that there is no
serious damage to an engine room during the next twelve months. The remaining 100-N tokens
are marked to denote that there is such an incident.

I will prefer option (2) if every token indicates that engine rooms remain undamaged, i.e. N=100.
Conversely, I will prefer option (1) if every token indicates the opposite outcome, i.e. N=0. This
requires additional explanation. Recall from option (1) that engine room damage will occur if there
is a lube oil �re. In option (2), if N=0 then there is a certainty that engine room damage will occur.
This explains the preference for (1), the individual makes a subjective assessment of the likelihood
of the lube �re and then must trade this o� against the potential for there not to be engine room
damage in (2). There will, therefore, be a value of N for which the two situations are equally
attractive. At such a position of indi�erence, N

100
is my estimate of the probability that a lube oil

�re will cause serious damage to an engine room in the next year. Jensen notes that \for subjective
probabilities de�ned through such ball drawing gambles the fundamental rule can also be proved"
[398]. This fundamental rule is given by formula (11.15) that provided the foundation for Bayes'
theorem (11.18).

A number of problems a�ect the use of subjective probabilities. An individuals' preference
between the two previous options is not simply determined by their subjective estimate of the
probability of a lube oil �re. It can also be a�ected by their attitudes towards risk and uncertainty.
For example, one person might view that a 20% chance of avoiding engine room damage is an
attractive gamble. They might, therefore, be willing to accept N=20. Another individual might be
very unwilling to accept this same gamble and might, therefore, prefer option (1). These di�erences
need say very little about the individual's view of the exact likelihood of a lube �re resulting in major
engine room damage. In contrast, it may reveal more about their attitude to uncertainty. The �rst
individual may choose the gamble because they have more information about the likelihood of engine
room damage than they do about the lube �re in (1). Individual preferences are also a�ected by
attitude to risk [689]. Experimental evidence has shown that di�erent individuals associate very
di�erent levels of utility or value to particular probabilities. A risk adverse individual might view
a 20% gamble as a very unattractive option whereas a risk preferring individual might be more
inclined to accept the risk given the potential rewards.

In spite of the problems if deriving both frequentist and subjective probabilities, Bayesian infer-
ence has been used to reason about the dependability of hardware [86, 294] and software systems
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[497]. In particular, a growing number of researchers have begun to apply Bayesian Networks as a
means of representing probabilistic notions of causation. it is based around the concepts on con-
tingent probability that, as we have seen, can also arguably be used to provide insights into the
likelihood of certain causes. Figure 11.18 presents a Bayesian network model for one aspect of the
Nanticoke incident. Investigators initially observed horizontal soot patterns on top of valve covers
4, 5 and 6 and a shadowing on the aft surfaces of these structures. These observations indicate
that the �re originated on the port side of the engine, forward of cylinder head number 1. These
e�ects might have been caused by a �re fed from one of two potential sources. This is indicated
in Figure 11.18 by the two arrows pointing into the node labelled horizontal soot patterns.... The
arrows point from a cause towards the e�ect. The + symbols indicate the cause makes the e�ect
more likely. Conversely, a barrier might be labelled by a - symbol if it made an e�ect less likely.
As can be seen, the two potential causes of the horizontal soot patterns include a lube oil leak from
under that valve cover near cylinder head number 6. These e�ects might also have been caused by
a fuel oil leak from one of the �lters. Further investigations reveal that the valve covers were in tact
and in place after the �re. This increases the certainty that the �re started from a �lter leak rather
than a lube oil leak under the valve covers. Another way of looking at Figure 11.18 is to argue that
leaks from either the �lter or from lube oil are consistent with the horizontal soot patterns. Only a
fuel oil leak from the �lter is consistent with the valve covers being in tact after the �re.

Figure 11.18: Bayesian Network Model for the Nanticoke Fuel Source

Before continuing to apply Bayesian networks to support our causal analysis of the Nanticoke
incident, it is important to observe that some authors have argued that these diagrams must not
be used as causal models. In contrast, they should only be used to model the manner in which
information propagates between events. This caution stems from doubts over methods that enable
investigators to move from conditional probabilities to their `inverse' likelihoods, mentioned in pre-
vious paragraphs [200]. This point of view also implies further constraints on the use of Bayesian
networks. For instance, it is important not to model interfering actions within a network of in-
formation propagation. Jensen provides a more complete introduction to these potential pitfalls
[398].

�lter �re : �lter �re
valve covers ok 1 0.98
: valve covers ok 0 0.02

Table 11.12: Conditional Probabilities for the Bayesian Analysis of the Nanticoke Incident (1)

The quantitative analysis of Figure 11.18 begins with either a frequentist or subjective estimate of
the likelihood of each cause. Recall that Pr(�lter �re j C ) = 0:02 and that Pr(lube �re j C ) = 0:01.
We can use these prior probabilities and the information contained in Figure 11.18 to derive the
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conditional probabilities for P(�lter �re j valve covers ok). These are shown in Figure 11.12. If we
know that there was a �lter �re then it is certain that the valves would be in tact, this represents a
simplifying assumption that can be revised in subsequent analysis. If there was not a �lter �re then
there is a 0.98 probability that the valves would be in tact but a 0.02 probability that they would
not. The conditional probabilities shown in Figure 11.12 are represented in matrix form throughout
the remainder of this analysis. We can calculate the prior probability that the valve covers are in
tact using formula (11.15:

Pr(valve covers ok j �lter �re):Pr(�lter �re) =

Pr(valve covers ok ^ �lter �re) (11.29)

The following calculation introduces the conditional probabilities in Figure 11.12.

Pr(valve covers ok ^ �lter �re)

=

�
1:0x0:98 0:98x0:02
0:0x0:98 0:02x0:02

�
(11.30)

=

�
0:98 0:0196
0:0 0:0004

�
(11.31)

In order to derive the prior probability Pr(valve covers ok) from Pr(valve covers ok ^�lter �re) we
have to use a procedure called marginalisation. This is characterised as follows:

Pr(A) =
X
B

Pr(A;B) (11.32)

This can be applied to the matrix in (11.31) to derive Pr(valve covers ok) = (0:9996; 0:0004). In
other words the prior probability that the valve covers are in tact is just over 99%. Jensen pro-
vides more details on both the theoretical underpinning and the practical application of Bayesian
networks [398]. The key point is that the underlying calculus provides investigators with a sophisti-
cated analytical toolkit that can be used to supplement the less formal reasoning supported by the
Bayesian network illustrated in Figure 11.18. The calculus can be used to derive prior and contingent
probabilities depending on the nature of the information that is provided. Unfortunately, as can
be seen from the preceding example, that application of these techniques can be complicated even
for specialists who have considerable expertise in Bayesian analysis. For this reason, most practical
applications of the approach rely upon the support of automated tools such as Hugin [399]. The
previous calculations also relied upon the adaptation of models that were �rst developed to support
medical diagnosis. This introduces the possibility that errors may have been introduced into the
calculations as a result of attempting to reformulate the models to yield particular insights into the
Nantcoke case study.

To summarise, the �nal two sections of this chapter have looked beyond the well-understood
deterministic models of causation that have been embodied within incident and accident analysis
techniques. The intention has been to determine whether investigators might bene�t from recent
developments in the theory and application of probabilistic models of causation. We have seen
how this area promises many potential bene�ts. For example, the partition model and Baysian
approaches can deal with the uncertainty that characterises the initial stages of an investigation.
The importance of this should not be underestimated. Given the increasing complexity and coupling
of modern, safety-critical systems, it is inevitable that investigators will �nd it more and more
diÆcult to determine a unique cause for many adverse incidents. The Rand report into the National
Transportation Safety Board (NTSB) repeatedly points to the increasing length of time that must
be spent before analysts can identify the causes of many recent failures [482].

It is diÆcult to assess the true potential of these techniques because they have not been widely
applied to support the causal analysis of adverse occurrences. In their current form there is little
chance that they will be accessible to many investigators. Tool support must be provided. Methods
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and procedures must also be developed to help investigators learn how to apply these techniques
without necessarily requiring a full understanding of the underlying theories that support the analy-
sis. The use of Why-Because graphs as a central feature of WBA provides a useful prototype in this
respect. The previous analysis has, however, identi�ed several key issues that must be addressed
before these more applied techniques will yield tangible bene�ts. In particular, there must be some
means of assessing prior probabilities if investigators are to exploit Bayesian techniques for analysing
causality through contingent probabilities. Dembski summarises this argument as follows:

\Bayesian conceptions of probability invariably face the problem of how to assign
prior probabilities. Only in special cases can prior probabilities be assigned with any
degree of con�dence (e.g., medical tests). so long as the priors remain suspect, so does
any application of bayes' theorem. On the other hand, when the priors are well-de�ned,
Bayes' theorem works just �ne, as does the Bayesian conception of probability. To sum
up then, there is no magic bullet for assigning probabilities" [200]

There may not be any general-purpose magic bullet but the previous pages have, at least, identi�ed
two potential solutions that might work as a means of assigning priors within the specialist domain
of incident investigation. Firstly, we have shown how subjective probabilities can be derived using
the lottery-based procedures of Von Neumann and Morgenstern [626] or of March and Simon [513].
In general these are diÆcult to apply because individual attitudes to risk make it diÆcult to inter-
pret the expressed preferences that support inferences about subjective probabilities. We are not,
however, dealing with a general population. Investigators are, typically, trained in the fundamen-
tals of reliability and risk assessment. There is some prospect, therefore, that this method might
yield better results than the more general studies of decision making under conditions of economic
uncertainty.

The second, perhaps obvious, point is that we are not attempting to assign prior probabilities
with complete ignorance about the nature of previous failures. In many ways, the entire purpose
of an incident reporting system is to provide precise the sorts of quantitative information that is
necessary in order to calculate the prior of Bayesian inference! It is paradoxical, therefore, to deny
the usefulness of this data in a book that is devoted to the potential bene�ts of incident reporting.
Unfortunately, as we have seen, we cannot trust the statistics that are extracted from national and
international systems. Previous chapters have cited various estimates for the under-reporting of
adverse occurrences. For instance, the Royal College of Anaesthetists estimates that only 30% of
adverse medical incidents are voluntarily reported [715], Barach and Small estimate that this �gure
lies somewhere between 50 and 95% [66]. Chapters 5 and 15 describe techniques that can be used
to assess the extent of this problem. For example, workplace monitoring can be used to identify the
proportion of adverse incidents that occur within a given time period in a representative team. The
results of this analysis can then be compared with incident submission rates by a similar workgroup.
This is not a panacea. Even if we can assess the contribution rate within a reporting system, there
is still no guarantee that we can trust the data that has been gathered about an incident. Consider
the Nanticoke case study, if we wanted to gather data about the prior probability of fuel from a �lter
being involved in a �re, we would have to be sure that previous incidents were correctly analysed
and indexed to indicate that this had indeed been a factor in previous incidents. The reliability of
data about prior probabilities would be compromised if other investigators incorrectly diagnosed an
incident as a �lter �re when it was not. It data would also yield incorrect priors if investigators
failed to diagnose this fuel source when it had contributed to an incident. Chapter 15 describes a
statistical technique that can be used to identify and correct for these potential biases. For now it
is suÆcient to observe that this approach will only work if investigators have already performed a
causal analysis of previous incidents. From this it follows that the application of Bayesian techniques
may ultimately depend upon and support the use of more deterministic analysis.

11.4 Comparisons

Previous sections have reviewed a number of di�erent techniques that can be used to support the
causal analysis of safety-critical incidents. The diversity of these techniques makes it important that
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investigators and their managers have some means of assessing the support o�ered by these di�erent
approaches. Unfortunately, a range of practical, theoretical and also ethical issues complicate any
attempt to perform comparative evaluations of causal analysis techniques:

� the costs of learning new techniques. Considerable training is required before investigators
can apply some of the causal analysis techniques that we have considered. A signi�cant level
of investment would be needed to sponsor the evaluation of mathematical approaches unless
investigators already had an appropriate training in the use of logic or of statistical reasoning.
Similarly, it is diÆcult not to underestimate the problems associated with the independent
application of Tier Analysis. Previous sections have emphasised the political and social pres-
sures that a�ect the attribution of root causes to di�erent levels within complex commercial
organisations. Any investment in the evaluation of these techniques would carry the signi�cant
risk that they might not bene�ts the sponsoring organisation.

� the costs of applying new techniques. The investment that is required in order to train investi-
gators to use particular analysis techniques must be supplemented to meet the costs associated
with applying those techniques. This book has argued that computer-controlled automation
supports increasingly complex application processes [675]. At the same time, incident inves-
tigations have been further complicated by the increasing appreciation that organisational,
technical and human factors contribute to the causes of many `failures'. These two in
uences
have complicated the tasks associated with incident investigation. They are taking longer to
complete and increasingly require the participation of multidisciplinary teams of investigators
[482]. These increasing costs have not, to date, justi�ed the allocation of resources to determine
whether certain causal analysis techniques help to control the overall expenditure on incident
investigations.

� practice e�ects and the problems of fatigue. Empirical test-retest procedures provide means of
reducing the costs associated with the `live' use of analysis techniques within multidisciplinary
investigation teams. Investigators are presented with an example of a causal analysis tech-
nique being applied to a particular case study incident. The relative merits of that particular
technique are assessed by asking investigators to answer comprehension questions, to complete
attitude statements about the perceived merits of the approach and by timing investigators
during these various tasks. The same procedure is then, typically, repeated for a number of
further causal analysis techniques after a short break. This creates several experimental prob-
lems. For example, investigators can use the insights that were gathered from the �rst analysis
technique to help answer questions about the second. One would, therefore, expect that the
quality of the analysis might improve. On the other hand, investigators will also su�er from
increasing fatigue as the evaluation proceeds. This, in turn, will impair their performance.
These practice and fatigue e�ects can be addressed by counter-balancing. Di�erent analysis
techniques are applied in a di�erent order by di�erent investigators. One group might be
presented with a STEP analysis and then a MORT analysis. This order would be reversed
for another group. Such studies do not, however, provide any insights into the application of
particular techniques over prolonger periods of time.

� the problems of assessing learning e�ects. The test-retest procedures, described in the previous
paragraph, do not provide information about the long-term support that may be provided
by a causal analysis technique. There studies also often yield subjective results that are
strongly in favour of techniques that are similar to those which investigators are already familiar
with. These potential biases create many problems. For instance, the results of a test-retest
validation may simply indicate `super�cial' preferences based on a brief exposure to a relatively
simple case study. These results may not be replicated if investigators actually had to apply
a technique during a `live' investigation. For example, we have described the results of an
evaluation conducted using o�-shore oil workers in which techniques that achieved the lowest
subjective satisfaction ratings also yielded the highest comprehension and analysis scores [403]!
Similarly, innovative techniques can often be undervalued if they provide signi�cant long-term
bene�ts that are not readily apparent during a cursory inspection.
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� the diÆculty of �nding `realistic' examples. Test-retest techniques reduce the costs associated
with the validation of causal analysis techniques. The investment associated with training
investigators is avoided because they, typically, are not required to apply the techniques them-
selves. The costs associated with applying the technique are, therefore, also avoided. Investi-
gators are only committed to an initial assessment of existing case studies. This raises further
concerns. In particular, the choice of case study may in
uence the investigators' responses.
This is a signi�cant issue because, as we have seen, techniques that focus on the manage-
rial and organisational causes of failure may provide few insights into the failure of technical
barriers. The test-retest procedure must, therefore, be replicated with several di�erent case
studies to provide a representative sample of the potential incidents that must be addressed.
This, in turn, raises concerns that the individual preparing the case studies may also introduce
potential biases that re
ect their own experience in applying particular techniques. Some of
these problems are addressed by accepting the costs associated with longitudinal studies of in-
vestigators applying causal analysis techniques. Given that high-consequence incidents will be
rare events, even this approach provides no guarantee that investigators will meet a suÆcient
range of potential failures.

� the diÆculty of ensuring the participation of investigators. Many of the previous problems
relate to the diÆculty of identifying an appropriate experimental procedure that can be used
to support comparisons between causal analysis techniques. These issues often play a secondary
role to the practical diÆculties that are associated with ensuring the `enthusiastic' participation
of investigators in these studies. As we have seen, investigatory `methodologies' are often
intended to improve the accuracy of investigations by imposing standard techniques [73]. They
constrain an individual's actions in response to a particular incident. It is, therefore, essential
that to encourage the support and participation of investigators in the evaluation process.
Any technique that under-values the existing skill and expertise of investigation teams is
unlikely to be accepted. Similarly, the techniques that are being assessed must be adequately
supported by necessary training material that is pitched at a level that can be understood by
its potential users. Above all, the comparative evaluation of a causal analysis technique must
not be misinterpreted as a comparative evaluation of incident investigators.

� the ethical issues that stem from studying the causal analysis of incidents. We have been in-
volved in several studies that have performed empirical comparisons of di�erent causal analysis
techniques. These evaluations often raise a host of ethical questions for the organisations that
are involved. If new techniques are introduced for a trial period then many industries require
that these approaches should at least be as `good' as existing approaches. This creates an
impasse because such reassurances cannot be o�ered until after the evaluation has been con-
ducted. This often forces investigators to continue to apply existing techniques at the same
time as a more innovative technique is being trialed. At �rst sight, this replicated approach
seems to o�er many bene�ts. Investigators can compare the results that are obtained from
each technique. It can, however, lead to more complex ethical issues. For instance, the ap-
plication of novel causal analysis techniques can help to identify causal factors that had not
previously been considered. In extreme cases, it may directly contradict the �ndings of the
existing technique. Under such circumstances, it can be diÆcult to ignore the insights pro-
vided by the approach when the consequences might be to jeopardise the future safety of an
application process.

The following pages build on this analysis. They provide a brief summary of several notable attempts
that have been made to evaluate the utility of causal analysis techniques. As will be seen, the
individuals and groups who have conducted these pioneering studies often describe them as `�rst
steps' or `approximations' to more sustained validation exercises.

11.4.1 Bottom-Up Case Studies

Di�erent causal analysis techniques o�er di�erent level of support for the analysis of di�erent causal
factors. For instance, MORT provides considerable support for the analysis of managerial and
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organisational failure. In contrast, early versions of this technique arguably lack necessary guidance
for the technical analysis of hardware and software failures. In contrast, ECF analysis lacks any
causal focus and, therefore, o�ers a broader scope. We have seen, however, that investigators
must recruit supplementary tier analysis and non-compliance analysis to focus on particular human
factors, managerial and organisational causes of an incident.

It is important to emphasise that the scope of causal analysis techniques is not static. Van Vuuren
perceives a cycle in di�erent industries [844]. A focus on individual blame and on isolated forms of
equipment failure leads on to a focus on the organisational causes of incidents: This change in focus
has altered the `status quo' of safety related research and led to a number of innovative tools for
causal analysis, including Tripod and PRISMA. Unfortunately, there has been a tendency for some
organisations to accept that organisational failure is the end point in this process. In this Whig
interpretation, accident and incident investigation has culminated in an acceptance of `systemic'
failure as the primary cause of incident investigation. Causal analysis techniques that identify the
organisational precursors to systemic failures must, therefore, be chosen over those that focus more
narrowly on the technical and human factors causes of incidents and accidents.

This argument raises a number of concerns. Firstly, it is unlikely that our view of incidents
and accidents will remain unchanged over the next decade. The increasing development of incident
reporting systems is likely to provide us with access to failure data on a scale that has never before
been possible. In particular, the computer-based tools that are described in Chapter 15 already
enable investigators to search through millions of reports to identify trends and causal factors that
were not anticipated from the exhaustive, manual analysis of local data sources [410]. The current
focus on organisational and managerial issues may, therefore, be superceded as we learn more about
the causes of failure. Secondly, the focus on organisational issues is not an end in itself. We know
remarkably little about the organisational and managerial causes of failure [444, 701, 839]. From this
it follows that current techniques that speci�cally address these issues may actually fail to identify
important causal factors. Indeed, many of this new generation of techniques have been attacked
as premature. Researchers have pointed to particular theoretical weaknesses that are perceived to
create practical problems for the investigators who must apply them:

\The distinction between active and latent failure is the most important one in order
to understand the di�erence in impact of di�erent kinds of human failure. However, in
his discussion Reason only focuses on the human contributions at di�erent stages during
accident causation, without providing insight into whether these human contributions
result in technical, human or organisational problems. The eleven General Failure Types
that are listed for Tripod are... a combination of technical, human and organisational
factors, and are also a combination of causes/symptoms and root causes. For example,
hardware problems are likely to be caused by incorrect design and the category organisa-
tion refers to failures that can cause problems in communication, goal setting, etc. This
might be acceptable for an audit tool, however, it is not for incident analysis. Although
claiming to focus on management decisions, no de�nition of management or organisa-
tional failure is provided. The lack of knowledge of how to model organisational failure in
the area of safety related research states the importance of a bottom-up approach, using
empirical incident data as a main input for new models and theories to be developed."
[844]

These criticisms undervalue the pioneering role that Tripod played in re-focusing attention on the
managerial and organisational factors that compromise barriers and create the context for latent
failures. Van Vuuren does, however, make an important point when he urges that any evaluation
of incident investigation techniques should be based on empirical data, derived from bottom-up
investigations. He exploited this approach to assess the utility of the PRISMA technique. A series
of case studies were conducted to demonstrate that this approach might support the causal analysis of
incidents in a wide range of di�erent domains. He also sought to validate PRISMA by applying it to
di�erent case studies within the same domain. For instance, he developed variants of the Eindhoven
Classi�cation Model to analyse incidents reported in the steel industry. He began by looking at coke
production. Coke is a solid substance that remains after gases have been extracted from coal and is
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primarily used as fuel for blast furnaces. The company that he studied had an annual production
of approximately �ve million tons of pig-iron. This required more than two million tons of coke
from two di�erent plants. His study focussed on one of these plants which employed 300 people in
a `traditional hierarchical organisation'. His study of �fty-two incidents revealed the distribution of
causal factors illustrated in Table 11.13. The coke plant lies at the beginning of the steel making
process. It provides fuel for the blast furnaces that produce pig-iron. He, therefore, conducted a
second case study involving a plant that transformed pig-iron from the blast furnaces into steel.
Table 11.14 presents the causal classi�cation that was obtained for twenty-six incidents that were
analysed using PRISMA in this second case study.

Organisational Technical Human Unclassi�able Total
No. of
root causes

111 67 126 13 317

Percentage 35% 21% 40% 4% 100%

Table 11.13: Distribution of root causes in Coke Production [844]

Organisational Technical Human Unclassi�able Total
No. of
root causes

73 46 57 5 181

Percentage 40% 25% 32% 3% 100%

Table 11.14: Distribution of root causes in Steel Production [844]

As mentioned, Van Vuuren was anxious to determine whether PRISMA could be successfully
applied to a range of di�erent domains. He, therefore, studied that application of the technique
within both an Accident and Emergency and an Anaesthesia department. These di�erent areas
within the same healthcare organisation raised di�erent issues in the application of a causal analysis
technique. The work of the Accident and Emergency department 
uctuated from hour to hour
and was mainly sta�ed by junior doctors. In contrast, the Anaesthesia department provided well-
planned and highly technical working conditions. It was mainly run by experienced anaesthetists.
The insights gained from applying PRISMA within these institutions were also compared from its
application in an institution for the case of the mentally ill. This institution had experienced nine
incidents over a twelve month period that resulted in the death of eight of their residents and one
near miss where the resident involved could barely be saved from drowning in the swimming pool at
the institution. The direct causes of death varied between three cases of asphyxiation, three traÆc
accidents outside the main location of the institution and two drownings while taking a bath. The
results of the causal analysis are summarised in Table 11.15.

Organisational Technical Human Patient
related

Unclassi�able Total

No. of
root causes

29 3 24 11 4 71

Percentage 41% 4% 34% 15% 6% 100%

Table 11.15: Distribution of root causes in Mental Health Study [844]

Van Vuuren's work is important because it illustrates the use of a bottom-up approach to the val-
idation of causal analysis techniques [844]. He provides direct, �rst-hand insights into the strengths
and weaknesses of the PRISMA approach in a range of di�erent application domains. This approach
can be contrasted with the highly-theoretical comparisons that have been made by the proponents
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of other techniques. Unfortunately, the Van Vuuren's results cannot easily be applied to guide any
decision between the di�erent techniques that have been introduced in previous paragraphs. We
simply lack the necessary data to make such a comparison. Techniques such as MORT have been
widely applied in a range of di�erent industries but there have been few recent attempts to sys-
tematically collate and publish the experience gained from the application of this approach. Other
techniques, such as WBA and the statistical partition approaches, are relatively new and have only
been validated against a small number of incidents and accidents.

Van Vuuren's approach is also limited as a basis for comparisons between causal analysis tech-
niques. He was involved in the analysis of the case studies. It can, therefore, be diÆcult to assess
how important his interventions were in the adoption and adaptation of the PRISMA technique. It
must also be recognised that the case studies were not simply intended to provide insights into the
relative utility of this approach compared to other causal analysis techniques. As can be seen, the
results in Table 11.13, 11.14 and 11.15 provide no insights into how easy or diÆcult it was to apply
PRISMA. Nor do they suggest that the �ndings of one investigation would be consistent with those
of a previous study of the same incident. Van Vuuren was not primarily interested in the criteria
that make one causal analysis technique `better' than another. The primary motive was to learn
more about the nature of organisation failure in several di�erent industries. In contrast, Benner has
applied a set of requirements to assess the utility of a wide range of investigatory methodologies.

11.4.2 Top-Down Criteria

The previous paragraphs have illustrated the diverse range of of causal analysis techniques that
might be recruited to support incident investigation. This diversity is also re
ected within inves-
tigatory organisations. Benner conducted a pioneering study into the practices of seventeen US
Federal agencies: Consumer Product Safety Commission; Department of Agriculture; Department
of the Air Force; Department of the Army; Department of Energy; Department of Labour; Mine
Safety and Health Administration - Department of Labour; Occupational Safety and Health Admin-
istration (OSHA); Coast Guard; Department of Transportation; Federal Highways Administration
- Department of Transportation; General Services Administration; Library of Congress; NASA; Na-
tional Institute of Occupational Safety and Health; NTSB; Navy Department; Nuclear Regulatory
Commission; National Materials Advisory Board - Panel on Grain Elevator Explosions [73]. He iden-
ti�ed fourteen di�erent accident models: the event process model, the energy 
ow process model,
fault tree model; Haddon matrix model; all-cause model; mathematical models; abnormality models;
personal models; epidemiological models; pentagon explosion model; stochastic variable model; vio-
lations model; single event and cause factors and a chain of events model. The term `accident model'
was used to refer to \the perceived nature of the accident phenomenon". Benner reports that these
models were often implicit within the policies and publications of the organisations that he studied.
He, therefore, had to exploit a broad range of analytical techniques to identify the investigators'
and managers' views about the nature of accidents and incidents. Benner's study also revealed that
these di�erent models supported seventeen di�erent investigation methodologies: event analysis;
MORT; Fault Tree Analysis; NTSB board and inter-organisational study groups; Gannt charting;
inter-organisational multidisciplinary groups; personal judgement; investigator board with intraor-
ganisational groups; Baker police systems; epidemiological techniques; Kipling's what, when, who,
where, why and how; statistical data gathering; compliance inspection; closed-end-
owcharts; �nd
chain of events; fact-�nding and legal approach; `complete the forms'. The term `accident method-
ology' refers to \the system of concepts, principles and procedures for investigating accidents" [73].

Benner's �ndings have a number of important consequences. He argues that the choice of acci-
dent methodology may determine an organisation's accident model. For instance, the application
of the MORT technique would naturally lead to a focus on managerial issues. The use of Gannt
charts would, similarly, suggest an accident model that centres on processes and events. Benner
also observed the opposite e�ect; accident models can predispose organisations towards particular
methodologies. An enthusiasm for epidemiological models leads to the development and applica-
tion of an epidemiological methodology. He also identi�es a third scenario in which an analysis
method determines the accident model and investigation methodology but neither the model nor
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the investigatory methodology particularly in
uences each other. One interpretation of this might
be situations in which organisations enthusiastically impose analytical techniques upon their inves-
tigators without considering whether those techniques are widely accepted as being consistent with
the investigators' perception of an accident or incident.

A number of objections can be raised both the Benner's approach and to his analysis. For
example, he used interviews to extract implicit views about models and methodologies. The �ndings
of these meetings were supported by an analysis of documents and statutes. Previous sections in
this book have enumerated the many di�erent biases that can make it diÆcult to interpret these
forms of evidence. Conversely, this distinction between model and methodology can become very
blurred. The relatively broad de�nition of the term `methodology' seems to imply that it contains
elements of an accident model. The relationship between these two concepts is discussed but it is
not the focus of Benner's work [73]. His investigation looks beyond the causal analysis that is the
focus for this chapter, however, this work does identify a number of general problems:

\Little guidance exists in the accident investigation �eld to help managers or investi-
gators choose the best available accident models and accident investigation methodologies
for their investigation... No comprehensive lists of choices, criteria for the evaluation or
selection, or measures of performance (have) emerged to help accident investigators or
managers choose the \best" accident model and investigative methodology." [73]

In order to address this problem, Benner proposed a series of criteria that might be used to guide
a comparative evaluation of both accident models and their associated methodologies. A three
point rating scheme was applied in which 0 was awarded if the model/methodology was not likely to
satisfy the criterion because of some inherent shortcoming, 1 was awarded if the model/methodology
could satisfy the criterion with some modi�cation and 2 indicated that the model/methodology was
likely to satisfy the criterion. Benner applied this scheme without any weightings to di�erentiate
the relative importance of di�erent criteria. He also acknowledges that the procedure was 
awed
\undoubtedly, ratings contained some author bias". The contribution of this work, arguably, rests
on criteria that helped to guide his evaluation of accident models and methodologies.

The following list summarises Benner's conditions for models that re
ect the perceived nature of
accident phenomena. As will be seen, these criteria cannot be directly applied to assess the relative
merits of causal analysis techniques. Most of the requirements support reconstructive modelling
and simulation. Benner's methodological requirements have greater relevance for the content of this
chapter. The model criteria are presented here, however, for the sake of completeness. This also
provides an overview of Benner's more general comparison of investigatory techniques. It should be
noted that we have redrafted some of the following criteria to re
ect our focus on incident analysis
rather than accident investigations:

1. realistic. This criteria focuses on the expressiveness of an incident model. Benner argues that
it must capture the sequential and concurrent aspects of an adverse occurrence. It must also
capture the `risk-taking' nature of work processes.

2. de�nitive. Any model must describe the information sources that must be safe-guarded and
examined in the aftermath of an incident. Ideally, the model must be composed from `de�nitive
descriptive building blocks' that enable investigators to set more focussed objectives during
the investigatory process.

3. satisfying. The model must �t well with the investigatory agency's wider objectives, including
any statutory obligations. It should not compromise the agencies `credibility' or the technical
quality of its work.

4. comprehensive. The model must capture both the initiating events and the consequences
of an incident. It must capture all signi�cant events. It must avoid ambiguity or gaps in
understanding.

5. disciplining. The incident model must provide a rigorous framework that both directs and
helpts to synchronise the activities of individual investigators. It should also provide a structure
for the validation of their work.
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6. consistent. This criterion urges that the incident model must be `theoretically consistent' with
the investigatory agencies safety program.

7. direct. The model must help investigators to identify corrective actions that can be applied
in a prompt and e�ective manner. It should not be necessary to construct lengthy narrative
histories before an immediate response can be coordinated.

8. functional. Accident models must be linked to the performance of worker tasks and to work-

ows. It should enable others to see how the performance of these tasks contributed to,
mitigated or exacerbated the consequences of incident.

9. noncausal. \Models must be free of incident cause or causal factor concepts, addressing instead
full descriptions of incident phenomenon, showing interactions among all parties and things
rather than oversimpli�cation; models must avoid technically unsupportable fault �nding and
placing of blame" [73].

10. visible. Models must help people to see relevant aspects of an incident. This should include
interactions between individuals and systems. These representations must be accessible to
investigators and to members of the general public who may themselves be `victims' of an
incident.

These criteria illustrate the way in which Benner's accident or incident models can be seen as models
or templates for the incident reconstructions that have been described, for instance, in Chapters 8
and 10. The recommendation that models must capture the `initiating events and the consequences
of an incident' was a recurring theme of the earlier sections in this book. There are, however, some
important di�erences between the approach developed in his paper and the perspective adopted
in this book. For instance, Benner's criteria intend that accident models should be `noncausal'. In
contrast, we have argued that investigators cannot avoid forming initial hypotheses about the causes
of an incident during the early stages of an investigation. Investigators must be encouraged to revise
these working hypotheses as their work develops [850].

Benner's concept of an accident or incident model helps to determine what investigators consider
to be relevant when analysing a particular `failure'. In consequence although his model requirements
focus on primary and secondary investigations, they indirectly determine the information that will
be available to any causal analysis. In addition to the model criteria, list above, Benner proposes
the following list of methodological requirements:

1. encouragement. This criteria argues that methodologies must encourage the participation of
di�erent parties a�ected by an investigation. Individual views must also be recognised and
protected within such an approach.

2. independence. It is also important that methodologies should avoid `blame'. The role of
management, supervisors, employees must be recognised within the methodology.

3. initiatives. Personal initiatives must also be supported. It should produce evidence about
previous failures that promotes intervention and shows what is needed to control future risks
in the workplace.

4. discovery. Methodologies must support the timely discovery of information about an incident.
It should also be clear when the discovery of such information may be delayed until a credible
sample has been established or until \causality requirements are met" [73].

5. competence. This criteria argues that methodologies must leverage employees' competence.
For example, it should be supported by training. This, in turn, should support the detection,
diagnosis, control and mitigation of risk.

6. standards. Methodologies must provide credible and persuasive evidence for setting or re-
inforcing safety standards. It must also enable investigators to document and monitor the
e�ectiveness of those standards over time.
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7. enforcement. This criteria is intended to help ensure that a methodology can be used to
identify potential violations. The methodology must explore deviations from expected norms.
Compliance problems must be identi�ed.

8. regional responsibility. In the US context, methodologies must help individual States to en-
sure that incident reports provide consistent and reliable accounts of accidents and incidents.
More generally, methodologies must identify the role that regional organisations can play in
identifying safety objectives from individual reports.

9. accuracy. Methodologies must validate the products of an investigatory process. It must assess
the technical `completeness, validity, logic and relevance' of these outputs.

10. closed loop. Methodologies must close the loop with design practices. Previous risk assessments
often contain information about anticipated failure modes. These can be assessed against what
actually did happen during an incident. In turn, future safety assessments can be informed by
the results of previous investigations.

Benner identi�ed the personal bias that a�ected his analysis. The detailed scores from his investiga-
tion are, therefore, less interesting than the criteria that drove the evaluation. In passing, it is worth
noting that models which tended to represent accidents as processes were rated most highly accord-
ing to the criteria listed above. These included the event process model and the energy 
ow process
model. Elements of both of these techniques were incorporated into Benner's work on P-Theory and
the STEP method mentioned previously. MORT was also ranked in the top three places according
to these criteria. Similar �ndings were reported for the methodologies that were examined. Events
analysis was rated most highly. MORT was ranked in second place assuming that it incorporated
the ECF extensions described in Chapter 10 [430].

Many of the techniques that were assessed by Benner continue to have a profound impact upon
existing investigatory practice. For instance, MORT is still advocated as a primary analysis technique
by the US Department of Energy almost two decades after it was originally developed. Many
aspects of accident and incident investigation have, however, changed since Benner �rst published his
analysis. In particular, there has been a growing recognition of the organisational causes of adverse
occurrences [701]. Software related failures also play a more signi�cant role in many investigations
[411]. The following paragraphs, therefore, use Benner's criteria to structure an evaluation of the
causal analysis techniques that have been presented in previous pages.

Encouragement

This criteria was intended to ensure that methodologies encourage participation in an investigation.
It is diÆcult, however, for many people to follow the detailed application of some causal techniques
that have been presented in this chapter. This might act as a disincentive to participation during
certain stages of a causal analysis. For instance, it can be hard to follow some of the statistical tech-
niques if people are unfamiliar with their mathematical underpinnings. Similarly, the Explanatory
Logic that supports WBA can be diÆcult to communicate to those without a training in formal
logic. Fortunately, the proponents of mathematical techniques for causal analysis have recognised
these objections. WBA is supported by a diagrammatic form that provides important bene�ts for
the validation of any proof. Similarly, individuals can participate in the application of Bayesian tech-
niques, for instance through the procedures of subjective risk assessment, without understanding all
of the formulae that an investigator may employ during the more �nal aspects of the analysis.

These communications issues also reveal tensions within Benner's criteria. Mathematically-based
techniques, typically, bene�t from well-de�ned syntax and semantics. They provide proof rules that
o�er objective means of establishing the completeness and consistency of an analysis. These strengths
support the accuracy criteria, assessed below, but are achieved at the expense of potentially discour-
aging some participation in the application of the analysis techniques. Conversely, the accessibility
of Tripod, of ECF, MES and of STEP all encourage wider participation in the analysis. There is,
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however, a strong subjective component to the forms of analysis that are supported by these tech-
niques. There is also a danger that participation without strong managerial control can compromise
the �ndings of any analysis.

Independence

This criterion is intended to ensure that any methodology addresses the `full scope' of an incident.
It should consider the role of management, supervisors and employees without connotations of guilt
or blame. Some techniques, including Tier analysis and MORT, provide explicit encouragement for
investigators to consider these di�erent aspects of an incident. As we have seen, however, there
is a strong contrast between causal analysis techniques that o�er checklist support and those that
expect investigators to scope their analysis. It would be perfectly possible to apply tier analysis
to an incident but for the analyst to overlook a particular sections of a management structure. In
contrast, the MORT diagram provides explicit guidance on the roles that contribute to an incident
or accident. The diÆculty with this approach is that it can be diÆcult for analysts to match the
details of a particular situation to the pre-de�ned scope in a checklist-based approach.

This criteria introduces further tensions between the Benner criteria. For example, techniques
that encourage an independent assessment of the various contributions to an incident and accident
can also lead to the tensions and con
ict that discourage widespread participation. Many analysis
techniques almost inevitably create con
ict as a by-product of their application within the investiga-
tory process. For instance, there are many reasons why non-compliance analysis creates resentment.
It gains its analytical purchase from the observation that many incidents and accidents stem from in-
dividual and team-based `failures' to follow recognised standards. Chapter 3 has also explained how
observations in the health care and aviation domains have shown that operators routinely violate
the myriad of minor regulations that govern their working lives. These violations do not have any
apparent adverse consequences and often help individuals to optimise their behaviour to particular
aspects of their working environments. In extreme examples, they may even be necessary to pre-
serve the safety of an application process. Non-compliance analysis should reveal these violations.
Investigators must, therefore, be careful to pitch their recommendations at a level that is intended
to achieve the greatest safety improvements without unnecessarily alienating other participants in
the investigatory process. Other causal analysis techniques raise similar issues. For example, Tier
analysis is unlikely to promote harmony. Investigators successively associate root causes with higher
and higher levels within an organisation. As mentioned, this encourages the independent analysis
of the many di�erent parties who can contribute to an adverse occurrence. However, it can lead to
strong feelings of guilt, blame and anxiety as root causes are successively associated with particular
levels in a management structure.

Initiatives

This criterion is intended to ensure that any accident or incident methodologies provide adequate
evidence to encourage the focussed actions that address risks in a speci�c workplace. The previous
sections in this book have not explicitly considered the means by which such recommendations for ac-
tion can be derived from the products of any causal analysis. This is the central topic of Chapter 12.
We have, however, considered how some analysis techniques can be used to derive particular recom-
mendations. For instance, our analysis of PRISMA included a description of Classi�cation/Action
Matrices. These enable investigators to simply `read-o�' an associated action from a table once
the causes of an incident have been determined by previous stages in the analysis. MORT o�ers
similar support. Table 11.7 presented the `Stage 2' analysis form proposed by the US Department
of Energy. This is encourages analysis to enumerate the di�erent ways in which an incident can be
explained by the particular failures that are enumerated in the branches of a MORT diagram. The
frequency with which speci�c items in the why branch are identi�ed helps to establish priorities for
action. These, in turn, help to justify the initiatives and interventions that are recommended by
Benner's criteria. As we shall see in Chapter 15 similar summaries can be derived by collating the
causal analysis of several incidents.
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As before it is possible to highlight di�erences between the checklist and `free form' approaches.
Techniques, such as PRISMA, encourage a consistent approach to the recommendations and initia-
tives that are motivated by a causal analysis. Investigators have limited scope to alter the actions
that are recommended by particular cells within a Classi�cation/Action matrix. Conversely, less
structured techniques enable investigators to tailor their response to the particular circumstances of
an incident. The consequence of this is that without additional methodological support it is likely
that di�erent investigators will initiative di�erent responses to very similar incidents.

Discovery

This criterion requires that an incident methodology should encourage a `timely discovery process'.
We have shown in previous paragraphs that there are tensions between Benner's criteria, for example
encouragement can con
ict with accuracy. This criteria illustrates a form of internal con
ict. For
example, checklist approaches are likely to provide relatively rapid insights because the items that
they present can help to structure causal analysis. In contrast, techniques such as ECF analysis or
Bayesian approaches to statistical causality are likely to take considerably longer given that investi-
gators lack this guidance. In contrast, the application of `raw' checklists is unlikely to yield entirely
innovative insights. Investigators will be guided by the items that have already been identi�ed by
the author of the checklist. Free-form techniques arguably o�er less constraints to the discovery
process.

As mentioned, these methodology criteria were originally intended to support a comparison
of accident investigation techniques. The causal analysis of safety-critical incidents creates new
challenges. For instance, the statistical analysis of a body of incident reports can be used to yield
new insights that might not emerge from the study of individual mishaps. The techniques that we
have summarised in this chapter each pose di�erent problems for the application of this form of
discovery through data mining. For instance, the subjective nature of ECF analysis can make it
very diÆcult to ensure that di�erent investigatory teams will identify the same root causes for the
same incident. This creates problems because any attempt to retrieve incidents within similar root
causes will miss those records that have been `miss-classi�ed'. It will also yield reports that are
potentially irrelevant from the perspective of the person issuing the query if they cannot follow the
justi�cation for a particular classi�cation. In contrast, PRIMA's use of the Eindhoven Classi�cation
Model is intended to reduce inter-analyst variation by providing a high-level process to guide the
allocation of particular categories of causal factors. Problems stem from the use of causal trees prior
to the the use of the classi�cation model. Subtle changes to the structure of the tree will have a
signi�cant impact on the number and nature of the root causes that are identi�ed for each incident.
This, in turn, can have a profound impact on the discovery of causal factors through the analysis of
incident databases.

The argument in the previous paragraph assumes that causal analysis techniques have a measur-
able impact upon both the speed of an investigation and the likelihood that any investigation will
yield new discoveries. As we shall see, some initial evaluations have shown that the investigators'
background has a more profound impact upon these issues than their application of a particular
technique. The discovery of particular causes can be determined by the investigator's familiarity
with the nature of the corresponding more general causes. Individuals with human factors expertise
are more likely to diagnose human factors causes [484].

Competence

The competence criterion requires that any methodology must help employees to increase the e�ec-
tiveness of their work. This implies that they must be able to use a causal analysis technique in a
cost-e�ective manner. Appropriate training must enable individuals to detect, diagnose, control and
ameliorate potential risks. This criteria has clear implications for the more mathematical techniques
that we have examined. The Explanatory Logic of WBA will only deliver the intended bene�ts of
precision and rigour if those who apply it are correctly trained in its many di�erent features. The
partition approach to probabilistic causation provides a more pathological example of this. It is un-
clear precisely what aspects of the existing theories might actually be recruited to support incident
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investigation. The development of appropriate training courses, therefore, lies in the future. Con-
versely, these approaches o�er means of objectively assessing the competence of individuals in the
application of a causal analysis technique. Mathematical rules govern the use of statistical data and
the steps of formal proofs. Tests can be devised to determine whether or not individuals understand
and can apply these mathematical concepts. Such evaluations are more diÆcult to device for less
formal approaches where the rules that govern `correct' transformations are less clearly de�ned.

Techniques such as MORT and Tripod have already been widely adopted by commercial and
industrial organisations [430, 701]. Training courses and commercial software can also be recruited
to improve employee competence in the application of these techniques. PRISMA arguably rests
halfway between these more commercial techniques and the more novel mathematical approaches
to causal analysis. As we have seen, there is limited evidence that this approach can be used in a
range of di�erent contexts within several industries. These is, as yet, relatively little guidance on
how investigators might be trained to exploit this approach. It is important to emphasise that the
lack of training materials does not represent a fundamental objection to any of the techniques that
have been considered in this book. Our experience in training investigators to conduct various forms
of causal analysis has shown that most organisations tend to develop their own training materials.
It is important that any causal analysis technique supports both their organisational priorities and
also the reporting obligations that are imposed on them by other statutory and regulatory bodies.

Standards

The standards criterion requires that incident methodologies must enable investigators to identify
potential 
aws in their work. They must also provide a comprehensive, credible, persuasive basis for
the advocacy of appropriate interventions. This criterion served as a prerequisite for the inclusion
of causal analysis techniques in this book. It is possible, however, to identify a number of distinct
approaches that are intended to improve the standard of incident investigation within the di�erent
approaches that we have analysed.

Arguably the weakest claim that is made for causal analysis techniques is that they provide
intermediate representations, typically �gures and graphs, that can be exposed to peer review during
the investigatory process. ECF charting, non-compliance tables, MES 
owchart all help to explicitly
represent stages of analysis. This can help to identify potential contradictions or inconsistencies that
might otherwise have been masked by the implicit assumptions that are often made by di�erent
members of an investigatory team.

Many of the techniques that we have studied also provide particular heuristics or rules of thumb
that provide a basis for more complex forms of analysis. MES, STEP, ECF, MORT, WBA all exploit
variants of counterfactual reasoning. This approach o�ers considerable bene�ts not simply because
it encourages a consistent approach to the identi�cation of causal factors. Counterfactual reasoning
also provides investigators with a common means of identifying potential counter-measures. Recall
that the counterfactual question can be expressed as `A is a necessary causal factor of B if and only if
it is the case that if A had not occurred then B would not have occurred either'. We might, therefore,
consider preventing an incident, B , by devising means of avoiding B . As we have seen, however,
causal asymmetry implies that investigators must be circumspect in exploiting techniques which
advocate this style of analysis. Further questions arise both from the cognitive problems of reliably
applying counterfactual reasoning [124] and from the practical problems of validating hypothetical
reasoning about the failure of barriers, described in Chapter 10.

This criteria also urges that causal analysis techniques should be assessed to determine whether
they provide a comprehensive, credible, persuasive basis for the advocacy of appropriate interven-
tions. The interpretation of a `comprehensive' approach depends upon the scope of the techniques.
This was addressed in the previous section. It s more diÆcult to assess the credibility and persua-
siveness of an approach. We are unaware of any studies that have directly addressed this issue as
part of an evaluation of causal analysis techniques. Similar studies in other domains have, however,
indicated that the application of a particular method may be less important than the identity of the
individual or group who apply the technique [278].
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Enforcement

Benner's criteria require that an incident methodology should reveal expectations about the norms
of behaviour. This, in turn, helps investigators to identify non-compliance. It should also help to
identify instances in which the enforcement of standards has been insuÆcient to prevent violations.
As with the other criteria, each of the techniques that we have assessed can be argued to o�er
di�erent levels of support for these aspects of `enforcement'. For example, non-compliance analysis
was integrated into our use of ECF in Chapter 10. This technique is deliberately intended to
identify violations and to expose deviations from expected norms. The Explanatory Logic that
supports the formal components of WBA also includes deontic operators that explicitly capture
notions of obligation and permission. These have been used to represent and reason about the
particular consequences of non-compliance with standards and procedures [118, 469].

A number of caveats can be made about this criterion and its application to causal analysis
techniques. Firstly, it can be diÆcult to distinguish a willful violation from a slip or a lapse. The
distinction often depends upon the analyst's ability to identify the intention of an individual or group.
None of the causal analysis techniques that we have investigated support the inference of intention
from observations of behaviour. The PARDIA components of WBA provide a possible exception
to this criticism. Unfortunately, there are relatively few examples of this technique being used to
analyse complex, operator behaviours. It remains to be seen whether this approach might be used
to enable analysts to reason about the detailed cognitive causes of violation and non-compliance.

A second caveat to Benner's enforcement criteria is that numerous practical diÆculties frustrate
attempts to chart the di�erences that exist between everyday working practices and the recom-
mendations of standards and regulations. Chapter 10 showed that it was extremely diÆcult for
executives, managers and supervisors to keep track of the dozens of procedures and guidelines that
had been drafted to guide the development of the Mars Polar Lander and Climate Orbiter projects.
Previous paragraphs have also noted the high-frequency of apparently minor violations that have
been noted as characteristic of expert performance within particular domains, especially aviation
[672]. The `enforcement' criterion, therefore, represents a class of requirements that are currently
not adequately met by any causal analysis techniques. These criteria can be contrasted with other
requirements, such as the need to provide `standards' for causal analysis, which are arguably satis�ed
by all of the techniques that we have examined.

Regional responsibility

This criterion was initially drafted to ensure that individual States are encouraged to use a method-
ology and to take responsibility for its application within the context of U.S. Health and Safety
\mandates" [73]. In contrast, we argue that causal analysis techniques must consider the di�erent
roles and objectives that distinguish regional organisations from the local groups that, typically,
implement reporting systems. Some causal analysis techniques seem to be better suited to regional
organisations. For instance, Chapter 10 shows how Tier Analysis associates root causes with higher
levels in an organisational hierarchy. This process is likely to create con
icts between local investi-
gators and senior members of a management organisation. Regional investigators are more likely to
possess the competence and independence that are necessary to resist the pressures created by such
con
icts. Other techniques, such as WBA, can be so costly in terms of the time and skills that are
required to exploit them that regional and national groups must be involved in their application. In
contrast, the methods that might be derived from probabilistic models of causality are likely to ben-
e�t from the information contained in large-scale datasets. Regional organisations may, therefore,
be best placed to o�er advice and support in the application of these techniques.

The aims and objectives of national and regional organisations are likely to be quite di�erent
from those of the local teams who are responsible for conducting an incident investigation. Regional
organisations are more concerned to derive a coherent overview from a collection of incident reports
than they are to understand the detailed causal factors that led to one out of several thousand or
hundreds of thousands of incidents [444]. An immediate concern to mitigate the local e�ects of an
incident are part of a wider concern to ensure that lessons are propagated throughout an industry.
It is, therefore, important that regional organisations should understand and approve of the causal
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analysis techniques that are used to provide data for these aggregate data sources. They may also
impose training requirements to ensure competence in the application of those techniques [423].

A number of further complications can, however, frustrate regional and national initiatives to
exploit the products of causal analysis techniques. For instance, regional bodies are often anxious
to ensure that investigators exploit similar techniques so that accurate comparisons can be made
between individual reports from di�erent areas of their jurisdiction. It is likely, however, that there
will be pronounced local distortions even if di�erent geographical regions all share the same causal
analysis techniques. A succession of similar incidents or an accident with notably severe consequences
can sensitise investigators to certain causes. This e�ect may be more pronounced for those who are
most closely associated with previous incidents [410]. In consequence, very di�erent results can be
obtained when the same incidents are reclassi�ed by investigators from di�erent regions and even
from di�erent teams. These issues complicate attempts to share data across European boundaries
in the aviation domain [423] and across State boundaries within US healthcare [453]. They are also
largely orthogonal to the problems of identifying appropriate causal analysis techniques.

Accuracy

This criteria is similar to aspects of the `standards' requirement that was introduced in the previous
paragraphs. Accuracy is intended to ensure that incident methodologies can be tested for complete-
ness, consistency and relevance. All three of these concepts are relevant to the causal analysis of
safety-critical incidents. The �rst two directly motivated the application of formal proof techniques
to support semi-formal argumentation in WBA. As mentioned, however, it can be more diÆcult to
validate techniques that exploit precise mathematical concepts of consistency and completeness. A
further caveat is that the use of formal techniques does not guarantee an error-free analysis [21]. It
does, however, provide objective rules for identifying and rectifying these problems.

The other techniques that we have presented, such as STEP, MES and MORT, provide fewer
rules that might be applied to assess the accuracy of a causal analysis. Instead, as mentioned, they
rely upon diagrams and tables that are open for peer review. The less formal processes involved in
achieving group consensus are intended to provide greater con�dence than the formal manipulations
of abstractions whose precise interpretation can defy even skilled mathematicians. A similar debate
between informal, semi-formal and formal methods has dominated areas of computing science re-
search for several decades [32]. The detailed comparison of the strengths and weaknesses of these
di�erent approaches lies outside the scope of this book. In particular, such comparisons have little
value unless they can be substantiated by detailed empirical evidence. Later sections will brie
y
summarise the preliminary results that have been obtained in this area [529, 552]. Unfortunately,
these �ndings provide limited insights into the application of particular approaches. They do not
support more general conclusions about comparative bene�ts and weaknesses. In consequence, in-
vestigators must make their own subjective assessments of the claims that proponents make for the
`accuracy' of their causal analysis techniques.

Closed Loop

This �nal criterion requires that incident methodologies should be tightly integrated into other
aspects of systems design and implementation. The data from incident reporting systems should
inform future risk assessments. Information from past risk assessments, or more precisely the ar-
guments that support those assessments, can also help to guide a causal analysis providing that it
does not prejudice investigators' hypotheses. We have not suggested how any of the causal analysis
techniques that we have examined might support satisfy such requirements. There are, however,
many similarities between non-deterministic causal models and the techniques that support quanti-
tative approaches to reliability and risk assessment. The prior probabilities of Baysian analysis can
be derived from the estimates that are embodied in risk assessments, especially when reliable data
cannot be derived directly from an incident reporting system.

Previous paragraphs have, however, provided an example of a risk assessment technique being
used to guide the causal analysis of an adverse incident. Chapter 10 described how NASA's mishap
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investigation board identi�ed a problem in the software that was designed to automatically re-
establish communications links if the up-link was lost during the Polar Lander's Entry, Descent and
Landing phase. This bug was not detected before launch or during the cruise phase of the 
ight.
A Fault Tree analysis did, however, identify this possible failure mode after the Polar Lander had
been lost.

Chapter 12 will return to this issue in greater detail. The relationship between risk assessment,
design and incident reporting is often only considered as an after-thought by many organisations. In
consequence, subjective assessments of component and system reliability are often exploited by one
group within a company while others in the same organisation continue to collate data about the
actual performance of those systems [414]. More generally, this same situation can arise when design
groups are unwilling to approach other organisations within the same industry who have previous
experience in the incidents that can arise from the operation of particular application processes. In
consequence, development resources are often allocated to perceived hazards that cannot be justi�ed
by data about previous failures.

The previous paragraphs have shown how Benner's methodological criteria can be used to struc-
ture a comparison of causal analysis techniques. Some of the criteria, such as `accuracy' and `stan-
dards', are relevant objectives for all of the approaches that we have examined. Other requirements,
such as `encouragement', are less important for particular techniques. WBA and techniques derived
from partition models of probabilistic causality focus more on `accuracy' and `competence'. The
main weakness with this approach is that Benner fails to provide any objective procedures that
might be used to determine whether or not a particular methodology satis�es a particular criterion.
It is, therefore, possible for others to argue against our analysis. For example, it might be suggested
that partition methods can encourage greater participation. Certainly, the diagrammatic forms of
WBA do help to increase access to some aspects of this technique. There have, however, been no
empirical studies to investigate the communications issues that might complicate the use of these
formal and semi-formal techniques within the same approach. The following sections, therefore,
brie
y describe the limited number of studies that have been conducted in this area. These studies
do not provide a �rm basis for the comparative evaluation of causal analysis techniques. They focus
on a limited subset of the available approaches. They also concentrate on incidents within particular
industries. These studies do, however, illustrate the manner in which empirical evidence might be
recruited to support assertions about the relative merits of these techniques.

11.4.3 Experiments into Domain Experts' Subjective Responses

Both Van Vuuren's bottom-up analysis of the PRISMA approach and Benner's application of model
and methodology criteria were driven by the direct involvement of the individuals who were re-
sponsible for conducting the tests. Van Vuuren participated in the analysis that is summarised in
Tables 11.13, 11.14 and 11.15. Benner performed the ratings that were derived from the lists of cri-
teria presented in the previous section. This level of personal involvement in the validation of causal
analysis techniques should not be surprising. Previous sections have summarised the practical, theo-
retical and ethical issues that complicate the evaluation of di�erent causal analysis techniques. Many
researchers, therefore, side-step the problems of investigator training and recruitment by conducting
subjective studies based on their own application of alternative techniques. In contrast, Munson
builds on the work on Benner [73] and Van Vuuren [844] by recruiting a panel of experts to validate
his application of causal analysis techniques [552]. Munson began by applying a number of analysis
techniques to examine a canyon �re that had previously been investigated by the U.S. Fire Service.
In particular, he applied Fault Tree analysis, STEP and Barrier analysis to assess the causal factors
that contributed to this incident. He then recruited his panel by choosing wildland �re�ghting ex-
perts rather than `professional' investigators; this \most accurately emulates real world situations
where investigators may have some investigative experience but their primary occupation and train-
ing is not in these techniques" [552]. None of the evaluators had any prior experience with accident
analysis techniques. This helped to avoid any preference for, or experience of, existing approaches.
Each member of the panel had a minimum of �fteen years experience in wildland �re suppression
and were quali�ed to `Strike Team Leader' level. Individuals were selected on a `�rst come' basis.
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Munson acknowledges that this may have introduced certain biases, however, he endeavoured to
ensure that none of the panel consulted each other about their ratings. He was also aware that the
panel members may have held preconceived ideas about the causes of the case study; \since they
were evaluating the investigation methods and not the reinvestigation of the �re, bias should have
been reduced" [552].

The members of the panel were asked to compare Munson's Fault Tree analysis, STEP analysis
and Barrier analysis of the canyon �re by rating each technique against a number of criteria. These
requirements were based on a subset of the Benner criteria [73]. As can be seen, some of these
requirements apply more to reconstruction and modelling than they do to causal analysis. This
can be justi�ed by the mutual dependencies that we have stressed in previous chapters. Munson's
criteria can be summarised as follows:

1. Realistic. Any analysis must capture the sequential, concurrent, and interactive nature of the

ow of events over time.

2. Comprehensive. Any analysis must identify the beginning and the end of an accident sequence
and there must not be any gaps in the investigator's understanding of an incident.

3. Systematic. Any analysis must be supported by a logical and disciplined method that allows
for peer review and mutual support by all of the members of an investigation team.

4. Consistent. The method must be consistent and it should be possible for investigators to verify
that any conclusions are correct from the information that is available.

5. Visible. Any analysis must discover and present the events and interactions throughout an
accident sequence so that colleagues can understand the manner in which they contribute to
an incident.

6. Easy to learn. It should be possible for investigators to learn how to apply a technique by
attending a one week course. This criterion re
ects Munson's focus on the �re �ghting com-
munity and he acknowledges that it should not be considered when attempting to assess the
`best' analysis technique.

The experts were asked to use a ranking system that was similar to that described in the previous
section; \The rating scale follows Benner's [73] approach in that until a more comprehensive scale is
developed to better di�erentiate levels of compliance to the criterion, a more simple direct measure-
ment scale is appropriate" [552]. For each model, they were asked to rate each criterion. A score of
zero was used to denote that they did not believe that the approach met this criterion. A score of
one was used to denote indicate that they believed that the approach addressed the criteria but not
completely and improvement would be required. A score of two was to be awarded if the analysis
technique satis�ed the criterion. No weighings were applied to the results of this process because
no criterion was perceived to have more signi�cance than any other. The results from summing the
individual scores showed that STEP received the highest rating; 52 from a possible 60 (87%). Fault
Tree Analysis received 51 out of 60 (85%). Barrier Analysis obtained 42 out of 60 (70%). STEP was
rated as the most `comprehensive' (100%) and most `consistent' (100%). Both Fault Tree Analysis
and STEP were rated as the `easiest to use' (90%). Barrier analysis was rated the most `realistic'
technique (90%). Fault Tree Analysis was rated as the most `systematic' method (100It was also
the most visible (90%). Two evaluators rated it as the best overall approach. Two rated STEP the
highest. One assigned equal value to both STEP and Fault Tree Analysis. Barrier Analysis was not
assigned the highest rating by any of the evaluators.

Munson also analysed his data to assess the level of agreement between his panel of assessors.
Multivariate techniques were not used; \the number of evaluators and criteria were considered too
small and would not constitute any meaningful insight" [552]. Instead, Perreault and Leigh's [674]
index was used to assess inter-rater reliability. Indexes above 0.85 are considered to indicate a high
degree of consensus. Levels below 0.80 require further analysis. Munson provides the following
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equation for the reliability index. F is the frequency of agreements between the evaluators, N is the
total number of judgements and k is the number of categories:

Ir = [(F=N )� 1=k)][k=k � 1)]
0:5

(11.33)

The panel's evaluation of the six criteria for the STEP method yielded an index of 0.84 [674]. Fault
Tree Analysis received 0.86 over all of the criteria. Barrier Analysis achieved a reliability index
of 0.79. The inter-rater reliability for all methods was 0.84. As can be seen, only the Fault Tree
assessment indicated a high degree of consensus but all other measures fell into the acceptable
region identi�ed by Perreault and Leigh [674]. If we look at levels of agreement about individual
criteria it is possible to see some interesting patterns. For example, there was little agreement about
whether or not Fault Tree analysis was a `realistic' technique (0.63). STEP received the highest
rating for `comprehensiveness' and achieved an index of 1.0 for inter-rater reliability. Fault Tree
analysis and Barrier analysis achieved a similar level of consensus but at a lower over rating about
the `comprehensiveness' of the techniques. Munson provides a more sustained analysis of these
results [552].

The experts were each asked to provide additional comments about the applicability of each
method. Munson cites a number of the responses that were provided. Ironically some of these
comments reveal the experts' lack of understanding about the technical underpinning of the methods
that they were asked to evaluate. The attitudes to Fault Tree analysis are particularly revealing in
this context, given the key role that they play within many areas of reliability and risk assessment:

\One evaluator liked the way Fault Tree Analysis visually presented complex events
and the way it showed accidents as a chain-of-events as opposed to a single random
occurrence... They thought that this method might be better at uncovering manage-
rial/administrative latent factors contributing to the incident than the other two meth-
ods. In contrast, one evaluator responded that the STEP method appeared more strin-
gent in revealing underlying human causal factors. They commented that STEP (and
Control/Barriers Analysis) provided an approach that was more likely to distinguish
more abstract human factors from hard factual data considerations and therefore be bet-
ter at raising questions into human error causes... All evaluators expressed concern that
Control/Barriers Analysis was inadequate in determining causal factors when applied to
wildland �re�ghting. It had strengths in identifying needed and/or compromised barriers
at an administrative level but the dynamic and highly variable aspect of the �re�ghting
environment made its application to investigations inadequate" [552].

Munson concludes that STEP is the most `desirable' method for the investigation of wildland �re-
�ghter entrapments. The small di�erences between the scores for this technique and for Fault Tree
analysis suggest, however, that there are unlikely to be strong di�erences between these two tech-
niques. Both were rated more highly than Barrier Analysis.

A number of questions can be raised both about the methods that Munson used and about
the results that he obtained from them. Firstly, Munson was not quali�ed in accident or incident
investigation when he undertook this study. The manner in which he applied the three techniques
need not, therefore, have re
ected the manner in which they might have supported an active inves-
tigation by trained personnel. Secondly, a number of caveats and criticisms have been made about
his application of particular techniques. For example, Fault Tree analysis of the canyon �re breaks
some of the syntactic conventioned that are normally associated with this approach, see Chapter 10.
Paradoxically, these di�erences aid the presentation of Munson's analysis. They also make it diÆcult
to be sure that the results from this study could be extended to the more general class of Fault Trees
that obey these syntactic conventions. Thirdly, this study focuses on experts who only represent a
very small cross-section of the community who are involved in accident and incident investigations.
This is a universal weakness shared by all previous validation studies that we have encountered.
Chapter 4 has shown that incident and accident reporting systems involve individual workers, su-
pervisors, investigators, safety managers, regulators and so on. Benner's original `encouragement'
criteria captures some aspects of this diversity. However, experimental validations focus on the
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utility of causal analysis techniques for investigators or, as in this case, domain experts. Regulators
might take a very di�erent view. Fourthly, a number of minor caveats can be raised about the choice
of statistical techniques that were used to analyse the data from this study. Multivariate analysis
might have been applied more systematically. This could have yielded results that are easier to
interpret than the piecemeal application of Perreault and Leigh's index. Finally, Munson's study
speci�cally addresses the �re �ghting domain. Several of the criteria were speci�cally tailored to
re
ect the working and training practices of this application area. Further studies are required to
replicate this work in other domains.

It is important to balance these criticisms and caveats against the major contribution that has
been made by Munson's work. The opening paragraphs of this section reviewed the many pragmatic,
theoretical and ethical barriers that complicate research in this area. His approach successfully
addresses many of these potential problems. Muson shows that it is possible to provide further
evidence to support Benner's subjective analysis.

11.4.4 Experimental Applications of Causal Analysis Techniques

Previous sections have described a number of di�erent approaches to the validation and comparative
evaluation of causal analysis techniques. Van Vuuren adopted a bottom-up approach by applying
PRISMA to support a number of incident reporting systems within particular industries. Benner
adopted a much more top-down approach when he developed and applied a set of criteria in a
subjective evaluation of accident models and methodologies. Munson used this approach as the
foundation for an expert panel's evaluation of causal analysis techniques for �re �ghting incidents.
A limitation of Benner's approach is that it was based upon the subjective analysis of the researcher.
Munson avoided this by recruiting a panel of experts. They did not, however, apply any of the
methods and only provided subjective ratings based on a case study that was developed by Munson
himself. Van Vuuren's study involved investigators in the application of the PRISMA technique.
He, however, played a prominent role in coaching the use of this approach; \guidance was necessary
to pinpoint these mistakes or lapses and by doing this to improve the quality of the causal trees
and stimulate the learning process regarding how to build causal trees" [844]. This intervention
was entirely necessary given the ethical issues that surround the validation of incident investigation
techniques using `live' data. The closing sections of this chapter describe an alternative approach.
McElroy attempted to integrate elements of Munson's more controlled experimental technique and
Van Vuuren's concern to involve potential end-users in the application of particular approaches [529].

McElroy's evaluation began with a sustained application of the PRISMA technique. He used a
variant of the Eindhoven Classi�cation Model to identify the root causes of more than one hundred
aviation incidents from the ASRS dataset. This yielded approximately 320 root causes; the majority
of which related to human factors issues. In order to validate his results, he recruited a number of
experts to repeat his analysis of selected incidents from the study. The intention was then to compare
the causal trees that they produced and the resulting root cause classi�cation with McElroy's �ndings
from the initial analysis. He rejected Munson's approach of recruiting domain experts, such as pilots
or air traÆc controllers. This was partly motivate by pragmatic reasons, such as the diÆculty of
securing access to participants for the study. It was also motivated by the diÆculties that Munson
and Benner had foreseen in training domain experts to apply novel analysis techniques, rather than
simply requiring them to comment on the use of the approach be someone else. In contrast, McElroy
recruited participants who had speci�c expertise or training in incident and accident analysis. This
approach also raised problems; he found it diÆcult to secure the involvement of participants with
similar expertise and training. Both of these factors are signi�cant given Lekberg's results, which
show that the investigator's training will in
uence their causal analysis of safety-critical incidents
[484]. In the end he was only able to assess the application of the technique by two participants.
In consequence, his �ndings cannot be used to support general conclusions about the PRISMA
technique. They do, however, provide a glimpse of some of the individual di�erences that might
a�ect the application of causal analysis techniques by incident investigators.

As mentioned, McElroy provided his participants with short synopses of incidents that had
previously been submitted to the ASRS. The following paragraph provides a brief extract from the
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summary that McElroy used in his study:

ACCESSION NUMBER : 412640
DATE OF OCCURRENCE : 9808
NARRATIVE : DEPARTING NEWPORT ARPT, AT THE TIME OF DEP, THE W HALF OF
THE ARPTWAS STARTING TO FOG IN. I HOVER-TAXIED TO THE FAR E END OF THE
ARPT AND WAS ABLE TO TAKE OFF IN BLUE SKIES AND UNLIMITED VISIBILITY.
THIS ARPT IS SET UP FOR A CTL ZONE WHEN THE VISIBILITY IS LESS THAN 3
MI AND A 1000 FT CEILING. THERE WAS ANOTHER HELI IN THE PATTERN WHOM
I WAS IN RADIO CONTACT WITH. HE GAVE ME PERMISSION TO TAKE OFF FIRST
AND THEN HE WENT IN AND LANDED. ALL OF THIS WAS DONE VFR ON THE E
END OF THE FIELD WHILE THE W END WAS FOGGED IN. THE STANDARD FOR THE
OTHER ARPTS WITH CTL TWRS HAS BEEN IF I WAS INSIDE OF THEIR CTL ZONE
AND IT WAS IN EFFECT, THEY HAVE ALLOWED ME TO WORK INSIDE THE CTL
ZONE WITHOUT A SPECIAL VFR IF I WAS IN THE STANDARD VFR CONDITIONS.
ALL I NEEDED TO DO WAS MAKE RPTS OF MY LOCATIONS WHILE WORKING IN
THEIR AIRSPACE. AS LONG AS I WAS VFR, I DID NOT NEED A SPECIAL VFR TO BE
INSIDE THE AIRSPACE. MY POINT TO ALL OF THIS IS THAT IT IS NOT TAUGHT
TO NEW STUDENTS THIS WAY SO IT BECOMES MORE LIKE JUST A STORY WHEN
AN OLDER PLT DOES SOMETHING LIKE THIS. IT IS LEGAL TO DO BUT NOT GOOD
FOR STUDENTS TO SEE. NOT SURE OF HOW OR WHERE TO MAKE A POINT OF
THIS, OR IF MAYBE IT IS NOT A RELATIVE POINT TO MAKE AT ALL. HOPE THIS
IS NOT TOO CONFUSING, AND THANK YOU FOR YOUR TIME.

The �rst participant produced the Causal Tree shown in Figure 11.19. McElroy's study focussed
more on the application of this diagram to support PRISMA's root cause analysis. A number of
insights can, however, be derived from this initial stage of his evaluation. The tree took several hours
to construct but, as can be seen, it is essentially a sketch of the incident. It includes inferences and
judgements that cannot directly be supported from the synopsis. For instance, one note is annotated
to denote that the helicopter pilot took o� illegally, happy he was on a visual 
ight rule. Nowhere does
the report state that the pilot was `happy' with the state of a�airs. Similarly, the causal tree refers
to the maneuver as `illegal' although the pilot believes that there actions were `legal' within the
control zone of the airport tower. This ambiguity re
ects a lack of contextual information and the
participants' limited domain knowledge. It was not, however, addressed in McElroy's analysis. A
key point here is that although this evaluation ran for several hours, the participants never had the
opportunity to move beyond this high-level sketching to the more meticulous analysis that would be
need to demonstrate the suÆcient and correctness of a causal `explanation'. One might, therefore,
infer that such an experimental procedure would have to be signi�cantly revised if it were to be used
to assess the utility of one of the mathematical techniques that we have described.

As mentioned, McElroy's aim was to determine whether participants who were training in inci-
dent analysis would con�rm his own application of PRISMA. The �rst participant was, therefore,
asked to use their diagram in Figure 11.19 to drive the categorisations of root causes using a variant
of the Eindhoven Classi�cation Model. They identi�ed the following list of potential causes:

� Operating procedures. This is represented by the node labelled OP in the Eindhoven Classi-
�cation Model of Figure 11.9. The participant identi�ed that the incident was the result of
inadequate procedures.

� Management priorities. This is represented by MP in the Eindhoven Classi�cation Model.
The participant identi�ed that top or middle management placed pressure on the operator to
deviate from recommended or accepted practice.

� Permit. This is represented by HR2 in the Eindhoven Classi�cation Model. The participant
identi�ed that the operator failed to obtain a permit or licence for activities where extra risk
was involved.
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Figure 11.19: Causal Tree from McElroy's Evaluation of PRIMA (1)

� Planning. This is shown as HR5 in the Eindhoven Classi�cation Model. The participant
identi�ed that the activity was not fully planned. Appropriate methods were not identi�ed
nor were they carried out in a well-de�ned manner.

� Unclassi�able behaviour. This is shown as X in the Eindhoven Classi�cation Model. The
participant also identi�ed that some of the causal factors denoted in Figure 11.19 could not
be classi�ed using the model.

In contrast, McElroy's analysis only identi�ed management priorities and planning as causal factors
in this incident. The other three causes identi�ed by the participant were not identi�ed in the initial
analysis. In addition, McElroy's analysis identi�ed Goal? (HK2) as a potential cause that was not
recognised by the �rst participant. This root cause categorisation denotes that the operator failed
to identify appropriate goals or priorities for their actions. This comparison raises several issues.
Firstly, the study tells us what categories the participant felt were important to the causes of the
case study. It does not tell us why they believed them to be important. This is important because
both McElroy and the �rst participant identi�ed planning as a causal factor, it is entirely possible
however that they had entirely di�erent reasons for making this categorisation. Conversely, we do
not know the reasons why they di�ered over speci�c elements in their causal analysis. Secondly, it is
diÆcult to determine the justi�cation for some of the reported conclusions made by both McElroy
and the participant. Although the previous quotation is an abbreviated from of the incident report
that was supplied during the study, there is no explicit indication that management priorities had
caused the pilot to behave in the manner that they reported. This illustrates the more general point
that we have made repeatedly in this book; it is not suÆcient simply to present a causal analysis
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without providing a detailed justi�cation of the reasons supporting that analysis.
As mentioned, the second evaluation focussed on an incident from the ASRS' air traÆc dataset:

ACCESSION NUMBER : 425120
DATE OF OCCURRENCE : 9901
NARRATIVE : WX WAS SUNNY BUT COLD, A DAY OR 2 AFTER A SNOW/ICE STORM.
SABRELINER WAS TAXIING OUT FOR IFR DEP. ATC OBSERVED THE FUSELAGE WAS
COVERED WITH SNOW AND ICE. ATC ADVISED THE PLT 'IT APPEARS THERE'S
A LARGE AMOUNT OF SNOW AND ICE ON THE TOP OF YOUR ACFT.' THE PLT
STATED 'IT'S NOT A LOT, IT'S A LITTLE, AND IT WILL BLOW OFF WHEN WE
DEPART.' ON TKOF ROLL, ICE WAS OBSERVED PEELING OFF THE FUSELAGE. THIS
CONTINUED AS THE ACFT CLBED OUT. ICE WAS OBSERVED FALLING ON OR NEAR
A HWY JUST OFF THE DEP END OF THE RWY. THE ACFT WAS SWITCHED TO
DEP, BUT A FEW MINS LATER RETURNED FOR LNDG. AS THE ACFT TAXIED IN,
SIGNIFICANT ICE FORMATION WAS OBSERVED ON THE ELEVATORS. THE ACFT
TAXIED TO AN FBO AND WAS DEICED BEFORE TAXIING BACK OUT FOR DEP.
I SPOKE WITH THE FBO LATER. THEY SAID THEY HAD SEEN THE PLT CLRING
SNOW AND ICE OFF THE ACFT BEFORE HE FIRST DEPARTED. HOWEVER, THE
UPPER SURFACE OF THE ELEVATORS WAS TOO HIGH FOR THE PLT TO SEE FROM
THE GND.

The second participant produced the Causal Tree shown in Figure 11.20 for this incident report.
McElroy's again analysis focussed on the causal factors that were identi�ed using a variant of
PRISMA's Eindhoven Classi�cation Model. As before, however, this diagram yields several in-
sights into the assessment of causal analysis techniques. There is a far greater level of detail in this
tree than in Figure 11.19. There is insuÆcient evidence to determine whether this is an artifact
of individual di�erences between the participants or whether it stems from di�erences in the two
incidents that they studies. As with many aspects of McElroy's work, it provides tantalising hints
of deeper issues. He did not counter-balance the study so that each participant was asked to analyse
each incident. This had been an intention behind the study but he ran out of time. Rather than
rush the participants to perform a partial study of two incidents, he chose to allow them more time
with a single incident.

Both Figures 11.19 and 11.20 are sketches. They record the participants' initial thoughts about
the incidents. They follow the high-level structure proposed by the causal tree approach; left
branches represent the `failure' side while the right branch denotes `recovery' events. There are
also examples in both trees where that participants either deliberately neglect the syntax of there
trees or else they did not follow the syntactic rules that were presented. In Figure 11.19, there is
a minor violation with an AND gate that includes a single event. It can be argued that this rep-
resents a stylistic issue rather than a violation f any explicit syntactic rule. In this case, however,
it is uncertain how to interpret the relationship between Helicopter pilot did not get a special visual

ight rule clearance and The helicopter was still able to take o� without contact from air traÆc control.
Figure 11.20 raises more questions. No checklist or protocol is linked to two events without any
intervening gate. The event labelled Pilot dismiss ATC concerns is provided as an input to two dif-
ferent AND gates. Such techniques break the independence assumptions that are important for the
analysis of more `conventional' fault trees. These rules were, almost certainly, not presented to the
participants in McElroy's study. Such annotations are, therefore, of considerable interest because
they illustrate ways in which users are shaping the notation to represent the course of an incident. In
future studies, it would be important to know what was intended by the event labelled No checklist
or protocol. This would enable us to determine whether the notation fails to support a necessary
feature or whether the training failed to convey signi�cant syntactic constructs to the participants.
Given that participants were unlikely to derive a reliability assessment from Figure 11.20 it can be
argued that the independence assumption has not value for the practical application of causal trees?

As with the �rst participant for the helicopter case study, the second participant was also asked
to use their causal tree to drive the categorisation process that is supported by the Eindhoven
Classi�cation Model. The following list summarises the categories of root causes that were identi�ed



528 CHAPTER 11. ALTERNATIVE CAUSAL ANALYSIS TECHNIQUES

Figure 11.20: Causal Tree from McElroy's Evaluation of PRIMA (2)

during by the second participant:

� Operating procedures. This is represented by the node labelled OP in the Eindhoven Clas-
si�cation Model of Figure 11.9. The participant identi�ed that the incident was the result
of inadequate procedures. This category was also identi�ed by the �rst participant for the
helicopter case study.

� System Status. This is shown as HK1 in the Eindhoven Classi�cation Model. The participant
identi�ed that the operator did not have an accurate knowledge of the \state and dynamics"
of the system at key points during the incident [529].

� Permit. This is represented by HR2 in the Eindhoven Classi�cation Model. The participant
identi�ed that the operator failed to obtain a permit or licence for activities where extra risk
was involved. This category was also identi�ed by the �rst participant for the helicopter case
study.

� Checks. This is represented by HR4 in the Eindhoven Classi�cation Model. The participant
indicated that the operator had failed to conduct suÆcient checks on the local system state to
ensure that it complies with the expected conditions.

� Planning. This is shown as HR5 in the Eindhoven Classi�cation Model. The participant
identi�ed that the activity was not fully planned. Appropriate methods were not identi�ed
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nor were they carried out in a well-de�ned manner. This category was also identi�ed by the
�rst participant for the helicopter case study.

� Unclassi�able behaviour. This is shown as X in the Eindhoven Classi�cation Model. The
participant also identi�ed that some of the causal factors denoted in Figure 11.19 could not
be classi�ed using the model. This category was also identi�ed by the �rst participant for the
helicopter case study.

McElroy's initial analysis had also identi�ed Checks (HR4), Planning (HR5) and Unclassi�ed be-
haviour (X) as root causes for this incident. The other categories were omitted. In addition, McElroy
also identi�ed License (HR1) as a causal factor. He argued that the operator in question must be
quali�ed to do the job. He also identi�ed Management Priorities (MP) as an issue in this incident.
Top or middle management placed pressure on the operator to deviate from recommended or ac-
cepted practice. As noted in previous sections, it is diÆcult to reconstruct the thought processes that
either of the participants used to justify their categorisation. McElroy notes in several places that
the participants lacked the additional information that would have supported hypotheses about, for
instance, the organisational causes of an incident. These are intriguing results. McElroy's results
perhaps re
ect the participants' suspicions that there must have been organisational causes to ex-
plain the operators' behaviour. If this is true then perhaps we are experiencing the consequences of
the recent emphasis on the managerial and organisational causes of failure. These will be diagnosed
as potential causes even when investigators are not provided with suÆcient evidence to con�rm these
potential causes!

A number of methodological criticisms can be raised about McElroy's study. As mentioned, the
lack of alternative data sources often forced the participants to make inferences and assumptions
about potential causal factors. This led to causal trees and root cause classi�cation that resembled
rough `sketches' of an incident. There criticisms can be addressed by acknowledging the severe time
constraints that a�ected McElroy's work. They can also be countered by arguing that these high-
level interpretations may resemble the level of detail that can be derived from an initial analysis
of an incident report prior to a secondary investigation. It also provides an accurate impression of
the `rough' forms of causal analysis that can be conducted for contributions to anonymous incident
reporting systems. In such circumstances, investigators are also constrained by the information
sources that are available to them without compromising the identity of the contributor.

Further objections can be raised about the lack of empirical support for McElroy's work. He does
not attempt to quantify agreement between his own causal analysis or that of the other participants.
Given the limited data that he was able to obtain, this should not be surprising. He does not,
however, speculate on measures that might be used. These is a vast range of techniques that can be
used to represent and compare the structure of arbitrary tree structures [450, 451]. These algorithms
might be used to detect patterns within the structure of causal trees. For example, Lekberg argues
that an investigator's education background can bias their causal analysis [484]. Similarity metrics,
for example based on vector representations, might be used to determine whether investigators from
similar educational backgrounds produce measurably similar tree structures for the same incidents.

There are certain ironies about McElroy's approach. He framed his study as an experimental
comparison between his own analysis and that of participants who were trained in incident analysis.
he controlled the materials that were available to the participants and gave them the same training
in the PRISMA technique. Having established these conditions, he lacked the resources to perform
the additional tests that would have thrown light on many important issues. For instance, he did
not counter-balance the incidents that were presented to the participants. This makes it diÆcult
to determine whether any observed e�ects stem from the participant or the incident being studied.
Similarly, McElroy only obtained access to two trained participants. Such a sample is inadequate
to support any general conclusions. It should be stressed, however, that McElroy views his study
as an initial experiment. It was intended to act as a marker for future studies that might attempt
to assess whether investigators can use a causal analysis technique rather than just assessing their
subjective attitudes towards someone else's application of an approach, as Munson had done [552].

This section has summarised recent attempts to assess the strengths and weaknesses of di�erent
causal analysis techniques. We have seen that these studies have only provided preliminary results.
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The main conclusion from all of the work that we have cited in this section is that further research is
needed to validate the many bene�ts that are claimed for the approaches that have been summarised
in this chapter. It is, however, also possible to identify a number of more speci�c conclusions that
might guide the future validation of causal analysis techniques:

� Consider a broad range of stakeholders. Previous studies have almost exclusively focussed on
the investigators' assessment of causal analysis techniques. This is natural given that they
are likely to determine whether or not a particular approach can be applied in the �eld. It
should not be forgotten, however, that there are many other groups and organisations that
must participate in, or validate, incident investigations. For instance, Chapter 3 discussed the
role that regulators play in many reporting systems. A technique that satis�es investigators
but does not convince regulatory bodies is unlikely to be acceptable. Similarly, it is important
that any potential causal analysis technique should also be acceptable to those who must pay
for its application. If this is not the case then there will be continued and increasing pressure
either to reject the approach or to `cut corners' in order to save resources.

� Consider longitudinal factors as well as short-term e�ects. All of the studies that we have
presented are based around relatively short-term assessments of particular techniques. In
particular, Munson and McElroy's evaluations took place over several hours. They do not,
therefore, provide much evidence about the long-term bene�ts that might be provided by the
consistent application of causal analysis techniques. There are also a range of detailed issues
that are diÆcult to examine without more sustained studies. For instance, it is often necessary
for investigators to revisit an analysis at some time after it was originally conducted. They
may want to determine whether or not a subsequent incident has the same causal factors. In
such circumstances, it is important not simply to identify the results of a causal analysis. It
is equally important to understand the reasons why a particular decision was reached.

� Consider the range of incidents in an evaluation. It can be diÆcult to ensure that any assess-
ment presents its participants with an adequate range of incidents. If this is not done then the
utility of a causal analysis technique may be demonstrated for a sample of incidents that do
not re
ect the problems that are reported to the sponsoring organisation. There are further
aspects to this issue. It may not be suÆcient to base an evaluation on an accurate sample of
current incidents. Given the overheads associated with training sta� and �nancing the imple-
mentation of a new causal analysis technique, it is likely that any approach will be used for a
signi�cant period of time. If this is the case then any validation must also consider whether
incidents will change during the `lifetime' of an analysis technique. For example, Chapter 3
has argued that the increasing integration of computer-controlled production systems is posing
new challenges in forensic software engineering. None of the techniques presented here, with
the possible exception of WBA, explicitly addresses these challenges [411].

� Consider the impact of individual or team-based investigation. The studies of Munson, Benner
and McElroy focussed on the performance and subjective assessments of individual investiga-
tors. Munson even went out of his way to prevent `collusion' between the participants in his
study. In contrast, Van Vuuren's evaluation involved teams of engineers, domain specialists,
managers and safety experts. This re
ects his intention to assess the application of this tech-
nique without the usual experimental controls that were accepted by Munson and McElroy.
It is diÆcult, however, to determine whether team composition had any e�ect on the causal
analyses reported by Van Vuuren. His published work says remarkably little about these issues.
Work in other areas of groupwork have indicated that such factors can have a profound impact
upon the successful application of design and analysis techniques [489, 556]. For example, the
ability to use drawings and sketches as a medium of negotiation and arbitration can have a
powerful e�ect during group confrontations. Attention may be focussed more on the shared
artifact and less of the individuals involved in the discussion. We do not know whether these
e�ects are also apparent in the application of causal analysis techniques.

� Consider causal analysis in relation to other phases of investigation. Benner reiterates the
importance of evaluating any analytical technique within the context of a wider investigation
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[73]. Analysis techniques are unlikely to yield suÆcient explanations if investigators have not
been able to elicit necessary information about the course of an incident. This argument was
�rst made in the context of accident investigations. Unfortunately, cost limitations and the
constraints of con�dentiality/anonymity can prevent investigators from obtaining all of the
data that they may need to complete a causal analysis. All of the techniques introduced in
this chapter, with the exception of PRISMA, were developed to support accident investiga-
tions. These are, in one sense, information rich environments. In contrast, the particular
characteristics of incident reporting systems may make relevant information very diÆcult to
obtain. Any assessment must not, therefore, provide participants with information that they
might not otherwise have available during the application of a particular technique.

� consider which stage of an investigation is being assessed. As we have seen, McElroy's initial
evaluation of the application of an analysis technique produced results that were compatible
with the early stages of an investigation. The participants produced trees that `sketched' the
outline of an incident. They did not produce polished artifacts that might provide consistent
and suÆcient causal explanations. Techniques that are intended to provide such quality control
must, therefore, be validated in a way that enables investigators to achieve some degree of
competence in the more `advanced' use of the approach.

This is not an exhaustive list. Previous attempts to validate particular approaches have done little
more than to sign-post areas for further work. It is equally important not to underestimate the
importance of the small number of pioneering studies that have begun to validate the claimed
bene�ts of causal analysis techniques.

11.5 Summary

This section has reviewed a broad range of techniques that can be used to support the causal anal-
ysis of safety-critical incidents. The opening sections build on our application of ECF analysis in
Chapter 10 by introducing alternative event-based techniques. The related approaches of Multilin-
ear Event Sequencing (MES) and Sequentially Timed and Events Plotting (STEP) were presented.
These techniques all encourage analysts to use semi-formal, graphical or tabular notations to con-
struct causal models of the events that lead to particular incidents. These notations provides great

exibility; investigators have considerable freedom in the manner in which they construct a causal
model. Counterfactual reasoning is then, typically, applied to identify root causes from the candidate
causal factors that are represented in a semi-formal model. Unfortunately, the 
exibility o�ered by
these approaches can also be a weakness. There are few guarantees that di�erent investigators will
derive the same results using this approach. Similarly, it is also unlikely that the same investigator
will be able to replicate the details of their analysis at a later date.

Event-based techniques were, therefore, contrasted with approaches that exploit check-lists.
These techniques provide investigators with a restricted choice of causal factors. Management
Oversight and Risk Tree (MORT), Prevention and Recovery Information System for Monitoring
Analysis (PRISMA) and Tripod all exploit variants of this underlying idea. The enumeration of
causal factors guides and prompts investigators. It can also help to encourage consistency in an
analysis. This is particularly important if national or regional comparisons are to be made between
the causal factors of incidents that occur at a local level. Aggregated statistics would be unreliable
if di�erent investigators identi�ed di�erent causal factors behind the same incident. Of course, the
price of consistency is that it may be diÆcult to identify an appropriate causal factor from the list of
choices that are o�ered by these techniques. MORT and PRISMA address this potential caveat by
encouraging investigators to extend the basic enumerations to re
ect regional or domain-dependent
variations in the incidents that are reported.

A further limitation of checklist approaches is that it can be diÆcult to check whether a particu-
lar analysis provides a consistent or suÆcient explanation of a safety-critical incident. This chapter,
therefore, introduced a range of formal causal analysis techniques. These approaches exploit math-
ematical systems of reasoning and argument to provide clear and concise rules about what can and
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what cannot be concluded about the causes of an incident. In particular, we have introduced WBA,
partition techniques for non-deterministic causation and Bayesian approaches to subjective, proba-
bilistic causation. Although these techniques are not widely used, they o�er a number of potential
bene�ts. They avoid many of the limitations that others have identi�ed for the existing techniques
that we have introduced in previous paragraphs [453, 482]. The rules that govern the application of
these techniques provide objective criteria for verifying that an analysis is correct. The importance
of ensuring the consistency and completeness of any analysis is also increasing signi�cant given the
rising cost of litigation in the aftermath of adverse occurrences. The modular approach supported
by WBA and partition methods provides one means of addressing the increasing complexity of many
safety-critical incidents. These bene�ts will only be realised if we can develop techniques that will
enable non-formalists to participate in their application. At present, it can be diÆcult for those
without an extensive background in mathematics to understand the strengths and the limitations of
a particular formal analysis. Fortunately, many of the underlying mathematical models that support
these causal analysis techniques can also be incorporated into software tools. There is also consider-
able potential for developing graphical and tabular representations that can be used to communicate
more formal aspects of a causal analysis.

This chapter went on to describe attempts to validate some of the causal analysis techniques that
we have described. Van Vuuren conducted bottom-up studies that involved the implementation of
the PRISMA approach within several di�erent industries [844]. He was then able to perform a
comparative analysis of the di�erent role that organisational factors played in a variety of di�erent
contexts. He did not, however, perform a detailed analysis of investigators' experiences in apply-
ing the causal analysis technique. In contrast, Benner provided a generic set of criteria that can
be applied in a top-down manner to assess di�erent accident models and methodologies [73]. By
extension these same criteria might also be applied to assess di�erent approaches to causal analysis.
He relied largely upon his own subjective assessments. Munson, therefore, recruited an expert panel
of �re �ghters to apply similar criteria to a case study that had been analysed using Fault Trees,
STEP and Barrier Analysis [552]. He was able to replicate results that suggested there were strong
subjective preferences for STEP and Fault Trees over Barrier Analysis. Unfortunately, this study
did not demonstrate that potential investigators might be able to apply any of these techniques
themselves. McElroy, therefore, combined elements of Van Vuuren and Munson's approach when
he asked a panel to apply the causal trees and Eindhoven Classi�cation Model of the PRISMA
technique [529]. This study revealed striking di�erences between the manner in which some people
have proposed that causal analysis techniques should be used and the way in which investigators
might actually use them in the early stages of an investigation. Rather than a detailed and careful
analysis of the causal factors leading to an incident, the participants used them to sketch high level
causes. They were less concerned with the consistency and suÆciency of an argument than they
were with providing a clear overview of the incident itself. This, in part, re
ects the important point
that causal analysis techniques may have to play a variety of di�erent roles during di�erent stages
of an investigation.

Our analysis of previous attempts to validate causal analysis techniques has revealed how little
we know about the comparative strengths and weaknesses of these di�erent approaches. We know
from recent reports that current techniques are failing to support investigators tasks in many in-
dustries [482, 453]. This is another area that requires considerable further applied research so that
practitioners can have greater con�dence in the methods that are being proposed. The importance
of this point cannot be underestimated. Several research teams are currently developing `systemic'
approaches to the causal analysis of incidents and accidents. These techniques are intended to ad-
dress the challenges that are being posed by the failure of increasingly complex, tightly coupled
systems. Unfortunately, less attention has been paid to the problem of demonstrating the practical
bene�ts of these techniques than is currently being invested in their development.

It is worth emphasising that increasing complexity is one of several challenges that must be
addressed by novel analysis techniques. They must also be proof against the sources of bias that
in
uence the �ndings of many reports. Ultimately, it is not enough to show that any analysis
technique can `correctly' identify the causes of an incident. It must also demonstrate that it cannot
easily be used to identify `incorrect' causes. This is a signi�cant burden given the many di�erent
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forms of bias that might a�ect a causal analysis:

1. Author bias. This arises when individuals are reluctant to accept the �ndings of any causal
analysis that they have not themselves been involved in.

2. Con�dence bias. This arises when individuals unwittingly place the greatest store in causal
analyses that are performed by individuals who express the greatest con�dence in the results
of their techniques. Previous work into eye-witness testimonies and expert judgements has
shown that it may be better to place greatest trust in those who do not exhibit this form of
over-con�dence [223, 759].

3. Hindesight bias. This form of bias arises when investigators criticise individuals and groups on
the basis of information that may not have been available to those these participants at the
time of an incident. More generally it can be seen as the tendecy to search for human error
rather than deeper, organisational causes in the aftermath of a failure.

4. Judgement bias. This form of bias arises when investigators perceive the need to reach a
decision within a constrained time period. The quality of the causal analysis is less important
that the need to make a decision and act upon it.

5. Political bias. This arises when a judgement or hypothesis from a high status member com-
mands in
uence because other respect that status rather than the value of the judgement itself.
This can be paraphrased as `pressure from above'.

6. Sponsor bias . This form of bias arises when a causal analysis indirectly a�ects the prosperity
or reputation of the organisation that an investigator manages or is responsible for. This can
be paraphrased as `pressure from below'.

7. Professional bias . This arises when an investigators' colleagues favour particular outcomes
from a causal analysis. The investigator may �nd themselves excluded from professional so-
ciety if the causal analysis does not sustain particular professional practices. This can be
paraphrased as `pressure from beside'.

8. Recognition bias. This form of bias arises when investigators have a limited vocabulary of
causal factors. They actively attempt to make any incident `�t' with one of those factors
irrespective of the complexity of the circumstances that characterise the incident.

9. Con�rmation bias. This arises when investigators attempt to interpret any causal analysis as
supporting particular hypotheses that exist before the analysis is completed. in other words,
the analysis is simply conducted to con�rm their initial ideas.

10. Frequency bias. This form of bias occurs when investigators become familiar with certain
causal factors because they are observed most often. Any subsequent incident is, therefore,
likely to be classi�ed according to one of these common categories irrespective of whether an
incident is actually caused by those factors [394].

11. Recency bias. This form of bias occurs when the causal analysis of an incident is heavily
in
uenced by the analysis of previous incidents.

12. Weapon bias. This form of bias occurs when causal analyses focus on issues that have a
particular `sensational' appeal. For example, investigators may be biased to either include
or exclude factors that have previously been the focus of press speculation. Alternatively,
they may become �xated on the primary causes of an incident rather than secondary causes
that may determine the severity of an incident. For example, an investigation may focus on
the driver behaviour that led to a collision rather than the failure of a safety-belt to prevent
injury to the driver. This is a variant on the weapon focus that is described by studied into
eye-witness observations of crime scenes [758].
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The elements of this list illustrate the point that the success or failure of a causal analysis technique is,
typically, determined by the context in which it is applied. For example, investigators can (ab)use
causal analysis techniques by constructing causal chains that support particular, pre-determined
conclusions. Such practices can only be discouraged by peer review during the various stages of a
particular technique and by o�ering investigators a degree of protection against the sources of bias
listed above. It should also be emphasised that causal analysis techniques are only one component
in an incident reporting system. We cannot, therefore, assess the success or failure of such a system
simply in terms of the suÆciency and completeness of the causal analyses that it produces. Such
a validation must consider the success or failure of the recommendations that are justi�ed by any
causal analysis. These issues are addressed in the next chapter.



Chapter 12

Recommendations

Chapter 6 described how operators must often make immediate recommendations in the aftermath
of an incident. These are intended to preserve the short-term safety of application processes. These
immediate actions often exacerbate the consequences that they are intended to mitigate. numerous
potential problems can prevent an e�ective response to an incident. Inadequate training, poor situa-
tion awareness, time pressure, the lack of necessary information, inadequate system support, pressure
to preserve levels of service all impair operators' attempts to rectify an adverse situation. Chapter 6
also described a number of incident and emergency management techniques that are intended to
reduce the impact of these factors. This chapter looks beyond the short-term recommendations that
are made in the aftermath of an incident. In contrast, the intention is to examine the range of
techniques that have been developed to identify potential remedies for the various causes that can
be extracted from the approaches that have been introduced in Chapters 10 and 11.

12.1 From Causal Findings to Recommendations

A number of problems make it diÆcult to identify recommendations that reduce the likelihood
or mitigate the consequences of future failure. The following paragraphs brie
y summarises these
problems. For example, there is a danger that investigators will continue to rely upon previous
recommendations even though they have not proved to be e�ective in the past. Many authors
have identi�ed a form of `conservatism' that a�ects large and complex organisations. It can take
signi�cant periods of time for new solutions to be adopted even when there is a considerable body
of evidence that indicates the eÆcacy of alternative remedies.

There are several variations on the previous requirement. Many accidents occur because previous
incidents have resulted in recommendations that do not adequately address the causes of previous
incidents. Previous incidents provoke a range of di�erent recommendations that reduce particular
types of failure but which do not target underlying safety problems. Often these piecemeal recom-
mendations avoid the expense or political involvement that are eventually committed in response to
a subsequent accident. This can be illustrated by the US Central Command's investigation into a
`friendly �re' accident at Udairi Range in Kuwait. Previous incidents had resulted in procedures that
were intended to ensure that crews were prevented from deploying their weapons if there was any
danger of them mistaking observation posts for potential targets. Four previous incidents involving
similar close-support operations had led to a number of local remedies being taken to minimise any
potential confusion. Range procedures for �xed-wing aircraft to ground operations were changed
to restrict delivery of ordnance to within two kilometers of Bedouin camps. The target was also
altered to decrease the chances of any confusion. A tower was also constructed to help distinguish
an observation post. The rooftop of the tower was painted white with a red cross. All of these
physical changes failed, however, to address the overall problems of ensuring that crew did not in-
advertently deploy their weapons at an observation post. The report concluded that `despite four
documented incidents in the past eight months, and attempts to improve conditions, observation
posts and targets remain hard for pilots to see day or night' [824].

535
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It is important that investigators should avoid arbitrary or inconsistent recommendations. Sim-
ilar causal factors should be addressed by similar remedies. Of course, this creates tensions with
the previous guidelines. The introduction of innovative solutions inevitably creates inconsistencies.
The key point is, however, that there should be some justi�cation for treating apparently similar
incidents in a di�erent manner. These justi�cations should be documented together with any rec-
ommendations so that other investigators, line managers and regulators can follow the reasons why
a particular remedy was proposed.

Di�erent organisations have proposed radically di�erent approaches to the in
uence of �nancial
or budgetary constraints on the identi�cation of particular recommendations. Some organisations,
such as the US Army have argued that `the board should not allow the recommendation to be
overly in
uenced by existing budgetary, material, or personnel restrictions' [806]. Other incident
reporting systems, such as the local hospital systems that have been mentioned in previous chapters,
accept a more limited horizon in which any recommendations must `target the doable' [119]. The
key point here is that investigators must ensure that their recommendations are consistent with
the scope of the system. In the Army system, incident reporting is more open-ended with the
implicit acknowledgement that signi�cant resources may be allocated if investment is warranted by
a particular incident. In the local system, incident reporting is constrained to maximise the �nite
resources of the volunteer sta� who have run these systems. It is easy to criticise this constrained
approach by recommending a more ambitious scope for the recommendations of a reporting system.
It should be noted, however, that these systems have continued to introduce safety innovations for
over a decade and without the national resources that are now being devoted to clinical incident
reporting.

It is clearly important that any potential remedies must not introduce the possibility of new
forms of failure into a system. Of course, it is easier to state such a requirement than to achieve
it. The implementation of particular recommendations can introduce new forms of working that
may have subtle e�ects. Given the relatively low frequency of many adverse occurrences it may only
be possible to witness the safety-related consequences of those e�ects many months after particular
recommendations have been introduced. The debate surrounding the concept of risk homeostasis
provides numerous examples of such recommendations. Users may o�set the perceived safety bene�ts
of new regulations and devices against particular performance improvements. Cyclists who are
compelled to wear safety-helmets may cycle faster than those who are not. Motorists who are
provided with advanced braking systems may delay deceleration maneuvers [371, 370]. Others
have conducted studies that reject the existence or the magnitude of such e�ects [532, 865]. The
controversial nature of such studies not only indicates the diÆculty of validating such e�ects, it also
indicates the diÆculty of ensuring that particular recommendations do not have any undesirable
side-e�ects.

As mentioned above, the relatively low frequency of many adverse occurrences makes it diÆcult to
determine whether or not recommendations have any palliative e�ect upon the safety of a complex
application. In consequence, the impact of many recommendations must be measured through
indirect means. For instance, it can be diÆcult to determine whether training operators in the
potential causes and consequences of poor situation awareness can reduce the number of incidents
that stem from this particular human factors problem. Simulator studies can, however, be used
under restricted experimental conditions to show the short-term bene�ts of this training [864]. If
such results cannot be obtained then there is a danger that the justi�cation for any recommendation
will be challenged. The support for particular remedies can be eroded as the salience of an incident
fades over time. Further support for a recommendation can be elicited by repeating measurements
that demonstrate the bene�ts of a particular approach. Unfortunately, these indirect measures can
also be used to justify particular recommendations even when there is more direct evidence that
casts doubt on the usefulness of a particular approach [410].

Previous sections have argued that incidents seldom recur in exactly the same manner. Future
failures are often characterised by subtle variations in the causal factors that have been identi�ed
in previous failures. It is, therefore, important that recommendations are proof against these small
di�erences. Similarly, recommendations must be applicable within a range of local working envi-
ronments. They must protect against similar failure modes even though individual facilities may
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exploit di�erent technical systems and working practices. These problems are, typically, addressed
by drafting guidelines at a relatively high-level of abstraction. Safety managers must then interpret
these recommendations in order to identify the particular remedies that might prevent future fail-
ures. If guidelines are too context speci�c then it can be diÆcult for safety managers to identify
those lessons that might be usefully transferred to their own working environment.

There is, of course, a tension between identifying recommendations that protect a diverse range
of systems and drafting recommendations that provide safety managers with the level of detail that
is necessary to guide subsequent intervention. If recommendations are drafted at a high level of
abstraction then there is a danger that di�erent managers will choose to interpret those recom-
mendations in ways that re
ect arbitrary preferences rather than the local operating conditions,
mentioned above. This is illustrated by a recent US Army safety alert. Previous incidents had
led to ground precautionary messages that recommended military personnel not to use commercial
heaters in unventilated areas `use of un
ued or unvented heaters is inherently dangerous because
they vent exhaust containing carbon monoxide into living spaces' [815]. However, many soldiers
chose to disregard this generic warning and continued to use heaters inside tents. These were not
well ventilated The fabric was not intended to `breathe' and several soldiers died as a result.

Recommendations are, typically, made by an investigator to the statutory body that commis-
sions their work. These statutory organisations must then either accepting the recommendations
or explain the reasons why they choose to reject them. If a recommendation is accepted then the
statutory or regulatory body must ensure that it is implemented. This division of responsibilities
is apparent in the aviation [423], maritime [833] and nuclear industries [204]. There are, however,
occasions when investigators must identify who will be expected to satisfy a requirement. For in-
stance, the US army requires that `each recommendation will be directed at the level of command /
leadership having proponency for and is best capable of implementing the actions contained in the
recommendation' [806]. Such recommendations encapsulate good practice. If investigators do not
identify suitable proponents for a recommendation then there is a danger that it may eventually be
passed back and forth between a number of di�erent organisations [444].

These potential diÆculties make it important that any recommendations are well supported by
the products of causal analysis. If this is not the case then it can be diÆcult for investigators to
justify why particular remedies were, or were not, advocated in the aftermath of an incident. The
following section, therefore, identi�es a number of requirements that are intended to ensure that the
results of a causal analysis can be used to support subsequent interventions.

A number of factors complicate the task of extracting appropriate recommendations from the
�ndings of a causal analysis. For example, it can be diÆcult for investigators to assess the relative
priorities of particular causal factors so that resources can be targeted towards e�ective forms of
intervention. This task is further complicated because regional factors can reduce the impact of
particular recommendations or, in extreme cases, can even mitigate any bene�cial e�ects. Similarly,
it can be diÆcult to identify recommendations that o�er long term bene�ts rather than immedi-
ate or short-term palliatives. Finally, all of these problems are compounded by the diÆculty of
ensuring agreement amongst the diverse and multi-disciplinary groups that must concur with the
recommendations that are produced by an investigation.

12.1.1 Requirements for Causal Findings

Many organisations deliberately `target the doable' by restricting the focus of their recommenda-
tions to changes that a�ect the teams which support and implement a reporting system. In general,
however, recommendations a�ect many di�erent groups within complex organisations. One conse-
quence of this is that representatives of these diverse interests must participate in the identi�cation
of remedial actions. At the very least, they must consent to their implementation. This can create
a number of pragmatic concerns. For instance, recommendations may be drafted to address ad-
dress causal �ndings that were identi�ed using one of the analysis techniques introduced in previous
chapters. The products of some of these techniques, including Why-Because Analysis (WBA) and
non-deterministic models of causation, cannot easily be understood by non-mathematicians. It is,
therefore, important that the �ndings of any causal analysis are translated into a form that is readily
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accessible to those who must participate in and consent to the identi�cation of recommendations in
the aftermath of an incident. The following paragraphs summarise a number of further requirements
that help in the use of causal analysis techniques to guide remedial actions.

Summarise the nature of the incident

In order to understand the signi�cance of the causal �ndings that guide particular recommendations,
investigators must summarise the course of a safety-critical incident. The US Army's Accident
Investigation and Reporting Procedures Handbook requires an explanation of `when and where the
error, material failure, or environmental factor occurred in the context of the accident sequence of
events; e.g., during pre
ight, while driving, etc' [806]. Information is also required to identify the
individuals who are involved in an incident by their duty position or name. Components must be
unambiguously denoted by a part or national stock number. Any contributory environmental factors
must also be described. These requirements are often codi�ed in the �elds of an incident reporting
forms. Operators are required to state the `national stock number' of a failed component. They
may also be asked to provide information about potential environmental factors and so on. As we
have seen, however, the information that is provided by an initial report can also be supplemented
by subsequent reconstructions. Chapters 8 and 9 introduced a number of techniques, including
computer-based simulation, that can be used to model the course of an incident. These techniques
underpin the causal analyses that were described in Chapters 10 and 11.

Summarise the causal �ndings

It is important that the products of any causal analysis are accessible to those without any formal
training in the techniques that were used to identify them in the �rst place. This may seem like an
unrealistic requirement given the underlying and inherent complexity of some causal models. It is,
however, a prerequisite for ensuring a broad participation in the identi�cation and implementation
of any subsequent recommendations. If this requirement is not satis�ed then there is a danger that
other investigators, safety managers, regulators or line managers will mis-interpret the �ndings of any
STEP analysis, PRISMA categorisation or Tripod modelling. It is for this reason that WBA employs
a graphical form that can include natural language annotations in addition to the clausal forms of the
more formal analysis. The US Army summarises the requirement to provide the following details:

\For human error, identify the task or function the individual was performing and
an explanation of how it was performed improperly. The error could be one of com-
mission or omission; e.g. individual performed the wrong task or individual incorrectly
performed the right task. In the case of material failure, identify the mode of failure; e.g.
corroded, burst, twisted, decayed, etc. Identi�cation of the directive (i.e. Maintenance
/ technical manual, SOP, etc.) or common practice governing the performance of the
task or function. e. An explanation of the consequences of the error, material failure, or
environmental e�ect. An error may directly result in damage to equipment or injury to
personnel, or it may indirectly lead to the same end result. A material failure may have
an immediate e�ect on equipment or its performance, or it may create circumstances that
cause errors resulting in further damage / injury inevitable. Identi�cation of the reasons
(failed control mechanisms) the human, material, environmental conditions caused or
contributed to the incident. A brief explanation of how each reason contributed to the
error, material failure, or environmental factor." [806]

This quotation is interesting for a number of reasons. In particular, it provides an abbreviated
checklist for the causal factors that must be considered when analysing particular types of failure. For
instance, any analysis must consider the particular mode that characterised a materials failure. Such
high-level guidance provides a lightweight means of combining the bene�ts of checklist approaches,
such as MORT, with the more open form of causal analysis, encouraged by STEP and MES. The
previous quotation urges investigators to consider the control mechanisms that caused or contributed
to an incident. This is interesting because it acts as a reminder to consider critical aspects of an
analysis even if investigators choose not to exploit barrier analysis or the related concepts in Tripod.
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Explain the signi�cance of causal �ndings

Chapter 7 introduced contextual details, contributory factors and root causes. Subsequent chapters
have described a range of further distinctions that have been introduced by both researchers and
by practitioners. These include concepts such as proximal and distal causes [701], particular and
general causes [508], deterministic and stochastic causes [313] and so on. Irrespective of the precise
causal model that is adopted, it is important that investigators provide some indication of the
perceived importance of any particular causal �nding. For instance, the US Army recommends
that �ndings are categorised as `Found; Primary Cause, Found; Contributing, Found; Increasing
Severity of Damage/Injuries, or Found; Not Contributing' [806]. As before, this recommendation
acts as an important reminder to incident investigators. For example, the previous chapter brie
y
summarised the potential impact of weapon bias. Investigators can become �xated on the primary
cause of an incident at the expense of secondary failures that increased the severity of any outcome.
By explicitly reminding investigators to consider these factors, these guidelines encourage analysts
to look beyond the driver behaviour that leads to a collision. They are, for instance, encouraged
to identify the reasons why a safety-belt failed or why the emergency response was delayed. The
same guidelines also encourage investigators to separate the presentation of primary causes from
contributory factors by noting that `THE FINDING(S) LISTED BELOW DID NOT DIRECTLY
CONTRIBUTE TO THE CAUSAL FACTORS INVOLVED IN THIS INCIDENT; HOWEVER, IT
(THEY) DID CONTRIBUTE TOTHE (SEVERITYOF INJURIES) OR (INCIDENT DAMAGES)'
[806]. This quotation shows how it is important not only to consider the information that must be
identi�ed by any causal analysis but also the format in which that information is transmitted.
The Army handbook requires that such `contributing' causes can easily be distinguished form the
`primary' causes that directly led to an incident.

Justify excluded factors

Not only is it important to explain the signi�cance of those causal factors that did contribute to an
incident, it is also necessary to explain why particular `causes' did NOT contribute to an adverse
occurrence . Investigators must not only explain why recommendations address particular aspects
of a system, they must also explain why those recommendation did NOT address other aspects of
the system. These excluded causes fall into two categories. Firstly, those factors that did not cause
or exacerbate this incident but which have the potential to cause future failures if uncorrected. As
before, the products of this form of causal analysis must be clearly distinguished from `primary'
and `contributory' causes: `the �ndings and recommendations �tting this category will be separated
from those that caused the incident or those that did not cause the incident but contributed to the
severity of injuries / damage' [806]. There is, however, a second class of excluded `causal' factors
that must also be considered in the �ndings of any causal analysis. These are the factors that might
have caused to, or exacerbated, an incident but which were considered not to be relevant to this or
future failures. Without such justi�cations it is impossible for other investigators, for managers and
for regulators to distinguish between such those factors that were considered but rejected and those
that were never even considered in the �rst place.

Summarise the evidence that supports or weakens each �nding

This book has repeatedly argued that investigators and analysts must justify and document the
reasons why particular decisions are taken at each stage of their work. Without this additional
information it can be diÆcult for other investigators, for regulators and for other statutory bodies
to understand why an investigation proceeded in a particular manner. It can be diÆcult to follow the
reasons why a secondary investigation was not initiated. It may be diÆcult to identify the factors that
led investigators to commit resources for computer-based simulations in one incident and not another.
Similarly, it can be hard to understand why resources were not allocated to support a detailed causal
analysis. The US Army handbook recognises the need to justify the outcome of a causal analysis;
\Each cause-related �nding must be substantiated." [806] The cursory nature of this requirement is,
perhaps, indicative of a wider failure to recognise the importance of such justi�cations. All too often,
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individuals and groups must endeavour to `re-live' their decision making processes during the course
of subsequent litigation. A number of techniques can be used to document the justi�cations that
support particular causal arguments. For instance, Chapter 9 introduced Conclusions, Analysis,
Evidence (CAE) diagrams. These provide a means of linking the evidence that can be obtained
in the aftermath of an incident to the arguments for and against a conclusion. These graphical
structures are intended to provide a high-level overview of the justi�cations that support particular
causal �ndings.

12.1.2 Scoping Recommendations

Causal �ndings help to guide the drafting of appropriate recommendations. The US Army hand-
book, cited in previous paragraphs, illustrates this relationship by advising that each �nding is
printed next to the remedy that has `the best potential' for avoiding or mitigating the consequences
of future incidents [806]. As we have seen, however, it can be diÆcult to identify appropriate recom-
mendations. In particular, interventions must be pitched at the correct level. They must be detailed
enough so that they avoid ambiguity. They must present the organisational, human factors and
systems details that are necessary if future incidents are to be avoided. They must not, however,
be so speci�c that the fail to capture similar incidents that share some but not all of the causes of
previous incidents. The following paragraphs brie
y describe some of the more detailed issues that
must be considered when attempting to identify an appropriate scope for the recommendations in
an incident report.

By time...

Previous sections have identi�ed important di�erences between the short-term recommendations
that are made in the immediate aftermath of an incident and the longer-term remedies that are,
typically, the outcome of more considered investigations. Immediate instructions to alter operating
practices may be supplemented by regulatory intervention to ensure that those changes are backed
by appropriate sanctions. It is important to recognise, however, that very few recommendations ever
provide inde�nite `protection' against future failures. In military systems this is best illustrated by
the continuing problem of `friendly �re' incidents.

World War II
1942-1945

Korea
1950-1953

Vietnam
1965-1972

Desert
Storm/Shield
1990-1991

Accidents 56% 44 % 54% 75%
Friendly Fire 1% 1% 1% 5%
Enemy action 43% 55% 45% 20%

Table 12.1: Battle and Non-battle casualties in the US Army [798].

Table 12.1 presents US Army �gures for the changing impact of friendly �re incidents on army
casualties in major combat operations since 1942 [798]. Such incidents, however, have a far longer
history. One of the most (in)famous incidents occurred in April 1863 when Robert E. Lee's Army of
Northern Virginia attempted to halt the Union Army of the Potomac's advance across the Rappa-
hannock River near Chancellorsville. Lee left a small force to contain Major General Joseph Hooker
and sent the remainder of his strength with `Stonewall' Jackson to attack the Union 
ank. Jackson
achieved considerable success and pushed ahead with a scouting party. As the party returned, they
were mistaken for Union cavalry. Jackson was wounded and died soon after from complications that
followed the amputation of his left arm [23]. Such incidents stem from a lack of situation awareness,
often involving scouting parties and other advanced units. They also stem from the development
of weapons that are e�ective at a range which is greater than the range at which combatants can
easily distinguish friend or foe.
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Such incidents were often seen as the result of undue recklessness, or bravery, on the part of
the individuals involved. In the years following the Civil War, greater emphasis was placed on the
development of communications systems and protocols that were intended to improve combatants'
understanding of their combat situation. For instance, rules of engagement were drafted to identify
situations in which it was `safe' to engage a potential enemy. An example of such procedures
can be found in the Rules of Engagement-Southeast Asia (U), JCSM-118-65, 19 February 1965
(Declassi�ed 21 June 1988, NARA) which removed the US military's restriction against pursuit
of Vietcong into Communist China. These required that hostile vessels could only be attacked
in Vietnamese (RNV) or Thai territorial waters if it had been `attacking or acting in a manner
which indicates with reasonable certainty an intent to attack U.S./friendly forces or installations,
including the unauthorised landing of troops or material on friendly territory' or `engaged in direct
support of attacks against RVN or Thailand'. Unfortunately, these new tactics and tools were not
always successful in eliminating the problem of friendly �re. For example, the US Naval Institute
published an account of an engagement during the Vietnam war. A B-57 from the 8th Bombardment
Squadron attacked a US patrol boat after it had dropped its bombs on watercraft just north of
demarkation zone. Coordination between the 7th Air Force and the naval forces was particularly
poor. The Commander-in-Chief, Paci�c, later observed that `this incident is an apparent lack of
tactical coordination between operational commanders'. The 7th Air Force investigation concluded
that the vessel did not know the `correct MAROPS challenge/response for air to surface'. The
patrol boat had `two means of identifying themselves to aircraft' using their running lights or by
radio communications but `the vessel did neither' [380].

`Friendly �re' accounted for some �ve percent of American casualties during Operation Desert
Storm in 1991 [798]. These often had similar causes to incidents in previous con
icts. Many stemmed
from communications problems. Deployment information was not passed along the chain of com-
mand. Other incidents again revealed the disparity between the range and e�ectiveness of modern
weapons systems when compared to battle�eld communications equipment. Following the gulf war,
several initiatives started amongst allied armies to lessen the number of these incidents in future
con
icts [747]. As can be seen, some of these initiatives focussed on new technologies. Others,
however, have more direct parallels with the techniques that were proposed in previous con
icts:

� \Systems that align with the weapon or weapon sight and are pointed at the intended target.
The system `interrogates' the target { a reply identi�es it as friendly, otherwise it is identi�ed
as unknown.

� `Don't shoot me' systems use the Global Positioning System and other similar data sources.
An interrogation is sent in all directions containing the targeted position. Friendlies present
in that position return a `don't shoot me' response.

� Situational awareness systems rely on periodic updates of position data to help users locate
friendly forces.

� Non-cooperative target recognition systems compute a signature using acoustic and thermal
signals, radio emissions, and other possible data sources. The system compares the signature
in its library database to characterise the target as potentially a friend, foe or neutral." [22]

A number of reasons explain the way in which the similar hazards recur over time even though
recommendations provide some immediate protection from a particular failure. For example, pre-
vious sections have cited research into risk homeostasis that determines whether or not users will
sacri�ce safety improvements in order to achieve other objectives. Car drivers will rely on advanced
braking systems to save them from hazardous situations. A number of other potential problems can
prevent previous recommendations from continuing to protect application processes. For instance,
operators and managers may forget the importance of previous remedies as incidents and accidents
fade from the `group memory' [633, 635]. This process of `forgetting' should not be underestimated
given the relatively low frequency of many adverse occurrences. Organisational factors also intervene
to increase the speed at which previous recommendations can be lost to those whose actions must
be guided by them. The recommendations from less severe incidents may be lost more quickly than
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those of the `friendly �re' examples, cited previously. The Canadian armed forces have one of the
most advanced health and safety infrastructures of any military organisation. Their computer-based
General Accident Information System automates the submission and partial �ltering of incident
and accident reports [148]. These reports are summarised in Safety Digests that are similar to the
Aviation Safety Reporting Systems DirectLine publication, introduced in Chapter 5. They provide
key personnel with `�rst-hand' accounts of previous incidents. They also communicate the recom-
mendations from investigations in a relatively accessible manner. Such feedback does not always
have the strong, long-term remedial e�ect that might be expected. For instance, there have been
several incidents involving the transfer of fuel under pressure between various types of bowser [137].
These have led military safety managers to stress that it is the \duty" of military personnel and
civilian sub-contractors to refuse to engage in operations that jeopardise safety during peacetime
[135]. Unfortunately, there recommendations have not had the impact that might have been hoped:

\Training DND military/civilian personnel performing the transfer operation and
those in the chain of command didn't have experience or training to safely conduct this
non-standard fuel transfer. Basic/advanced fuel handling training for National Defence
military/civilian personnel requires further in-depth evaluation. In the interim, 19 Wing
is conducting enhanced local training. The applicable engineering publications governing
the safe handling of fuels are outdated, not accessible to all personnel and appear to be
technically inferior to industry standards and other Air Forces' publications." [140].

This quotation provides several detailed reasons why many of the recommendations from incident
reports are limited to a relatively short `shelf life'. Personnel may not have been provided with
access to the initial information. They may have joined an organisation or have been re-deployed
within an organisation well after the �ndings from an incident have been published. Sta� may also
be employed by sub-contractors who were not informed of the recommendations that were identi�ed
from previous incidents. Conversely, the organisation itself may have fallen behind best-practice
in an industry. The previous quotation identi�es that military procedures failed to meet civilian
standards.

The long-term e�ectiveness of particular recommendations can also be undermined by changes
in working practices. These need not re
ect deliberate neglect or the failure to communicate the
importance of adopting particular remedies in the aftermath of previous incidents. In contrast, these
changes can be forced upon personnel by the introduction to new technologies. Some recommenda-
tions that ensure safe fuel transfer from bowsers can also be applied to other fuel storage mechanisms,
such as bladders [135]. For instance, it is important to ensure that hoses are hydrostatically tested
in both situations. Other recommendations cannot be directly transferred in this way. For example,
previous bowser �res have established the importance of using industry-approved 
ow rates for par-
ticular fuel types [140]. This recommendation has some relevance for bladder devices. However, the
particular properties of bladder devices require that recommendations from previous bowser �res
must be carefully reinterpreted if they are to protect operators using these containers. Personnel
must ensure that fuel is pumped to the bladder's pressure rating rather than at its maximum �lling
speed.

Changes in the operating environment undermine previous remedies. For instance, many military
organisations responded to `friendly �re' incidents by implementing protocols, such as terms of
engagement, that guide personnel on the actions to be taken before engaging a potential target.
Battle�eld communications systems have also been developed to help distinguish friend from foe.
These remedies are tailored to meet the speci�c requirements of particular military organisations.
It can be diÆcult to extend the same techniques to support joint operations by allied forces. For
instance, there may not be the political support that is necessary to agree upon common terms of
engagement. It is also rare for allied forces to share the same core communications technologies. One
consequence of this is that joint operations often result in a large number of friendly �re incidents.
Remedies that reduce incidents in particular scenarios may, therefore, not provide protection under
changed operational circumstances.

Changing working practices, changing operational contexts and changing technologies create
considerable problems for investigators who must ensure that their recommendations continue to
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protect the safety of a system and its operators. Several techniques have been proposed to reduce
the impact of such changes on the remedies that are advocated by incident reporting systems. For
example, investigators can explicitly specify the shelf-life of a recommendation. Any remedial actions
need only be implemented until an end-date that is speci�ed in the incident report. The regulatory or
statutory body is then responsible for explicitly renewing any recommendation that might be made
after the initial period of enforcement has expired. This approach has obvious disadvantages for any
regulatory body that must constantly review a mass of relatively low priority recommendations. An
alternative approach is to require that organisations periodically update their safety cases to ensure
that they conform to recommendations that have been made since their previous appraisal. This
review also provides an opportunity for companies to argue that previous recommendations may no
longer hold given new working conditions or technological innovations. This approach also su�ers
from a number of limitations. For example, it can be diÆcult to identify an appropriate renewal
period. Alternatively, companies may be required to revise a safety-case whenever new working
practices or environmental conditions are introduced. Further technical diÆculties complicate the
task of updating a safety case, see for example [434].

Some incidents raise a variety of more `pathological' temporal issues that exacerbate the problems
of drafting and implementing appropriate recommendations. For example, the Singaporean army
has made a number of recommendations that have reduced the number of heat related injuries
reported in recent years:

\During the �rst two days of heat exposure, light activities would be appropriate. By
the third day of heat exposure, 3 kilometer runs at the pace of the slowest participant
are feasible. Signi�cant acclimatisation can be attained in 4 to 5 days. Full heat accli-
matisation takes 7 to 14 days with carefully supervised exercise for 2 to 3 hours daily in
the heat. The intensity of exercise should be gradually increased each day, working up
to an appropriate physical training schedule adapted for the environment." [741]

As mentioned, these recommendations have encouraged a general decline in heat related injuries
within the Singaporean defence forces since 1987. If we follow the argument that has been presented
in previous paragraphs then it might be argued that greater concern should be devoted to other,
potentially more pressing, safety recommendations. A number of factors have, however, combined
to increase the salience of there recommendations. Since 1995 the army has continued to report
approximately 3.5 cases per 1000 soldiers. These cases are not evenly distributed across all units.
Training schools continue to su�er the highest incidence of heat-related injuried as new soldiers
transition from civilian life. The political and social impact of these incidents is exacerbated by
the Singaporean army's continued use of enlistment. In consequence, the `shelf-life' or duration of a
recommendation can be determined by a range of factors that may have relatively little to do with
the relative frequency of particular incidents.

The previous example can be used to illustrate a number of further problems that complicate the
task of drafting appropriate recommendations. For instance, the previous remedies are increasingly
important at particular times in the year. The Singaporean army reports the highest number of heat
injuries in April and May. This re
ects increases in heat and humidity during those months. As we
have seen, the salience of particular recommendations can decline when they are not perceived to be
important to an operator's immediate task. In consequence, safety managers must make particular
e�orts to reinforce the importance of these guidelines during March and early April. The complexity
of drafting appropriate recommendations is further complicated by the bimodal distribution of these
incidents within the day. Peaks occur in the reporting patterns from 08:00 to 09:59 hrs and from
16:00 to 17:59 hrs. These peaks straddle the interval between 11:30 and 15:30 hrs during which formal
physical training is prohibited according to Singaporean army regulations. Further complexity is
introduced by the time-limits that determine appropriate mitigating actions. If an individual's heat
exposure is less than 90 minutes then they should be o�ered plain, cool water during a recovery
period. If the heat exposure exceeds 90 minutes then they should be o�ered a \cool, suitably

avoured carbohydrate-electrolyte beverage" with no more than 8%, or 2 table spoons of sugar per
litre [741]. If the soldiers' heat exposure exceeds 240 minutes then they should be provided with a

avoured \carbohydrate-electrolyte beverage supplemented with one tea spoon of salt per litre".
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By place...

The previous section has argued that it can be diÆcult to draft recommendations that can continue
to have a medium or long-term e�ect on the safety of an application. Memories fade, working
practices change and technology is seldom stable beyond the short-term. In consequence, regulatory
or statutory intervention may be required to ensure continued compliance. Investigators may also
be forced to draft their recommendations so that they are `future proof' against these changes.
Unfortunately, remedies that avoid reference to particular technologies and working practices are
likely to be of little practical bene�t. Lack of detail encourages ambiguity and safety managers may
�nd it diÆcult to know how to implement remedial actions. These problems are compounded by the
need to ensure that recommendations can be implemented in many di�erent working environments
that are often distributed across many di�erent geographical locations. This is an increasing problem
given recent initiatives to increase the coverage of national and international reporting systems. For
instance, the initiatives of individual airlines led to the development of United States' Aviation Safety
Reporting System (ASRS) in 1976. In the last �ve years this has, in turn, motivated attempts to
establish a Global Aviation Information Network [308]. Similarly, medical reporting systems that
were initially established in individual units within individual hospitals are now being extended to
regional and national systems. For example, the UK's Royal College of Anaesthetists has introduced
guidelines to encourage recommended practice in incident reporting within their specialism [715].
Both the UK Government [633] and Presidential initiatives [453] have advocated the expansion of
these systems beyond the local and regional levels.

It is important to emphasise that national and international initiatives to expand the geographical
coverage of incident reporting systems do not remove the need to draft recommendations that focus
on particular local needs. For example, the Canadian Commander of the National Support Element
Services Platoon and of Camp Black Bear in Bosnia-Herzegovina reported that the following actions
had been taken to address previous safety recommendations:

\First of all, we replaced three propane gas ranges in the kitchen and took steps to
replace one tilting frying pan and procure another. The ranges in use were extremely
old and beat up. In fact, the burners were cracked and the wire insulation was torn.
New safety equipment in the kitchen at Camp Black Bear. Moreover, the plates inside
the stoves had been removed, leaving the propane gas tubing unprotected. Hence, this
equipment posed a serious risk to the people working in the food section. Our chief cook,
Sgt �El�ement, is exceedingly proud of his new equipment." [143]

The importance of such local recommendations and actions cannot be exaggerated. They provide
immediate and direct feedback to the individuals and groups who contribute to incident reporting
systems. This is particularly signi�cant for work groups that perceive themselves to be isolated
from administrative centres. The Canadian units in Bosnia-Herzegovina provide a good example of
groups who most need to be reassured that their potential problems are receiving prompt and direct
attention.

There are also less obvious reasons for ensuring that recommendations address particular local
concerns. If remedies are couched in abstract terms that can be applied to many di�erent contexts
they often lose the impact that can be observed from more direct and locally relevant recommenda-
tions. For instance, the previous actions might have addressed a requirement to `review the safety of
cooking appliances in all military camps'. Such generic recommendations can often be lost amongst
the plethora of similar high-level guidance that is issued from `lessons learned' systems. The intro-
duction of particular local details can, arguably, provide more salient reminders even though the
exact circumstances are not replicated in other working environments. This is an important feature
of the anecdotes and `war stories' that provide a critical learning resource for workers in a vast
range of occupations. This analysis was con�rmed during the interviews that help to form the EU-
ROCONTROL guidelines for incident reporting in air traÆc management [423]. Many controllers
speci�cally asked that details about speci�c airports and shift patterns should be left in both the
causal analysis and recommendations associated with individual incidents. They argued that this
increased the perceived relevance of the analysis. These local details helped them to re-interpret
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particular recommendations within the often di�erent context of their own working environment.
The controllers who were interviewed continued to support these arguments even after it was sug-
gested that such local details might compromise the anonymity of some reports. It remains to be
seen whether the same opinions would be expressed by those individuals who are involved in an
incident.

It is possible to identify a paradox that a�ects the drafting and implementation of recommenda-
tions from incident reporting systems. The e�ectiveness of such systems depends upon identifying
remedies that can be applied well beyond the scope of the application or working group that �rst
identi�ed a potential problem. On the other had, drafting recommendations that can be applied
beyond the context of particular working group often implies that investigators must strip out the
contextual details that help operators understand the signi�cance of an incident. There is also a
danger that by expanding the scope of a recommendation, investigators will address propose reme-
dies for problems that do not exist beyond the boundaries of a local system. This is a signi�cant
concern given that each recommendation is likely to carry signi�cant costs in terms of the time and
money that may be required to implement them. There is a further danger that by addressing these
spurious recommendations, working groups may divert resources away from more critical remedies.
Many organisations, therefore, impose triggering conditions that must be satis�ed before an inci-
dent must be addressed by both local and regional recommendations. For example, the Canadian
forces in the Former Republic of Yugoslavia investigated a total of 250 di�erent topics during ini-
tial investigations into incidents during 1996. The `Lessons Learned Information Warehouse' of the
Army Lessons Learned Centre identi�ed 142 possible areas of study but only 34 of these subjects
were common to the majority of operations and rotations. There were identi�ed using the following
heuristics. Firstly, if an issue was identi�ed during the early stages of the army's involvement in the
region but ceased to be reported in latter stages then it was assumed that appropriate changes had
been made and that no further recommendations need be made. This is a strong assumption. In
other contexts, it would be necessary to seek further reassurance that such initial reports had been
recti�ed. For example, the last heuristic represents such an approach. This is a further illustration
of the temporal problems that arise when investigators attempts to assess the `shelf-life' of a recom-
mendation. Secondly, if an observation was made twice in the latter operations then it was retained
as an issue for further investigation. The military reports do not state whether an issue would be
retained if these reports were submitted by the same units on two di�erent occasions. As with
the previous heuristic, additional requirements might be necessary in other contexts to ensure that
such generic issues did stem from more than one independent source. Finally, if an observation was
made three times at any stage of the operations then it was retained as an issue. This increases the
likelihood that high frequency reports, even in the early stages of the operation, will be addressed
during subsequent investigations [134]

As mentioned, these criteria were used by the Canadian military as a means of �ltering the 250
topics that were identi�ed by individual reports from the units in the Former Republic of Yugoslavia.
Only those issues that satis�ed these various criteria were passed for the next level of analysis. In
other words, they ceased to be considered as isolated examples that could be addressed by local
recommendations. They were, in contrast, considered as more generic issues that required national
or regional remedies. This distinction can be illustrated by the contrast between the general health
and safety issues that a�ected Camp Black in the previous quotations and the following issues that
emerged from this higher level analysis of more generic issues:

� \Operations - Maps (Issue 26, page A-13):
Although units had adequate map coverage, the two map scales in use (1:50,000 and 1:100,000)
did not coincide. Reporting of a grid on one scale produced an error in plotting on the other
due to a di�erence in data.

� Operations - Mines (Issue 32, page A-16):
Mines were the single largest producer of casualties on operations in the Former Republic of Yu-
goslavia. All [reports] indicated that units conducted extensive mine awareness training prior
to and during the operation. Despite this training, the vast majority of mine incidents were
directly attributable to a lack of situational awareness, understanding risks and recognising
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the indicators of a mined area." [134]

Many organisations operate similar �ltering processes to those implemented by the Canadian defence
forces. Incidents that are reported at a local level are collated and then assessed to determine
whether they have regional or national signi�cance. If an issue is considered to be suÆciently serious
according to the �ltering criteria, or subjective judgement of the gatekeeper [423], then more generic
recommendations are drafted. This, typically, implies a process of abstraction that strips out the
contextual details that have been noted in the previous citations. This can be illustrated by the US
Army's response to repeated incidents involving poor situation awareness; `many platoons continue
to experience diÆculty with situational awareness because they do not have a system in place to
properly battle track and manage information' [800]. The perceived importance of this continuing
problem ensures that any recommendation must be directed to all battle�eld personnel rather than
those who are engaged in regional operations. This contrasts with the previous quotation that
focussed on incidents involving maps and mines that were speci�cally encountered by the Canadian
element of the UN forces in the Former Republic of Yugoslavia. Incidents involving poor situation
awareness cannot be viewed as local issues because similar problems led to the friendly �re incidents
mentioned earlier. An analysis of previous incidents determined that battle tracking in platoon
command posts failed to provide squad leaders with necessary details about enemy locations, friendly
unit dispositions and the current state of combat operations in their area. Squad leaders, in turn,
rarely provided suÆcient detail for platoon leaders to gain a clear understanding of the signi�cance
and context of their objectives. The US Army responded to repated reports of similar incidents by
directly considering situation awareness issues within its national training programmes:

1. \The platoons must provide brigade combat teams with the information necessary to have
resolution of location, current status and missions of the Military Police units.

2. Military police platoons should be considered during the brigade combat team's clearance
of �res drills. The platoon command post must track the current brigade operation to the
resolution necessary to provide squad leaders with information to plan and conduct operations.

3. Prevent fratricide. The platoon command post must also disseminate and provide feedback on
the Commander's Priority Intelligence Requirements and Critical Information Requirements.
Platoon leaders must require squad leaders to submit timely situation reports and route re-
connaissance reports." [800]

As can be seen, there recommendations have moved away from the speci�c problems encountered
by particular units. They have also abstracted away from the more regional problems that are
associated with a particular theatre of operations. In contrast, the recommendations are expressed
in a generic manner that might be used to inform battle�eld operations in any anticipated con
ict.
It is important to emphasise that investigators must be aware of the di�erent strengths and weak-
nesses of recommendations that are pitched at a national rather than a local level. The bene�ts
of extending the scope of any remedy are obvious. However, the sense of engagement that stems
from addressing speci�c local concerns is diÆcult to obtain from this more generic approach. The
previous recommendations could be aimed at any combat platoon in the US Army. The insights
gained from the analysis of particular incidents are distilled into a format that resembles standard
training manuals that lack the immediacy of more local approaches. This e�ect is more readily
apparent in the recommendations that are intended to avoid administrative or �nancial `incidents'.
For instance, the following quotation is taken from the US OÆce of the Assistant Secretary of the
Army's proposals to avoid problems in the acquisitions process:

\People who show active hostility to changes are easy to spot and deal with. If they
express their dissatisfaction honestly and openly, then their objections can be addressed.
The agreement may be stronger for having resolved the points troubling such a person.
Con
ict resolution, after all, is one of the primary reasons for forming a partnering
agreement. More diÆcult to deal with are those individuals who pay lip service to the
partnering agreement while they quietly work against it. Their hostility is expressed with
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subtlety through stubbornness, procrastination, and ineÆciency. While the agreement
encourages actively working to �nd solutions to problems, a passive-aggressive person
does nothing to further the process. Quite the contrary, they do whatever they can to
wreck it. Reassign such a person to a job where they cannot block progress." [801]

Such advice is deliberately pitched at a very high level of abstraction. In consequence, it can appear
to be little more than `common sense'. Such advice can have potentially adverse consequences
if o�ered to personnel who are faced with more direct and apparently pressing problems in their
working lives [839].

The previous paragraphs have argued that there is a tendency for national and regional reporting
systems to remove the local and contextual details that often increase the immediacy of particular
incident reports. In consequence, recommendations can be seen as abstract requirements that have
little relevance to more immediate problems. At worse, they can be resented as unwarranted imposi-
tions by external agencies that are intent on hindering the normal working practices of local teams.
It is important to emphasise that this process of abstraction is not a necessary result of attempts
to increase the scope of an incident reporting system. It is still possible to implement national and
international systems that provide focussed information about detailed incidents. Unfortunately,
this raises a number of fresh problems that must be addressed by investigatory and regulatory au-
thorities. In particular, given that national and international systems may generate a large number
of potential recommendations it can be diÆcult to ensure that particular members of sta� can eas-
ily access all relevant recommendations. Several techniques have been developed to address this
problem. Journals such as the ASRS' DirectLine or the Canadian National Defence forces' Safety
Digest can publish information about individual incidents in `key areas' that are selected by the sta�
who are responsible for running the system. These publications are then distributed to appropriate
members of sta�. Unfortunately, this approach can be extremely costly. Paper-based publications
must, typically, be distributed to many di�erent regions. It also relies upon investigators to identify
a subset of incidents that should be publicised at a national level. The diÆculty of this task increases
in proportion to the scale of the reporting system.

Electronic publication techniques provide alternative means of providing key members of sta�
with access to the recommendations that a�ect their particular tasks. This avoids the problems
associated with making an explicit decision only to publicise a small number of the insights that can
be gained from a national reporting system. With appropriate tool support, this approach also avoids
some of the overheads associated with the costs of updating and distributing paper based journals.
This approach has been successfully exploited by a range of armed forces [801, 148]. Preliminary steps
have also been taken to extend this approach as a means of encouraging international cooperation.
The ABCA Coalition Operations Lessons Learned Database is a notable example of this approach.
This database was established in 1999 as a joint venture between the American, British, Canadian
and Australian armed forces. It was intended to \identify and resolve those key standardisation issues
which would a�ect the ability of a military force, comprising two or more of the ABCA nations, to
operate e�ectively and to the maximum ability of its combat power" [799]. The password-protected
web-site provided user with the ability to perform full-text searches. They could also browse a
full listing of documents by country of origin. Chapter 15 will describe some of the technological
limitations that reduce the utility of this approach and will introduce a number of further solutions
to these problems. For now it is suÆcient to observe that there may be few guarantees that any
particular member of sta� will be able to access all of the recommendations that are relevant to
their working tasks using computer-based systems.

It is important not to underestimate the problems that arise when attempting to draft rec-
ommendations that might usefully be applied across national boundaries. Previous chapters have
argued that the increasing scope of an incident reporting system can result in a process of abstrac-
tion that hides contextual information. Cultural di�erences have the paradoxical e�ect of focusing
international exchange almost exclusively on detailed technical issues. For example, it is diÆcult to
translate previous advice on US Army acquisitions policies into cultures in which `apparent accep-
tance and covert opposition' are acceptable and even anticipated forms of disagreement [878]. It is
for these reasons that the exchange of safety-related recommendations can yield deep insights into
the alliances that exist between national organisations. Cultural similarities arguably explain the



548 CHAPTER 12. RECOMMENDATIONS

United Kingdom's participation in the ABCA coalition rather than a coalition with other European
defence forces.

The previous analysis has argued that the e�ectiveness of an incident reporting system can
be increased if investigators increase the scope of its recommendations. This, typically, involves
abstracting away from local, contextual details so that lessons can be applied by operators working
in di�erent regions and even di�erent countries. It is important to stress, however, that there are
some situations in which there is a deliberate policy not to exchange information about safety related
incidents. For example, the South African National Defence Force is still adjusting to the changes
that were introduced when it was �rst made subject to both the Machinery and Occupational Safety
Act, 1983 and the Occupational Health and Safety Act, 1994. For the �rst time, the Department
of Defence has an explicit obligation to demonstrate compliance with the law, \or with the spirit of
the law", in health and safety matters [708] Prior to the end of apartheid, there was a deliberate
political motivation to promote self-suÆciency. This implied a willingness to learn from the mistakes
of others but did not imply a willingness on the part of many governments to share those lessons.
Even in the post-apartheid era, there are limits to the free exchange of information in military and
strategic matters. This was implied in the recent White Paper on South African Defence Related
Industries:

\It is neither a�ordable nor necessary to strive for complete self-suÆciency in arma-
ments production and all the technologies to support it. However, the South African
National Defence Force requires that in certain strategic areas, limited self-suÆciency
must be retained and maintained and that in others, the South African National De-
fence Force needs to remain an informed buyer and user of equipment" [26]

Similar tensions exist in the wider commercial and industrial environment. Organisations must bal-
ance their need to learn from the mistakes of others against the potential consequences of disclosing
information about their own past failures and successes. Sharing the recommendations that emerge
from such incidents may result in the loss of competitive advantage that could otherwise be obtained
from these insights. These tensions increase as recommendations are passed across geographical and
organisational boundaries. Individual operators may see the bene�ts of sharing their insights with
their fellow workers. Management may be less motivated to share those recommendations with
commercial rivals. Ultimately, national political and strategic interests can intervene to prevent the
exchange of insights from past failures.

By function...

The previous section has identi�ed some of the problems that arise when investigators draft recom-
mendation that must be applied by colleagues who are not part of the working group that reported
an incident. It can be diÆcult to draft generic remedies that can be applied by groups in other
areas. A lack of speci�c details can remove the directness that characterises many local incident
reports. In consequence, particular recommendations can appear to be impositions from external
agencies that cannot easily inform the daily working lives of their recipients. These problems that
complicate the exchange of information within national boundaries are further exacerbated by the
cultural di�erences that exist between the partners of international systems. These issues can be
partly resolved if investigators ensure that recommendations are drafted to target speci�c functional
issues. Less emphasis is placed on generalise from a particular incident so that it can inform a
wide range of tasks that are performed throughout an organisation. Greater emphasis is placed on
ensuring that similar incidents do not a�ect the future performance of the particular task that was
a�ected by a previous incident.

At the lowest level, task based recommendations can be drafted to support particular working
groups within particular units or factories. For example, the following excerpts are taken from the
Picatinny Arsenal newsletter published for technicians working on the US 155mm M109A6 self-
propelled howitzer, known as the Paladin:

\An inoperable drivers hatch stop inhibits the ability to properly secure the drivers
hatch cover, forces non-operational vehicle status as prescribed in Paladins Operators
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Manual (TM 9-2350-314-10, Feb 1999, Page 2-70, Item 77), and could cause injury if not
corrected. Yet, some Paladin personnel improperly use unauthorised �eld �xes to correct
the problem and by doing so promote a potentially dangerous situation. Typically, prob-
lems begin when the Grooved, Headless, Pin (NSN 5315-00- 584-1731) breaks (usually
when the hatch cover is inadvertently swung open with more than necessary force) then,
rather than correcting the problem with authorised parts, a makeshift solution is applied
to connect the hatch stop to its shaft. Poorly �tted cotter pins, nails, and similar devices,
have been used in place of the Fan Impeller. After continued use, damage to the hatch
stop usually occurs causing the hatch stop assembly to become totally inoperable. Units
using a Lessons Learned approach to the problem generally maintained a small number
of the inexpensive Grooved Pins on hand ($1.78, April 00 Fedlog). When pins were
damaged, broken, or became loose, they were quickly replaced. This practice precluded
unnecessary damage and replacement of parts, but more importantly a higher degree of
operational safety was maintained." [802]

These recommendations illustrate a number of important strengths that can be derived from task-
based, local incident reporting. For example, this guidance assumes a high degree of common
understanding about the nature of the systems being maintained. Although reference is made
to the operators manual and part identi�ers, a range of technical terms such as `fan impeller' or
`grooved pins' can be used without further elaboration. These recommendations dispense with the
additional contextual information that is necessary for recommendations that have a wider scope
beyond local working groups. Similarly, there is little need to expand on the details of previous
violations. It is suÆcient to summarise the `makeshift solutions' for the readers to understand the
nature of the incidents that are being addressed. The previous quotation also illustrates some of the
weaknesses that limit the utility of such task-based approaches to incident reporting. In particular,
the recommendations tend to focus on `cheap �xes' rather than the large scale investment that may
be required to address more systemic failures. Elsewhere, we have reviewed the way in which many
aviation and medical incident reporting systems will repeatedly remind sta� to `do better' rather
than invest resources in addressing the conditions that led to particular failures [409]. The tendency
to rely upon short-term measures is particularly apparent when recommendations are targeted on
the tasks or activities performed by individual groups of workers.

We can de�ne a task to be the activities that are required to achieve a particular set of goals [686].
The previous quotations, therefore, examined a very speci�c and detailed task from the perspective
of US Army Engineers at the Picatinny Arsenal. This task focussed approach can also be applied to
national and internation objectives. When failures occur at this level, the proposed remedies tend
to avoid the short-term solutions that typify more local initiatives. This can be illustrated by the
NATO recommendations that were compiled from detailed incident reports and interviews with the
personnel who contributed to the peace-keeping missions in Somalia:

\The evaluation noted many troop contributors' complaint that they were not suf-
�ciently consulted during the formulation stage of the mandate and, thus, had varying
perceptions and interpretations during its execution. Many participants in the exercise
considered that the original UNOSOM mandate was formulated on political, humani-
tarian and military assessments, and was prepared, using insuÆcient information, by
oÆcers borrowed for short periods from Member Governments and other peace-keeping
operations. Some participants observed that although it was well known that a crisis
was unfolding in Somalia, its seriousness and magnitude in humanitarian terms were not
fully appreciated. " [624]

It is important to emphasise that even though international organisations may take a more system
view of the causes of particular incidents, there is no guarantee that they will be able to solve the
problems that complicate high-level tasks such as peace-keeping. Sadly, this point is reinforced by
NATO's Department of Peace-keeping Operations review of the Rwanda missions. It was argued
that many of the problems and incidents report by NATO forces stemmed from a `fundamental
misunderstanding' of the nature of the con
ict [625]. Analysis of individual incidents raised concerns
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that `the internal political con
icts within the Government of Rwanda, and the mounting evidence
of politically motivated assassinations and human rights violations in the country, were ignored or
not explored'.

Previous sections have argued that task focussed recommendations often lead to short-term
�xes that ignore more systemic problems. The United Nations recommendations have, however,
provided a counter-example. This apparent contradiction can be explained by the very di�erent
nature of the tasks that we have considered. Clearly, there are considerable di�erences between
maintaining a driver's hatch and coordinating international peace-keeping operations. It might,
therefore, be argued that it is the combination of task-focussed recommendations within a local
reporting system that tend to lead to short-term remedies. Task-focussed recommendations at a
national or international level are less susceptible to this problem. Previous studies have shown,
however, that large-scale systems are far from immune from this problem [409]. There is still an
understandable tendency to recommend improved training rather than reassess acquisitions policy.

A number of further limitations a�ect recommendations that re
ect this task-focussed approach
to incident reporting. In particular, there is a danger that investigators will fail to consider the
importance of particular incidents within the context of a larger operation or production process.
For instance, the previous recommendation does not consider the possible acquisition or training
problems that led sta� to adopt `makeshift solutions' in the �rst place. An alternative approach is
to embed task-speci�c recommendations within longitudinal accounts of particular operations. This
approach weaves together the �ndings from a number of di�erent incidents. Any individual may only
be directly involved in a small number of the tasks that contribute to the overall operation. However,
this longitudinal approach enables them to see how incidents that occur earlier in a process have
`knock on' e�ects for their own tasks. It also demonstrates that the e�ects that potential failures
in their tasks can have upon the subsequent activities of their colleagues. This `process-based'
approach can be illustrated by the US Army's Engineering Groups analysis of bridging operations.
This draws together diverse recommendations from many di�erent stages in a particular bridging
operation. Initially, a small `S3' group compared the tools that the 1st Cavalry Division and the 937th
Engineer Group would need to plan and control the operation. This planning exercise identi�ed a
number of limitations with current synchronisation techniques and new tools were developed based on
`o�-the-shelf' software. Task focussed approaches to incident reporting might have simply presented
these recommendations as isolated guidance on the synchronisation of river crossings. This approach
is widely adopted in other areas of the US military [802]. In contrast, the engineers of the 937th
extended their analysis to integrate it with the recommendations that emerged from the subsequent
execution of their plans with the 1st Cavalry Division. Although the tools enabled the engineers
to calculate crossing times and schedules for both rafting and bridging, the eventual joint plans did
not adequately address some of the fundamental problems that exacerbate the execution of such
crossings:

\A bypassed Orangeland special-forces team on the near shore observed and directed
accurate artillery and close air support to destroy the bridge. During the after-action
review, it was determined that the critical friendly zones had not been set properly
and that the high-to-medium-altitude air defence coverage was inadequate. This action
demonstrated that clearing the near and far-shore lodgements is a tenuous and diÆcult
task. One lone member of an opposing force with a radio is the most dangerous person in
the crossing area. In an e�ort to take advantage of the surprise created by the virtually
unopposed crossing at Kaw, the division accepted risk by not absolutely ensuring that the
crossing site was secure from observed indirect �re before beginning bridging operations.
This allowed the division to quickly cross two mechanised task forces but left the ribbon
bridge at Kaw vulnerable." [463].

Chapter 3 introduced Perrow's argument that technological failures are unavoidable given that
designers are forming increasingly complex interconnections between component systems. For this
it follows that even if one organisation has implemented a particular recommendation, there is no
guarantee that others will have met the same requirements. This has important implications because
failures from one area of a system can propagate through an application to e�ect later processes that
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might, themselves, meet the most stringent safety standards. This process-based approach to the
presentation of recommendations, therefore, provides eloquent reminders of the mutual dependencies
that exist between the component tasks of complex systems. It is important to note, however,
that there is still a strong functional bias to the engineer's recommendations. They focus on the
particular challenges of the bridging operation and are written from the perspective of those who
are tasked to construct and maintain the river crossing. The recommendations do not address the
wider strategic signi�cance of the crossings within an exercise as a whole. For example, there is
only a cursory description of the problems that the other units in the 1st Cavalry Division faced
in exploiting the opportunities, or addressing the threats, that were created at the various crossing
points. In other words, the recommendations re
ect the functional preoccupations of the engineering
group. They propose solutions to incidents that jeopardised their particular tasks. Incidents that
occurred elsewhere on the battle�eld are not considered. Again, it is important to stress that this
example represents a far more general trend. For example, the US Army maintains a number of
incident reporting systems that form part of `Lessons Learned' initiatives. These are organised
along functional lines. In addition to the general Center for Army Lessons Learned there is a Center
for Engineer Lessons Learned. As we have seen, there is a Contracting Lessons Learned Centre
(http://acqnet.sarda.army.mil/acqinfo/lsnlrn/index.htm) and a Medical Lessons Learned unit . The
Marine Corps also re
ect these functional distinctions by operating separate systems for their combat
personnel and for their maintenance sta�. The obvious criticism to make of these systems is that
there may be important lessons that cross functional boundaries. Some of these are address by
Joint Center for Lessons Learned which covers joint forces operations. Other issues that cut across
functional boundaries are captured by the US Army Safety Centre. This publishes the safety notices
that have been mentioned in previous chapters. It should be stressed that the objectives of these
di�erent systems are quite di�erent. For example, the reporting systems maintained by the Safety
Centre do not issue the sorts of functional recommendations, for instance on fording tactics, that
might appear in the systems operated by the combat engineers. It is important to stress, however,
that safety-related incidents and recommendations appear in all of these systems.

This section has argued that the process of drafting e�ective recommendations is complicated by
the geographical scope, the timing and the functional focus of the proposed remedies. Some inci-
dents provide universal insights that can be applied across many di�erent workgroups in particular
geographical regions. The Singaporean guidelines on heat injury provide an example of this form of
recommendation. Other remedies, such as the proper insertion procedures for the Paladin hatch pin,
relate to speci�c workers performing speci�c tasks in a few locations throughout the world. It should
be stressed that these are not the only distinctions that complicate the drafting of recommendations
from incident reports. For example, there are some notable situations in which potential remedies
for previous incidents will not be acceptable to both genders. This is illustrated by the guidance
provided in the US Army's `Female Soldier Readiness' [845]. These distinctions have important con-
sequences and investigators must carefully consider their impact on any potential recommendations.
For example, a mailshot about the dangers of heat exhaustion may have limited bene�ts for US
Army personnel working at Fort Wainwright in Alaska. Similarly, information about the Paladin
hatch mechanisms is of little interest to combat engineers engaged in bridge construction. These
geographical and functional distinctions have a profound impact upon many reporting systems. For
example, the following list summarises the current titles published in the US Army Safety Centre's
leadership guides. As can be seen, some documents provide recommendations that apply to partic-
ular geographical regions, including Southwest Asia, Korea, Iraq and the Caribbean. Others relate
to particular functions, such as force protection and civilian work force management:

� Annual Training Leader's Safety Guide

� Back Injury Prevention Leader's Safety Guide

� Caribbean Risk Management Leader's Guide

� Civilian Work Force Leader's Safety Guide

� Desert Shield Leader's Safety Guide
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� Force Protection Leader's Guide

� Korea Leaders Safety Guide

� Operation Provide Promise Risk Management Leader's Guide

� Operation Support Hope Risk Management Leader's Guide

� Redeployment & Port Operations Leader's Safety Guide

� Southwest Asia Leaders Safety Guide

This list re
ects one of the simplest ways in which information can be structured so that users can
identify which recommendations are most relevant to their everyday tasks in a particular working
environment. Many organisations have developer far more elaborate means of collating and dissem-
inate recommendations. For instance, previous paragraphs have brie
y described the US Army's
plethora of `lessons learned systems'. This mixed approach to the dissemination and implementa-
tion of recommendations will be the focus of Chapter 14. For not it is suÆcient to realise that
these diverse information sources provide means of tailoring the presentation and dissemination of
recommendations so that they support particular user groups. Unfortunately, they can also create
arti�cial barriers that prevent the free exchange of information about similar incidents between dif-
ferent groups in the same organisation. If any reader believes that these problems are unique to the
US Army, it is worth considering the functional and geographical distinctions that are appearing
within many healthcare systems. In the UK, di�erent medical specialisms are developing their own
guidelines on incident reporting. The Royal College of Anaesthetists' are, arguably, the more well
known [715]. At the same time, individual hospitals, NHS trusts and national schemes are all being
developed in parallel. This is hardly a situation designed to inspire con�dence in the free exchange
of information across di�erent organisational boundaries [633].

12.1.3 Con
icting Recommendations

Previous sections have argued that the task of identifying appropriate recommendations is com-
plicated because any remedies may have support a range of tasks that are performed by di�erent
operators in many geographical regions. It is further complicated by the ways in which working
practices, procedures and technological systems will change over time. Recommendations may,
therefore, have to be continually updated if they are to continue to support the safe operation of
complex applications. The task of drafting recommendations is further complicated by potential
disagreements between investigators, safety managers and national organisations. It is possible to
identify at least three di�erent forms for such potential con
ict. Firstly, investigators may disagree
about the remedies that are appropriate for super�cially similar incidents. Secondly, investigators
and their managers may disagree over the recommendations that emerge from a particular incident.
Finally, safety managers can disagree over the interpretation of particular recommendations. The
following paragraphs describe these problems in further detail and provide case studies to illustrate
their impact on a number of incident reporting systems.

Di�erent Recommendations from Similar Incidents

Di�erent recommendations are often proposed for incidents that have strong apparent similarities
[409]. For example, the US Army's `Countermeasure' provides military personnel with feedback
about a range of safety related incidents. The following incidents appeared in successive numbers
of this journal. Both describe two fatalities that resulted from tank drivers using excessive speed
during hazardous maneuvers. In the �rst incident, rapid lateral momentum over a steep slope helped
to overturn a seventy ton M1A1. The recommendations paid particular attention to the position of
the crew during this incident:

\Once again, human error became a contributing factor in the loss of a soldier. Lead-
ers must ensure that they and their crew members are positioned correctly in their
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vehicles and are taking advantage of all safety features. The nametag de�lade position
increases your ability to lower yourself safely inside the vehicle and prevents excessive
exposure of body parts to the elements outside. Seatbelts (if provided), guards, cloth-
ing and securing equipment enhance your survivability if your vehicle should happen to
invert or strike a solid object." [816]

In the second incident, the driver of an M551A1 inadvertently drove into their excavated �ghting
position so that their vehicle also overturned. Again, the fatality resulted from crust injuries sus-
tained by a soldier who was standing in the hatch above the nametag de�lade in the vehicle. In
contrast to the previous incident, however, the recommendations did not address the US Army's
requirement that all personnel must assume a correct, secured position within any combat vehicles
[809].

This apparent di�erence between the recommendations from two similar incidents can be ex-
plained in a number of ways. Firstly, although these incidents resulted in similar outcomes and
shared several causes there were also important di�erences. In the former case, the incident oc-
curred during a daytime exercise. In the second case, the personnel were operating using night
vision devices. The recommendations, therefore, focused on the additional requirements for working
with limited visibility rather than the requirement to obey seating regulations for combat vehicles.
Such di�erences are not the only reasons why super�cially similar incidents might elicit very di�er-
ent remedies. As we have seen in Chapter 11 there are a host of individual and social biases that
can a�ect the analysis of individual failures. These biases may it likely that di�erent investigators
may identify di�erent causes for similar incidents. Such problems are further compounded when
recommendations are identi�ed in an ad hoc manner without the support of any shared methodol-
ogy. Later sections in this chapter will describe techniques that have been speci�cally developed to
reduce such apparent di�erences between the analysis of similar incidents.

A number of further reasons help to explain why investigators derive di�erent insights from
similar incidents. New evidence can encourage analysts to revise previous advice. Investigators may
also change their recommendations to focus operator attention on particular causes of subsequent
incidents. This provides an important communication tool. Over time, the hope is that the readers of
Countermeasure and similar journals will learn to recognise the diverse causes of many safety-critical
failures. The changing emphasis of particular recommendations can also re
ect changes in particular
forms of risk assessment. They may signify a decision to focus more on limiting the consequences of
an incident rather than reducing incident frequencies. For example, previous speed-related collisions
involving combat vehicles had led the Army Safety Centre to reinforce the importance of enforcing
recommended speed limits. Subsequent articles focussed more on protective measures that might
mitigate the consequences of any collision if a speed-related incident should occur.

It is, therefore, possible to distinguish between inadvertent and deliberate di�erences between
the recommendations that are derived from super�cially similar incidents. Inadvertent di�erences
stem from the managerial problems of ensure consistency between the remedies that are proposed
for complex events. Investigators often rely on ad hoc methods and do not share the common
techniques that might encourage greater agreement. Later sections in this chapter introduce a
number of techniques that are deliberately intended to ensure that similar recommendations are
derived from similar incidents. However, the large number of incidents that must be investigated
by national and international system make it unlikely that such tools will ever provide an adequate
solution to this problem. In consequence, Chapter 15 describes a range of search and retrieval
software that can be recruited to improve quality control in this domain.

As we have seen, some investigators may deliberately introduce di�erences between the rec-
ommendations that are intended to resolve similar incidents. These di�erences may stem from
individual or group biases that can compromise the value of any subsequent remedial actions. alter-
natively, deliberate di�erences may re
ect a policy of gradually exposing operators to the underlying
complexity of the causes that characterise many incidents. These di�erences may also re
ect the
previous success of a system in addressing some of the causes of similar failures. Conversely, they
may re
ect an apparent failure to address the causes of an incident. Investigators may subsequently
focus attention on mitigating the consequences of particular failures. Whatever the justi�cation, it is
important that analysts consider presenting the reasons for such apparent di�erences. For example,
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the Countermeasure journal dealing with the second incident, described above, deliberately informs
its readers that incidents in the special edition will present the diverse range of causal factors that
contribute to `night vision' incidents. This justi�es and explains why di�erent recommendations are
made after each incident is described. Unfortunately, such contextual explanations are often omitted
so that readers have no means of distinguishing deliberate di�erences with benign explanations from
inadvertent di�erences or di�erences that are due to the deliberate bias of particular investigators.

Debate Between Investigators and Higher-Level Administration

Previous paragraphs have argued that it is diÆcult for investigators to ensure that their recom-
mendations are consistent with those of their colleagues. These problems are exacerbated when
analysts may deliberately choose to emphasise certain aspects of an incident in their �ndings. It is
also diÆcult to under-estimate the problems that arise from the sheer scale of many national and
international systems. Analysts must ensure consistency between thousands of di�erent reports.

As we have seen di�erences can arise between recommendations for similar failures. They can
also stem from di�erent interpretations of the same incident. One important potential source of
dispute stems from the nature of the recommendation `process' itself. It should be apparent from
the use of the term `recommendation' that these �ndings are usually recommended by investigatory
organisations to a supervising body. For instance, the �ndings of US Coast Guard reports are
typically passed from an individual investigating oÆcer via the OÆcer in Charge of Marine Inspection
to the Commander of the relevant Coast Guard District. Australian Military Boards of Inquiry
present their �ndings to the Minister of Defence and the Federal Government. This process of
recommending corrective actions creates the opportunity for disagreement. The Australian Minister
of Defence may reject some of the �ndings made by a Board of Enquiry. Similarly, the Commander
of a Coast Guard district may present his reasons for choosing not to implement the �ndings of
an investigating oÆcer. More elaborate mechanisms are also used to approve the recommendations
from accident and incident investigations. For instance, the Investigating OÆcer's Report into the
terrorist actions against USS Cole was endorsed by the Commander of US Naval Forces Central
Command, by the Chief of Naval Operations and by the Commander in Chief of the US Atlantic
Fleet. They `must approve �ndings of fact, opinions and recommendations' [836]. Each of these
endorsements occurred in a speci�ed order. The Commander of US Naval Forces Central Command
provided the initial endorsement, the Commander in Chief of the US Atlantic Fleet was second and
the Chief of Naval Operations was last. Subsequent reviewers could not only comment on the report
itself but also on the opinions of their colleagues. Most of the comments supported the �ndings of the
investigation. For example, the Chief of Naval Operations stated that \after carefully considering
the investigation and the endorsements, I concur with the conclusion of the Commander in Chief, US
Atlantic Fleet, to take no punitive action against the Commanding OÆcer or any of his crew for this
tragedy" [836]. There were, however, some disagreements over particular recommendations. There
were also disagreements between the endorsing oÆcers! For example, the Commander in Chief of
the US Atlantic Fleet observed that:

\The Investigating OÆcer and the First Endorser fault the Commanding oÆcer, USS
Cole for deviating from the Force Protection Plan he had submitted to his superiors
in the chain of command. The Investigating OÆcer states that had these measures
been activated, the attack `could possibly' have been prevented. I disagree with this
opinion, given that those measures would have been inadequate against attackers who
were willing to, and actually did, commit suicide to accomplish their attack. I speci�cally
�nd that the decisions and actions of the Commanding OÆcer were reasonable under
the circumstances." [837]

Other organisations can be commissioned by the ultimate recipients of incident reports to monitor the
recommendations that are proposed. For instance, the United States' General Accounting OÆce was
commissioned by members of the senate to review training related deaths. The resulting analysis was
not only critical of the recommendations for improving training safety but also uncovered problems
with the basis on which those recommendations were made:
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\Our analysis revealed that six deaths categorised by the services as resulting from
natural causes occurred under circumstances that could be related to training activities.
These were primarily cardiac arrests that occurred during or shortly after the service
members had performed required physical training exercises. A typical example of these
was a Marine who died from cardiac arrest after completing a required physical �tness
regimen. Although he had just completed 5 pull-ups, 80 sit-ups, and a 3-mile run, his
death was not considered to be a training death, but rather was classi�ed as a natural
cause death." [286]

The Department of Defence responded, in turn, to defend the processes that had been used to
investigate particular incidents and the recommendations that had been derived from them. In the
�nal report, the General Accounting OÆce continued the dialogue by countering these comments
with further points about the need to trace whether those recommendations that were proposed had
been e�ectively monitored within individual units.

The complex nature of many incidents often creates situations in which organisations, such as
the Department of Defence and the General Accounting OÆce, hold opposing views about recom-
mendations to avoid future incidents. These con
icts can be diÆcult to arbitrate. Regulatory or
governmental bodies often cannot resolve the di�erences that exist between the various parties that
are involved in the analysis of safety-critical incidents. This point can be illustrated by the Canadian
Army's Lessons Learned Centre investigation into their involvement in the NATO Implementation
Force and Stabilization Force in Bosnia-Herzegovina (Operation Palladium). They analysed the
individual incident reports that had been received during the initial stages of their involvement and
made a systematic response to the recommendations that had emerged. The following quotation
illustrates how it can be impossible to comply with the competing recommendations that can be
made from the di�erent parties who are involved in the analysis of speci�c incidents:

\(Reports from Units)...Many units stated that the standard �rst aid training package
(a holdover from Warrior training) lacks realism and that training should be oriented to
treating injuries that would be sustained in combat. Many agreed that IV and morphine
training were essential components to this training... \ During the six months in theatre,
no soldier had to give arti�cial respiration, treat a fracture or do a Heimlich manoeuvre.
However, our soldiers did give �rst aid to 17 bullet-wound cases, 3 shrapnel-wound cases
and 7 mine�eld cases (foot or leg amputated)." As the threat level dropped for latter
rotations, unit comments on the need for IV and morphine training waned, there seems to
be much debate on the usefulness and dangers of teaching this subject. All unit medical
sta� strongly recommended that it not be completed because of the inherent dangers
that administering IVs or morphine entails...

(Army Lessons Learned Centre Observation) ...This issue can only be resolved at the
highest levels of command in the Canadian Forces and a balance between operational
imperatives and medical caution must be found." [129]

This quotation provides a detailed example of how it can be necessary to mediate con
icting recom-
mendations. In this instance, the Army Lessons Learned Centre must arbitrate between operational
requests for training in the application of morphene and the unit medical sta�'s concerns about the
dangers of such instruction. This example shows how particular recommendations often form part
of a more complex dialogue between investigatory bodies and the organisations who are respon-
sible for implementing safety policy. The previous quotation also demonstrates that the political
and organisational context of incident reporting systems has a strong in
uence on the response to
particular recommendations. The Canadian Army's Lessons Learned Centre could not reconcile
recommendations to expand the scope of trauma training with the medical advice against such an
expansion. The fact that they felt uncomfortable with making a policy decision about this matter
provides an eloquent insight into the scope of the reporting system and the role of the Centre within
the wider organisation. This is not a criticisms of the unit. It would have been far worse if a partic-
ular recommendation had been adopted that compromised the reputation of the system or alienated
groups who had contributed to the `lessons learned' process that is promoted by incident reporting.
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It is, perhaps, unsurprising that the Lessons Learned Centre should pass such policy decisions to a
higher level of authority.

There can, however, also be disagreement at a governmental level. For example, the UK Defence
Select Committee examines the expenditure, administration and policy of the Ministry of Defence
on behalf of the House of Commons. As part of this duty, it monitors incidents and accidents
within the armed forced. The following quotation is taken from the Defence Committee's report
into the UK involvement in Kosovo. The �rst paragraph expresses the Committee's concern about a
number of incidents involving Sea Harrier missile con�guration. The second paragraph presents the
government's response to the Committee's recommendations. The Committee's request for further
monitoring is parried by the Government's observation that the problem is not as bad as had been
anticipated:

\(Committees' recommendation): The resort to cannibalising front-line aircraft in
order to keep up the deployed Sea Harriers' availability is clearly a matter to be taken up
by the new joint Task Force Harrier's command. We expect to be kept informed of any
continuing incidents of damage to the Sea Harrier's fuselage-mounted missiles. (Paras
153 and 176).

(Government response 57): The Joint Force Harrier is addressing these issues, and the
Committee will be kept informed of developments. The problem of AMRAAM carriage
in certain Sea Harrier weapons con�gurations is the subject of continuing in-service trials
work, but trials since the potential problem was �rst identi�ed, together with a longer
period of time carrying the missiles, have shown the damage to be much less than feared,
and containable within current stock levels and maintenance routines." [792]

This quotation again illustrates the way in which the response to particular recommendations can
provide useful insights into the political and organisational context of many incident reporting sys-
tems. In this case the government accepts the Committee's request to be informed of subsequent
damage to the fuselage-mounted missiles. This acceptance is, however, placed in the context of
continuing work on the platform and of the relatively small number of incidents that have been ob-
served. The quotation, therefore, captures the Committee's inquisitorial role and the Government's
concern to counter any comments that might be interpreted as politically damaging.

Previous sections argued that investigators must justify any di�erences between the recommenda-
tions that are drawn from similar incidents. Statutory or governmental bodies might also be required
to explain why they support particular recommendations and reject others. This was illustrated by
the detailed justi�cations that the US General Accounting OÆce provided in their rejection of US
Army recommendations for training-related deaths. There are, however, situations in which gov-
ernmental and regulatory bodies are forced to mediate between con
icting recommendations. The
Canadian Army's Lessons Learned Centre could not resolve the apparent contradiction between ad-
vice for and against speci�c training in trauma medication. Under such circumstances, particular
recommendations must be referred to a higher policy-making body if the position of the regulatory
agency is not to be compromised. Even at the highest levels, however, it is important that govern-
mental organisations explicitly justify their response to particular recommendations. For example,
the UK Government accepted the Defence Select Committee's request for further information about
incidents involving fuselage mounted missiles. It was also careful to explain its response in terms
of the most recent evidence about the frequency of such incidents. These explanatory comments
can equally be interpreted as political prudence. This underlines a meta-level point; the response
to particular recommendations often provides eloquent insights into the political and organisational
context of an incident reporting system.

Correctives and Extensions From Safety Managers

The previous section described how di�erences arise between investigators and the regulatory or
governmental organisations that receive their recommendations. Most of the examples, cited above,
focus on high-consequence failures rather than the higher frequency, lower severity incidents that are
the focus of this book. Similar di�erences of opinion can, however, be identi�ed over the recommen-
dations that are derived from these failures. These disputes can often be seen in the correspondence
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that takes place after a report has been published. For instance, most military incidents and acci-
dents are not directly related to either combat or combat training. A large proportion of work-related
injuries stem from slips, trips and falls. Others are related to the road traÆc incidents that a�ect the
wider community. For this reason, the Canadian National Defence Forces' Safety Digest reported a
number of recommendations that were based on several detailed studies of previous incidents [139].
The main proposition in this summary was that car buyers should balance the fuel economy of a
vehicle against potential safety concerns. The report argued that the fatality rate for passenger
cars increases by 1.1% for every 100-lb decrease in vehicle weight and that in an accident between
a Sport Utility Vehicle (SUV) and a car, the occupants of the car are four times as likely to die.
Subsequent editions of the Safety Digest carried dissenting opinions from readers who disagreed with
the recommendations drawn from previous incidents:

\(The report) infers that `bigger' is `better' for vehicle safety, encouraging readers to
buy large automobiles, SUVs, or trucks by feeding their fears. I don't dispute the fact
that the larger the vehicle, the higher the chances of occupant survivability in crashes.
However, following (this) logic, our family car should be a multi-wheeled armoured �ght-
ing vehicle." [141]

The respondent cited studies in which front-wheel drive vehicles with good quality snow tires had
outperformed all-season tire-equipped SUVs. They pointed to the problems of risk homeostasis
and of decreased perception of risk in larger vehicles. Finally the correspondent argued that the
recommendations from the study of previous incidents should have focussed on motivating `drivers to
be more alert, attentive and polite, to practise defensive driving techniques, and to avoid distractions
(such as cell phones) and road rage' [141]. This dialogue illustrates the way in which publications,
such as the Safety Digest, can elicit useful correctives to the recommendations that can be drawn
from previous incidents. Similar responses have addressed more fundamental misconceptions in
safety recommendations. For instance, an article about the lessons learned from previous incidents
involving electrical systems provoked correspondence that can be interpreted in one of two ways.
Either the original recommendations failed to consider the root causes of those failures, as suggested
by the respondent, or the respondent had misunderstood the original recommendations:

\(the report) may leave the erroneous impression that they have discovered new
procedures to prevent these types of accidents. The simple fact is that management,
supervisors and employees were in violation of numerous existing rules, regulations and
safe work practices. Like so many others, this accident was the result of a chain of
events which, if carefully examined, often includes all levels - workers, supervisors and
management... I have reviewed thousands of accident reports ranging from minor to
serious and yes, some fatalities. The vast majority of these reports identify the employee
as the cause of the accident. However, study after study has shown that the root cause
of accidents is usually somewhere in the management chain. Unless management creates
a safety culture based on risk management and unless supervisors instill this workplace
ethos in their workers: `In my shop everyone works safely, knows and follows the rules,
and has the right to stop unsafe acts,' and then enforces this view consistently, we will
never break the chain and accidents will continue to occur." [136]

As mentioned this correspondence might indicate that the original recommendations did not take
a broad enough view of the causes of previous incidents. If subsequent enquiries concurred with
this view then additional actions might be taken to ensure that investigators and safety managers
looked beyond the immediate causes of electrical incidents. Alternatively, it might be concluded that
the respondent had misunderstood the intention behind the original report. In such circumstances,
depending on the nature of the reporting system, actions might be taken to redraft the recommenda-
tions so that future misunderstandings might be avoided. The previous response not only illustrates
how disagreements can emerge over high-level issues to do with the recommendations in an incident
report, it also demonstrates the way in which such feedback can challenge more detailed technical
advice. The correspondent challenged `the recommendation that an electrical cane could have been
used to e�ect rescue' during a particular incident [136]. Untrained personnel must not approach any
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closer than 3.0 meters for voltages between 425V and 12,000V. The national recommendation for
trained personnel is no closer than 0.9 of a metre. The respondent concluded that `the electrical
cane shown (in the report) would clearly not be suitable for untrained personnel and only marginal
for trained personnel in such a scenario' [136].

Both road safety and the precautions to be taken following electrical incidents are generic in
the sense that they a�ect a broad range of industries. Incident reporting systems also reveal how
particular `failures' can trigger more specialised debates that relate to particular safety issues. For
example, the Canadian National Defence Forces' Safety Digest described a series of incidents that
stemmed from the need or desire to directly observe particular forms of explosion. One incident
occurred during a basic Engineering OÆcer training exercise. After a number of demonstrations by
a tutor, each student prepared and destroyed a piece of ordnance. A student was injured when a
fragment shattered a bunker viewport. The subsequent investigation found that the viewports were
constructed using four-ply laminated glass. It was designed to withstand a blast equivalent to the
detonation of 100 kg of TNT at 130 metres distance with less than 2% glass loss to the inside of the
structure [144]. In this case, the glazing performed as designed. Unfortunately, some of the 2% of
glass lost to the inside of the bunker lodged in the eye of a student. The recommendations from this
analysis focussed on two areas. The �rst concerns the use of a sacri�cial layer of polycarbonate mate-
rial on the inside of the glazing, not simply to protect against scratches and damage on the external
surface. The material would be `easy to replace when scratched, discoloured or UV degraded, a nd
would provide a failsafe �nal protection for the viewer's eyes' [144]. The second recommendation
focussed on the use of periscopes. The o�set of the glass elements prevented fragment impact from
translating to the viewing side of the optics; \one type of o�set viewblock that is in plentiful supply
is NSN 6650-12-171-9741 periscope, tank." [144] These recommendations helped to trigger a more
general discussion about the technologies that might help to reduce injuries caused by the use of
viewports to observe explosions. One correspondent argued that the introduction of sacri�cial layers
compromised the utility of viewports in other applications. The increasing thickness of the glass
`precluded observation'. In consequence, they recommended the use of video technology:

\I have seen technology advance to the point where miniature cameras now can be
positioned in strategic locations with minimal exposure to blast and fragment impact.
Should a lens su�er a direct hit, the replacement cost would be minimal. Lessons learned
involving the Coyote vehicle in Kosovo revealed that crews used their digital video cam-
eras to obtain a colour picture rather than relying on the vehicle's integral observation
system with its limited monochrome rendering. Closed-circuit TV or a variation thereof
permits easy zooming in from a safe distance. It would also be possible to view the
demolition site on a number of screens and to record the process for other purposes,
including training, slow-motion analysis, replays, and engineering. I have seen video
camera lenses smaller than the tip of a pen (using �bre optics) for underwater or high-
risk areas (pipeline)." [145]

Such debates can help to increase con�dence in particular recommendations. Dissenting opinions
and alternative views can be addressed in subsequent publications either by revising previous rec-
ommendations or by rebutting the assertions made in critical commentaries on proposed remedies.
There is a danger, however, that the results of such dialogues will be lost in many reporting systems.
This would happen if the dissenting opinions were not explicitly considered during any subsequent
policy decisions. It can be diÆcult to ensure that such dialogues are both reconstructed and reviewed
before any corrective actions are taken. For instance, there is currently no means of reconstructing
the thread of commentaries on previous incidents involving the direct observation of explosions. In
consequence, safety managers must manually search previous numbers of the Safety Digest to ensure
that they have extracted all relevant information. Search tools are available, however, Chapter 15
will describe how these might be extended with more advanced facilities that support the regener-
ation of threads of debate following from safety-critical incidents. For now it is suÆcient to realise
that some organisations have devised procedures and mechanisms that are intended to explicitly
introduce such debate into the production of incident reports. For instance, sub-regulation 16(3)
of the Australian Navigation (Marine Casualty) Regulations, requires that if a report, or part of a
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report, relates to a persons a�airs to a material extent, the inspector must, if it is reasonable to do
so, give that person a copy of the report or the relevant part of the report. Sub-regulation 16(4)
provides that such a person may provide written comments or information relating to the report.
The net e�ect of these regulations is to ensure that dissenting opinions are frequently published as
an appendix to the recommendations in the investigators' `oÆcial' report.

It is important to mention that these dialogues that are often elicited by particular recommen-
dations not only play a positive role in challenging the proposed remedies for particular types of
incident. They can also elicit praise that both motivates the continued operation of an incident
reporting system and can encourage others to contribute their concerns. There may also be other
more speci�c safety contributions. For instance, one respondent to the Canadian National Defence
Forces' Safety Digest publication expressed `delight' at a report about explosives safety. They then
went on to express their disappointment that there had not been any subsequent articles on explo-
sives incidents in the �ve months since the report had been published; `Is the world of ammunition
and explosives so safe that there is nothing else to write about?' [146]. The correspondent praises
the previous article on the causes of explosives incidents. They are also concerned by the relatively
low frequency of reports in this area that are summarised in the Canadian National Defence Forces'
Safety Digest. This response, therefore, re
ects pro-active attitudes to both the underlying safety
issues and to the operation of the reporting system. Although such measured reactions are quite
rare, they often indicate that an incident reporting system is in good health. If recommendations
are challenged then at the very least there is direct evidence that they are being read by the in-
tended audience. If respondents notice that certain types of incidents are under-represented then
this can provide evidence of reporting bias. Such responses can also provide valuable feedback about
the mechanisms that are used to publicise those recommendations that are derived from previous
incidents.

The Dangers of Ambiguity...

Previous sections have argued that the task of drafting appropriate recommendations is complicated
by the various correctives that can be issued to address perceived short-comings in the remedies that
are proposed in the aftermath of particular incidents. We have described how investigators often
issue di�erent recommendations for similar incidents. Such inconsistencies can be intended. For
example new remedies may be proposed if previous recommendations have proved to be ine�ective.
Di�erences between recommendations can also be unintended. Investigators may not be aware that
an incident forms part of a wider pattern of similar failures. Previous sections have also described
how regulatory bodies and higher levels of management issue correctives to the recommendations
that are proposed by incident investigators. These correctives may directly contradict particular
�ndings. They may also change the emphasis that it placed on particular remedies. Finally, we
have argued that well-run reporting systems often elicit debates about the utility of particular
recommendations. Operators and managers may also propose ways in which previous remedies
might be extended or tailored to meet changing operation requirements. They may also directly
contradict the recommendations that have been proposed to address future failures.

The task of drafting e�ective recommendations is further complicated by the diÆculty of ensuring
that they can be clearly understood and acted upon by their intended audience. Chapter 14 will
describe a range of paper and computer-based techniques that can be used to support the e�ective
communication of particular recommendations. For now, however, it is important to emphasise that
there must be stringent quality control procedures to help ensure that the advice that its presented
to operation units is unambiguous. This raises an important issue. We have already argued that
recommendations must, typically, be expressed at a high level of abstraction if they are to inform
the safety of a wide range of di�erent applications. Unfortunately, this also creates opportunity
for ambiguity as individual managers have to interpret those recommendations within the context
of their own working environment. Peer review and limited �eld testing can be used to increase
con�dence that others can correctly interpret the actions that are necessary to implement particular
recommendations. If such additional support is not elicited then there is a danger that speci�c
recommendations will be rejected as inapplicable or, conversely, that generic recommendations will
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be result in a range of potentially inappropriate remedies. At the very least, scrupulous peer review
should help to identify `gross level' inconsistencies. For instance, the US Army Safety Centre reported
an incident in which a soldier fell while attempting to negotiate an `inverted rope descent' [813]. The
subsequent investigation a discrepancies between the recommended practices for the construction
and use of the obstacle. For example, previous training related incidents had led to the development
of standard FM 21-20. This requires that the obstacle should include a platform at the top of the
tower for the instructor and the student. A safety net should also be provided. This standard also
requires that the obstacle should be constructed to re
ect the Corps of Engineers drawing 28-13-95.
Unfortunately, this diagram does not include a safety net or a platform. The incident investigators,
therefore, concluded that `confusion exists concerning the proper design and construction of this
obstacle'. Following the incident, the army had to suspend the use of their inverted rope descent
obstacles until platforms and safety nets had been provided in accordance with FM 21-20. The
28-13-95 diagram was also revised to remove any potential inconsistency.

The previous incident shows how particular failures often expose inconsistent recommendations.
Fortunately, many of these problems can be identi�ed before an incident occurs. For example, the
US General Accounting OÆce was requested to monitor the implementation of recommendations
following Army Ranger training incidents [288]. They identi�ed a range of problems, not simply in
the implementation of those recommendations but also in the way in which those recommendations
had been drafted in the �rst place. For example, one recommendation required that the Army
development `safety cells' at each of the three Ranger training bases. These were to include indi-
viduals who had served long enough at that base to have developed considerable experience in each
geographic training area so that they understood the potential impact of weather and other local
factors on training safety. Safety cells were also to help oÆcers in charge of training to make go/no go
decisions. However, the National Defence Authorisation Act that embodied these provisions did not
establish speci�c criteria on the makeup of a safety cell. The General Accounting OÆce concluded
that the approach chosen by the Army `represents little change from the safety oversight practice
that was in place' at the time of the incidents [288]. They also found more speci�c failures that
relate to the implementation of previous recommendations rather than to potential ambiguity in the
proposals themselves. For example, the Army Safety Program recommended that safety inspections
are conducted on an annual basis. The Fort Benning Installation Safety OÆce failed to conduct any
inspections of training operations safety at the Brigade or its battalions between March 1993 and
March 1996.

Chapter 15 addresses the problems and the bene�ts of monitoring incident reporting systems.
It is important to stress, however, that inspections such as that performed by the US General Ac-
counting OÆce on Ranger Training, can satisfy several objectives. These inspections can be used to
expose deliberate failures to implement particular recommendations. They can identify inadvertent
neglect; situations in which sta� did not know that particular recommendations had been made.
These audits also help to recognise genuine diÆculties in the interpretation and implementation of
remedial actions. Arguably the most signi�cant bene�t of such monitoring is that it can be used to
institutionalise procedures that help to ensure compliance with key recommendations. For exam-
ple, the Ranger investigation found that inspections by the Infantry Center, Brigade, and the Fort
Benning Safety OÆce did not monitor compliance with safety controls. In particular, they failed to
check that training oÆcers set up minimum air and land evacuation systems before daily training.
They also failed to monitor whether instructors adhered to rules prohibiting deviations from planned
swamp training routes. The General Accounting OÆce report concluded that:

\The inspections are focused instead on checklists of procedural matters, such as
whether accidents are reported and whether �les of safety regulations and risk assess-
ments are maintained. If the important corrective actions are to become institutionalised,
we believe that formal Army inspections will have to be expanded to include testing or
observing to determine whether they are working e�ectively." [288]

The previous paragraphs have argued that monitoring programs can be used to detect potential
ambiguity in the recommendations that are issued by incident investigators. They can also assess
whether or not those recommendations are being acted upon. This approach does, however, su�er
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from a number of limitations. Unfortunately, the US General Accounting OÆce's review of Ranger
training only provide a very limited snapshot of one particular area of activity. It ran from September
through November 1998 `in accordance with generally accepted government auditing standards' [288].
It involved brie�ngs from Brigade oÆcials. Inspectors observed training exercises and reviewed safety
procedures at each battalion's facilities. To determine the level of compliance, they interviewed
Brigade oÆcials. They also reviewed Army and Infantry Center inspection regulations, procedures,
and records. Personnel were deployed to the Department of the Army headquarters, Army Infantry
Center, Ranger Training Brigade headquarters, and the Ranger training battalions at Fort Benning,
Dahlonega, Georgia, and Eglin Air Force Base, Florida. The extensive nature of such investigations
helped to improve the quality of the eventual report. It also, however, contributed signi�cantly to
the costs associated with ensuring compliance. Such techniques cannot easily be applied to support
local incident reporting systems where funds may be very tightly controlled. Conversely, they cannot
easily be applied to monitor the implementation of recommendations throughout large-scale national
systems. For instance, the Modi�cation Work Order (MWO) program was intended to ensure that
safety alerts and other maintenance notices were consistently implemented across the US Army
[287]. The objective was the enhance �elded weapon systems and other equipment by correcting
`any identi�ed operational and safety problems'.

The implementation of this program was complicated by the number of advisories that it had to
track. For example, the US Army approved 95 Modi�cation Work Orders for its Apache helicopter
between 1986 and 1997. The implementation of this program was further complicated by the diverse
nature of these recommendations. For example, one procedure introduced a driver's thermal viewer,
a battle�eld combat identi�cation system, a global positioning receiver and a digital compass system
into Bradley Fighting Vehicles. The introduction and integration of such relatively sophisticated
equipment poses considerable logistical challenges. The MHW program was also intended to monitor
less complex modi�cations. For example, early versions of the Army's High Mobility Multipurpose
Wheeled Vehicles utilised a two-point seatbelt restraint system. This did not contain the inertial
stopping device that is a standard feature of most civilian vehicles [814]. In consequence, users must
remember to remove all of the slack from the retractor and to tighten the seatbelt. This procedure
was described and recommended in a safety advisory (TM 9-2320-280-10). Modi�cation Work Order
9-2320-280-35-2 then recommended the installation of a three-point seatbelt system.

A centralised database was developed to record the progress of di�erent maintenance recom-
mendations. Queries could be issued by Army headquarters oÆcials and Army Materiel Command
oÆcials to ensure that individual units met the timescales and objectives that were recommended
in safety notices. Unfortunately, the centralised database was discontinued following a structural
reorganisation in 1990. Control over modi�cation installation funding was transferred from the head-
quarters level to the individual program sponsors who are responsible for major weapon systems,
such as the Abrams tank, or for product centres that support particular pieces of equipment, such as
the Squad Automatic Weapon. The result of this decentralisation was that `Army headquarters and
Army Materiel Command oÆcials do not have an adequate overview of the status of equipment mod-
i�cations across the force, funding requirements, logistical support requirements, and information
needed for deployment decisions' [814].

This lack of information also a�ected �eld units. It was diÆcult for maintenance personnel to
known which modi�cations should have been made to particular items of equipment. Similarly, it
was diÆcult to determine which modi�cations had actually been made. For instance, depot person-
nel at Anniston Army Depot, Alabama, had to visually inspect 32 National Guard trucks because
they had no way of knowing whether two authorised modi�cations had been made when the vehicles
arrived. The diÆculties associated with tracking modi�cation recommendations also had knock-on
e�ects. Engineers did not always receive necessary technical information. A General Accounting
OÆce report described how division maintenance personnel did not receive revisions to the supply
parts manual for the fuel subsystem on Apache attack helicopters. The aircraft were then grounded
and the maintenance team wasted many hours troubleshooting because the old manual did not pro-
vide necessary information about a new fuel transfer valve [287]. The lack of an adequate monitoring
system created a number of additional logistical problems. For example, it was diÆcult for engineers
to coordinate the implementation of multiple modi�cations to individual pieces of equipment. In
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consequence, the same item might be repeatedly removed from service while multiple modi�cation
orders were completed. Maintenance teams did not receive adequate notice of modi�cations. Some
items of equipment did not always work together after modi�cations. This loss of integration further
delayed other maintenance procedures and reduced operational capability. For instance, modi�ed
parts were removed from Huey utility helicopters. Non-modi�ed parts were then reinstalled because
there were no modi�ed parts in stock when the new parts broke. Such practices further exacerbated
the problems that were created when responsibility for the database was distributed from headquar-
ters control. The con�guration of equipment was not always accurately portrayed in the database
used by the maintenance personnel and Army headquarters oÆcials.

A number of recommendations were made as a result of the General Accounting OÆce report.
These included steps to ensure that program sponsors and supply system personnel supported mod-
i�cation orders by providing appropriate spare parts after the initial order had been implemented.
The report also recommended that personnel should update technical information whenever a mod-
i�cation order was being performed. Old spare parts were to be `promptly' phased out and new
items were to be added to the units supply system. One of the ironies of incident reporting is that
the Accounting OÆce does not propose monitoring mechanisms to ensure that its recommendations
about monitoring practices are e�ectively implemented!

This section has shown the diÆculties of ensuring that the recipients of particular recommenda-
tions can unambiguously determine their meaning. It has also illustrated the technical and logistical
problems of ensuring that safety recommendations are implemented in a uniform manner across
complex organisations. Companies that lack the technological and �nancial infrastructure of the
US Army are likely to experience even greater problems in ensuring that recommendations are suc-
cessfully implemented. Chapter 15 will describe a number of tools that can be used to address
these problems. In contrast, the following sections present techniques that are intended to help
investigators identify the recommendations that are intended to combat future failures.

12.2 Recommendation Techniques

A range of techniques have been proposed to help investigator determine the best means of reducing
the likelihood, or of mitigating the consequences, of safety-critical failures. Many of these approaches
address the problems that were identi�ed in previous sections. For example, some techniques provide
methodological support so that the analysis of similar incidents should yield similar �ndings. They
provide a template for any analysis so that disputes can be mediated by reference to the approved
technique. Ambiguity can be resolved by encouraging a consistent interpretation of recommendations
that are derived from the approved system. The following paragraphs brie
y introduce a number
of di�erent approaches. These are used to identify potential recommendations from an explosives
incident that took place during a nighttime training exercise. The intention was that two maneuver
platoons would lead supporting engineer squads across the line of departure. These elements would
be followed by a third maneuver platoon. The two lead platoons were to occupy support-by-�re
positions. The engineers and the third maneuver platoon were then to occupy `hide' positions
some twenty-�ve meters from a breaching obstacle. This was to be a triple-strand concertina wire
barricade.

The breach exercise was rehearsed a number of times. There was a daytime walkthrough without
weapons, munitions or explosives. This was followed by a `dry �re' exercise in which the plan was
rehearsed with weapons but without munitions or explosives. A team leader and two team members
would use 1.5 meter sections of M1A2 Bangalore torpedoe to breach the concertina obstacle. The
team leader would then pass elements of the initiation system to the team members. They were
to tie in the torpedoes to the detonating cords. The initiation system `consisted of a ring main
(detonating cord about 3 to 4 feet formed into a loop) with two M14 �ring systems (approximately 4
feet of time fuse with blasting cap aÆxed to one end) taped to the ring main' [818]. At the opposite
end of the M14 �ring systems was an M81 fuse igniter that had been attached before the start of
the operation. The intention was that the team leader would give each team member one of the
M81 fuse igniters. On his command, they were then to pull their M81 and initiate the charge. The
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breaching team were then to retreat to their original hiding place. The detonation was to act as a
further signal for a marking team to use chemical lights to help the following platoons locate the
breach.

The actual exercise began when the breaching team approached the concertina objective. The
two team members successfully placed their Bangalore torpedoes on either side of a potential breach
site. The leader then handed the initiation system to them so that they could tie-in the Bangalore
detonating cord lines. The team leader then handed one of the two M81 igniters to the team member
on the left-side of the breach. The team leader departed from the original plan when he placed the
second M81 on the ground between the two team members. Instead, he handed a bag containing
approximately eight meters of detonating cord and an extra M14 initiation system to the team
member on the right-hand side of the intended breach. The team leader then radioed the platoon
leader to inform them of his intention to �re the charges.

The left-side team member picked up the M81 fuse igniter that had been left on the ground. He
also had the original M81 that had been given to him by the team leader. The right-hand team
member held the two M81s from the bag. The team members pulled the M81 fuse igniters on the
leader's order `three, two, one, PULL'. A Battalion S3 (operations, planning, and training oÆcer)
observed the burning fuses and the added charge in the bag which had been placed to the right of
the Bangalore torpedoes. He asked about the additional charge but did not receive any reply. The
demolition team and the S3 then moved back approximately twenty-�ve meters to separate hiding
locations. As intended, the detonation acted as a signal for the marking team and a security team
to rush towards the intended site of the breach. A second, larger, detonation occurred some three
to �ve seconds after the �rst. Both of the approaching teams were caught by the resulting blast.
The initial detonation had been caused by the additional charge in the bag that had been handed
to the team member on the left of the breach. The second explosion was caused by the Bangalore
torpedoes.

Chapters 10 and 11 have introduced a number of analysis techniques that can be used to identify
the causal factors from this incident. For instance, ECF charts might be used to reconstruct the

ow of events leading to the failure. Counterfactual reasoning can then be applied to distinguish
causal from contextual factors. Table 12.2 illustrates the results of such an analysis. This tabular
form is based on the ECF summaries shown in Tables 10.16 and 10.17. Only causal factors are
shown, contributory factors are omitted for the sake of brevity. As might be anticipated, the results
of this analysis are similar to the causal �ndings produced by the US Army technical Centre for
Explosives Safety [818]. The original reports do not, however, state whether any particular analytical
techniques were used to support the causal analysis of this incident. The justi�cations associated
with the causal factors in Table 12.2 must, therefore, be inferred from the supporting documentation.

The following paragraphs illustrate a range of techniques that can be used to identify particular
recommendations once investigators have conducted an initial causal analysis. As will be apparent,
there is a considerable imbalance between the number of techniques that might help to identify
the causes of an incident and the number of approaches that support the identi�cation of particular
recommendations. A cynical explanation for this might be that there is a far greater interest in diag-
nosing the causes of managerial failure or human error than there is in divising means of addressing
such incidents [408]. Alternatively, it can be argued that the identi�cation of recommendations
depends so much on the context of an incident and upon the expertise of the investigator that there
is little hope of developing appropriate recommendation techniques. However, ad hoc approaches
have resulted in inconsistent recommendations for similar incidents. We have also seen ambiguous
guidelines that have contributed to subsequent accidents.

The following pages introduce �ve distinct types of recommendation technique. These distinc-
tions re
ect important di�erences in the role that the particular approaches play within the reporting
system as a whole. Some techniques embody the idea that recommendations are imposed upon those
who are to `blame' for an incident. Other techniques reject this approach and provide more general
heuristics that are intended to link recommendations more directly to the products of causal analysis
techniques, such as ECF analysis. This opens up the scope of potential recommendations; operator
failure and human error are not the focus for any subsequent analysis. Other techniques have built
upon this link between recommendations and causal analysis by explicitly specifying what actions
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Cause Justi�cation

The breaching team leader failed to turn
in excess demo material to the ammunition
supply point.

The incident would not have happened if
the bag containing the additional M14 ini-
tiation system and detonating cord had
been handed in.

Excess demolition material was not tied
into the ring charge.

The incident would not have happened if
all charges had been detonated together.

Addition of the second charge was not
planned, practiced or communicated to the
other participants.

The incident might not have occurred if
the marking and security teams had been
aware of the second charge.

There was no appointed command-directed
observer/controller at the breaching site.

The incident might not have occurred if a
controller had been monitoring the use of
the second charge. They might have inter-
vened to prevent the separate detonation
of this material.

Breaching team members failed to question
or stop the deviated and unpracticed oper-
ation.

The incident might not have occurred if
team members had questioned the use of
the M14 initiation system and detonating
cord in the bag.

Battalion S3 (operations, planning, and
training oÆcer) recognised but failed to
stop the deviated and unpracticed opera-
tion.

The incident might not have occurred if
they had intervened more directly when
their question about the bag went unan-
swered.

Marking team leader took up hide position
closer than the authorised 50 meters to the
breaching site.

The consequences of the incident might
have been signi�cant reduced if they had
been further from the detonation site.

Marking team leader unable to distinguish
between the initial (smaller) detonating
cord detonation and the larger Bangalore
detonation.

The incident might have been avoided if
the marking team leader had been able to
recognise that the initial detonation was
not large enough to have been the Ban-
galore torpedoes.

Table 12.2: Causal Summary for Bangalore Torpedo Incident.

should be taken whenever particular causal factors are identi�ed. A further class of techniques
exploit accident prevention models to identify potential remedies. For instance, barrier analysis
approaches look beyond the `source' of an incident to analyse the defences that fail to mitigate the
consequences of particular failures. Unfortunately, a number of practical problems can complicate
these broader approaches. Financial and technical constraints can prevent commercial organisa-
tions from implementing all of the recommendations that might prevent the causes of an incident
and might provide additional protection against the adverse consequences of those failures. A �nal
group of techniques, therefore, exploits concepts from risk assessment to help identify and prioritise
the interventions that might safeguard future operations:

1. recommendations based on blame or accountability. These recommendation techniques help
investigators to remedy the failings of groups or individuals who are `at blame' for an incident
or accident. The intention is to `put their house in order'. As we shall see, these recommen-
dation techniques are consistent with legal approaches to accident and incident prevention.
Prosecution is perceived to have a deterrent e�ect on future violations. In consequence, rec-
ommendations may include an element of retribution or atonement in addition to any particular
actions that are intended to have a more direct e�ect on the prevention of future failures.

2. recommendation heuristics. A second class of recommendation techniques take a broader
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view both of the causes of incidents and the potential recommendations that can be used to
combat future failures. These techniques draft high-level heuristics that are designed to help
investigators derive appropriate remedies from the �ndings of any causal analysis. They provide
guidelines such `ensure that a recommendation is proposed for each causal factor that has
been identi�ed during the previous stages of analysis'. Other heuristics describe appropriate
implementation strategies. For instance, it might be recommended that `an individual or
organisation is associated with the implementation of any recommendation'. Unfortunately,
such ad hoc heuristics provide few guarantees that individual investigators will propose similar
remedies for similar failures. There is a danger that inconsistent recommendations will be made
within the same reporting system.

3. navigational techniques (enumerations, lists and matrices). Instead of focusing on notions such
as retribution or blame, a further class of techniques are speci�cally intended to improve the
consistency of particular recommendations. These approaches often enumerate the interven-
tions that investigators should approve in the aftermath of particular failures. For instance a
list of recommendations may be identi�ed for each class of causal factors. One consequence
of this is that the utility of these techniques is often determined by the quality of the causal
analysis that guides their application.

4. generic accident prevention models. It can be diÆcult to enumerate appropriate recommen-
dations for classes of incidents that are still to occur. The dynamism and complexity of many
working environments can prevent investigators from identifying e�ective interventions from
pre-de�ned lists. In consequence, a further class of techniques provides general guidance about
ways of improving the barriers and defences that may have been compromised during an inci-
dent. Investigators must then interpret this general information within the speci�c context of
their system in order to draft recommendations that will preserve the future safety of an ap-
plication process. Accident prevention models, including barrier analysis, have been extended
to consider mitigating factors. This is important because investigators can use these extended
models not simply to consider ways of addressing the causes of complex failures, they can also
use them to consider ways of control the consequences of incidents whose causes cannot be
either predicted or eliminated [675, 313].

5. risk assessment techniques. A number of problems complicate the application of ad hoc ap-
proaches and techniques that rely upon accident prevention models to identify incident recom-
mendations. In particular, they provide little guidance on whether particular recommendations
ought to have a higher priority that other potential interventions. This is important given the
�nite resources that many commercial organisations must allocate to meet any necessary safety
improvements. It can be argued that such priority assessments are the concern of the regulatory
organisations that approve the implementation of investigators' �ndings. Such a precise divi-
sion of responsibilities cannot, however, be sustained in more local systems. In consequence,
the closing paragraphs of this section consider ways in which risk assessment techniques can be
used to identify the priority of particular recommendations. Subsequent chapters consider the
regulatory use of these approaches to monitor the overall performance of incident reporting
systems.

The following paragraphs assess the strengths and weaknesses of these di�erent approaches in greater
detail. Subsequent sections examine the problems of validating the particular remedies that are
identi�ed by such recommendation techniques.

12.2.1 The `Perfectability' Approach

The simplest recommendation technique is to urge operators to do better in the future. In this
view, it can be argued that `if a system demonstrates its underlying reliability by operating without
an incident for a prolonged period of time and given that no physical systems have failed then any
subsequent failure must be due to operator error'. Such human failures can be corrected by remind-
ing users of their responsibility for an incident. Changes can be made to training procedures and
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recommended working practices to help ensure that an incident does not recur. Such recommenda-
tions are based on the idea that it is possible to avoid future incidents by perfecting previous human
`errors'. This `perfectability' approach has numerous advantages beyond its apparent simplicity.
For instance, reminders are often the cheapest form of remedial action [479]. One consequence of
electronic communication facilities is that there be almost no marginal cost associated with send-
ing safety-related emails to members of sta�. Of course, such repeated reminders can impair the
e�ectiveness of a reporting system if sta� are alienated by repeated reminders about well-known
topics [409]. On the other hand, reminders can also be issued more quickly than almost any other
safety recommendation. This o�ers considerable advantages over the length of time that is typically
required to implement the re-design of key system components.

Elements of the perfectability approach can be identi�ed in most military regulations. For
instance, punitive actions are often prescribed as appropriate remedies when personnel disregard
the permits and mandatory obligations that are imposed upon them:

\the revocation ... of permits to conduct nuclear activities or hold ionizing radiation
sources (and) the removal of inventory of ionizing radiation emitting devices from an
organisation; and disciplinary or administrative action under the National Defence Act
in the case of Canadian Force members and the application of all available administrative
measures in the case of Department of National Defence employees. Director General
Nuclear Safety may also recommend criminal prosecution." [132]

Similar injunctions have been drafted to ensure that personnel take necessary safety precautions
during more mundane activities. For example, the Canadian military stipulates the circumstances
in which individuals must wear safety helmets and goggles when operating snowmobiles. Departures
from these regulations can be interpreted as instances of individual negligence or of willful violation
[133].

Previous researchers have focussed almost exclusively on the use of punishments to `perfect'
operator behaviour in the aftermath of incidents and accidents [700]. It is important to recognise,
however, that many organisations operate more complex systems in which rewards may also be
o�ered for notably good performance during near-miss occurrences. For example, the US Army
operates a range of individual awards that recognise notably good performance in avoiding incidents
and accidents. These include the Chief of Sta� Award for Excellence in Safety Plaque, the United
States Army Safety Guardian Award, the Army Aviation Broken Wing Award, the Director of Army
Safety Special Award of Excellence Plaque, the United States Army Certi�cate of Achievement in
Safety and the United States Army Certi�cate of Merit for Safety [797]. Such recognition need take
little account of the context that may have created the need for individuals to display such acts of
bravery and initiative.

Table 12.3 illustrates how the perfectability approach can be applied to the Bangalore case study.
As can be seen, each cause describes a failure on the part of an individual. Recommendations are
then drafted to ensure that those individuals learn from their apparent mistakes. For instance, the
breaching team leader failed to turn in excess materials during the exercise. They should, therefore,
be trained in the importance of following such turn-in procedures. Similarly, the marking team
leader failed to distinguish between the smaller initial explosion of the detonating cord and the main
charge provided by the Bangalore torpedoes. They should, therefore, receive training that might
help them discriminate between such di�erent types of detonation.

Table 12.3 deliberately provides an extreme example of the `perfectability' approach. It illustrates
some of the practical problems that arise during the application of this approach. For example, each
recommendation is focussed on a particular individual. They, therefore, do not draw out more
general lessons. These recommendations neglect the opportunities that an incident might provide
for revising the training of all personnel involved in breaching and marking exercises. Further
problems stem from the limited e�ectiveness that such individual recommendations might have in the
aftermath of comparatively serious incidents. It is highly unlikely that the individuals involved in this
incident would need to be reminded of their individual shortcomings given the consequences of their
`errors'. Such objections can be addressed by drafting recommendations to `perfect' the performance
of groups rather than individual. For instance, the �rst recommendation in Table 12.3 might be
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Cause Individual Recommendation

The breaching team leader failed to turn
in excess demo material to the ammunition
supply point.

The breaching team leader should be re-
minded of the proper procedures for the
turn-in of excess munitions.

The breaching team leader did not ensure
that any excess demolition material was
tied into the ring charge.

The breaching team leader should be re-
minded of the proper procedures for the
disposal of excess munitions. The use of
a `last-shot' to dispose of excess munitions
is a dangerous practice and creates the op-
portunity for such failures.

The breaching team leader's addition of
the second charge was not planned, prac-
ticed or communicated to the other partic-
ipants.

The breaching team leader and the exercise
safety oÆcer must be reminded of their re-
sponsibility to consider the consequences
of and communicate necessary information
about any unplanned changes to an exer-
cise.

There was no appointed command-directed
observer/controller at the breaching site.

The oÆcer in charge of the exercise should
be reminded of the need to appoint ob-
servers to intervene during potentially haz-
ardous training operations.

Breaching team members failed to question
or stop the deviated and unpracticed oper-
ation.

Breaching team members must be re-
minded of their duty to immediately stop
any unsafe life threatening act.

Battalion S3 (operations, planning, and
training oÆcer) recognised but failed to
stop the deviated and unpracticed opera-
tion.

Battalion S3 must receive additional train-
ing to ensure that they intervene if similar
situations arise in future training exercises.

Marking team leader took up hide position
closer than the authorised 50 meters to the
breaching site.

The marking team leaders must be re-
minded to follow the required distance reg-
ulations speci�ed in IAW FM 5-250.

Marking team leader was unable to distin-
guish between the initial (smaller) detonat-
ing cord detonation and the larger Banga-
lore detonation.

The marking team leader must be trained
to a point where they can distinguish be-
tween such di�erent types of detonation.

Table 12.3: `Perfectability' Recommendations for the Bangalore Torpedo Incident.

applied to all individuals who perform similar tasks to the breaching team leader; `all personnel must
be reminded of the proper procedure for turning-in excess munitions'. This more general approach
leads to further problems. For instance, some reporting systems provide participants with apparently
random reminders about particular safety procedures. It can be diÆcult for individuals to follow the
justi�cation for these reminders if they are not kept closely informed of the incidents that motivate
safety managers to reinforce these particular guidelines. Chapter 14 will describe techniques that
can be used to address these potential problems. For now, however, it is suÆcient to emphasise
that a host of further problems complicate the application of the perfective approach to drafting
incident recommendations. In particular, the perfective approach often relies upon demonstrating
that individuals have in some way contravened regulations and procedures that they ought to have
followed. This creates problems when an incident is not covered by any applicable regulation. It then
becomes diÆcult to argue that individual operators should have intervened to mitigate a potential
failure. One ad hoc solution is to continually redraft procedures in a (probably) futile attempt to
codify appropriate behaviour in all possible situation. For instance, the US Army Safety Policies and
Procedures for Firing Ammunition for Training, Target Practice and Combat contains a requirement
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that:

\Accidents caused by �ring or evidence that would indicate that the safety provisions
of this regulation are inadequate will be reported by letter. The letter must give all
pertinent information on the alleged inadequacy of the regulation" [795]

Further problems a�ect the punitive measures that are associated with the perfective approach. For
example, it can be diÆcult to know exactly what sanctions can be applied to address particular errors
and violations. These measures can be in
uenced by local practices within particular organisations
but they are ultimately governed by legislation. Chief Justice Lamer of the Supreme Court of Canada
explained in R. v. G�en�ereux in 1992:

\The purpose of a separate system of military tribunals is to allow the Armed Forces
to deal with matters that pertain directly to the discipline, eÆciency and morale of the
military. The safety and well-being of Canadians depends considerably on the willingness
and readiness of a force of men and women to defend against threats to the nation's
security. To maintain the Armed Forces in a state of readiness, the military must be in
a position to enforce internal discipline e�ectively and eÆciently. Breaches of military
discipline must be dealt with speedily and, frequently, punished more severely than would
be the case if a civilian engaged in such conduct. As a result, the military has its own Code
of Service Discipline to allow it to meet its particular disciplinary needs. In addition,
special service tribunals, rather than the ordinary courts, have been given jurisdiction
to punish breaches of the Code of Service Discipline. Recourse to the ordinary criminal
courts would, as a general rule, be inadequate to serve the particular disciplinary needs
of the military. There is thus a need for separate tribunals to enforce special disciplinary
standards in the military." [130]

The Chief Justice refers to the importance of punishing breaches of the Code of Service Discipline
in order to preserve the `safety and well-being' of the Armed Forces. This may seem to be a
relatively clear-cut decision. There are, however, situations in which there are legal barriers that
prevent the application of the `perfectability' approach even though organisations might want to
impose particular sanctions. For instance, a former Sergeant in the Canadian Army found himself
as a defendant in a standing court martial when he refused to receive an anthrax vaccination while
deployed in Kuwait [142]. His opposition was described as `unsafe and hazardous'. The case was,
however, stopped when the defence cited the Canadian Charter of Rights and Freedoms. This is one
of several similar cases in which individuals have used legal arguments to defend themselves against
punitive sanctions. Such defences must be provided because there is a danger that superiors may
apply `perfective' sanctions for personal rather than professional reasons. Article 138 of the Uniform
Code of Military Justice, section 938 of title 10, United States Code provides one such defence.
This article enables a member of the US Armed Forces to seek redress for grievances against a
commanding oÆcer and, if redress is denied, to �le a formal complaint against that oÆcer. The
Judge Advocate General of the Army will then review and take �nal action on such `Article 138'
complaints.

In more serious cases, sanctions cannot simply be applied by commanding oÆcers. They must
be supported by legal argumentation in court martials. Even here, however, there are checks and
balances that prevent the arbitrary application of the `perfective' approach. For example, two of the
six appeals currently recorded by the Canadian Judge Advocate General relate to military personnel
challenging sanctions that are imposed following safety-related incidents. Such incidents illustrate
the more general, pragmatic problems that make it diÆcult to identify appropriate recommenda-
tions within the `perfective' approach. Training can be ine�ective if it is not supported by practical
demonstrations and almost constant reminders of the importance of key safety topics. These con-
stant reminders can alienate sta� unless properly motivated by concrete, `real-world' examples.
Conversely, more punitive sanctions can be administered by organisations. These legal sanctions are
bounded by the civil law and, in the context of our case study, by military law. The development of
human rights legislation and of case law that stresses the importance of performance shaping factors
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as well as individual violations has helped to `draw the teeth' of the perfective approach in many
application domains.

There are a number of theoretical reasons why the perfective approach o�ers dubious support
for investigators and regulators. Recommendations that are intended to perfect operator behaviour
often lead to a vicious cycle in which employers become increasingly frustrated by recurring incidents.
Reason terms this process the `blame cycle'. This cycle is based on the notion that operators exercise
free will in the performance of their daily tasks [701]. They are assumed to be free to choose between
right and wrong, between error-free and error-prone paths of interaction. Any incidents and accidents
that do occur are, therefore, partly the result of voluntary actions on the part of the operator. As we
have seen, employers and regulators who adopt the `perfectability' approach are likely to respond to
such failures by reminding individuals of their responsibilities and duties. Retraining may be used
to reinforce key safety information. Warnings about the consequences of violation are, typically,
reiterated after particular incidents. Unfortunately, these recommendations and remedial actions
may not address the underlying causes, or performance shaping factors, that created the context
in which an `error' occurred. In consequence, it is likely that there will be future incidents. When
these occur, employers and regulators are increasingly likely to resort to additional sanctions and
punishments for what they interpret to be willful violations of publicised procedures. Their response
to recurrent incidents can be driven by the `fundamental attribution error' that we have met several
times in previous chapters [701]. This arises describes situations in which we ascribe the failure of
others to personal characteristics, such as neglect or incompetence, when in similar circumstances
we might justify our own mistakes by pointing to contextual factors, such as the level of automated
support or time pressures. If punitive sanctions are introduced then they can have the paradoxical
e�ect of making future incidents more likely. They may increase the level of stress in the workplace
or may increase a sense of alienation between the employees and their supervisors. In either case,
future incidents are likely unless the underlying causes are addressed and so the cycle continues.

To summarise, the `perfective' approach drafts recommendations that are intended to avoid any
recurrence of particular individual errors. This approach is limited because recommendations often
address the causes of catalytic failures rather than the causes of more deep-seated managerial and
organisational problems. Reason [701], Hollnagel [361], Perrow [675] and Leape [479] have done
much to challenge previous applications of this perfective approach. They draw upon a wealth of
evidence to suggest that punitive sanctions, individual retraining and constant reminders may have
little long-term e�ect on the future safety of complex, technological systems. There is, however, a
need for balance. Any consideration of the context in which an incident occurs must not obscure
individual responsibility for certain adverse occurrences. For example, it is possible for risk prefer-
ring individuals to alter their behaviour when responding to particular situations in their working
environment [368]. It then becomes diÆcult to distinguish between situations in which those indi-
viduals fail to recognise the potential danger inherent in a particular situation, for example because
they did not receive adequate training, and situations in which they deliberately choose to accept
higher risks in the face of adequate training. There is, therefore, a tension between the need to
recognise the impact of contextual or performance shaping factors and the importance of an opera-
tor's responsibility for their actions. Many organisations have drafted guidelines that recognise this
tension. For instance, the US Air Force's guidance on Safety Investigations and Reports contains
the following advice about the drafting of recommendations:

\5.10.1.5. Write recommendations that have a de�nitive closing action. Do not
recommend sweeping or general recommendations that cannot be closed by the action
agency. Vague recommendations addressing the importance of simply doing ones job
properly are also inappropriate. However, recommendations to place CAUTIONS and
WARNINGS in Technical Order guidance relating the adverse consequences of not doing
ones job properly may be appropriate. Recommendations for speci�c action such as
refresher training, implementing in-process inspections, etc. to ensure job duties are
being properly performed may also be appropriate since they are speci�c, and can be
closed." [794]

This re
ects the tension that exists between the impact of more recent ideas about the organisational
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roots of many incidents and the `perfective' notions of free will and individual responsibility. The
USAF guidelines reject the `perfective' notion that individuals should be encouraged to do their
job properly. They do, however, accept that it may be necessary to warn operators about the
consequences of failing to do their job properly.

12.2.2 Heuristics

Most incident reporting systems provide only a limited guidance about the techniques that investi-
gators might use to derive conclusions for the results of a causal analysis. The NASA procedures and
guidelines (NPG 8621.1) that structured the analysis in Chapter 10 recommend seven di�erent causal
analysis techniques. In contrast, they o�er no suggestions about techniques that might be used to
identify potential remedies once causes have been determined [571]. There are good reasons for this
reticence. As has been mentioned, a relatively large number of techniques have been proposed to
support causal analysis while only a handful have been developed to help structure the identi�cation
of recommendations. Those techniques that have been developed are not widely known and tend
only to be applied within particular industries, such as chemical process engineering. This contrasts
with a technique such as MORT which has been more widely applied and is known throughout many
di�erent safety-critical domains;

There are further reasons why some organisations fail to identify appropriate recommendation
techniques. Many organisations have failed to propose speci�c techniques to support the process
of identifying recommendations because there is a natural concern that such an approach might
unnecessarily constrain the skill and judgement of investigators. A particularly important issue
here is that considerable domain knowledge is needed when identifying appropriate remedies. Such
expertise cannot easily be synthesised within recommendation techniques. This can be contrasted
with causal analysis where it is possible to identify broad categories of failure that contribute to
many di�erent incidents. It is possible to challenge these diverse arguments. For instance, the lack
of consistency between the recommendations of many investigators in the same industry seems to
demonstrate that many do not currently share the same, necessary level of expertise. Similarly, as
we shall see, some recommendation techniques have succeeded in identifying generic remedies that
can be applied to particular causes in a broad range of industries.

Finally, management may lack the will or the commitment necessary to ensure that investigators
follow approved methods when proposing particular recommendations. As mentioned, incident in-
vestigators tend to be highly skilled in primary and secondary investigation. Considerable expertise
is required in order to direct the causal analysis of safety-critical incidents. In consequence, inves-
tigators yield considerable power and in
uence within investigatory and regulatory organisations.
New techniques, that support either causal analysis or the identi�cation or recommendations, can
be perceived as a threat to their existing skills and expertise [686]. Many statutory bodies also
fail to perform any quality control over the work of their investigators. This leads to a paradox.
Investigatory and regulatory organisation do not follow the standardised working practices that they
enforce on others.

Many organisations do provide high-level guidance to their investigators. For instance, the
Canadian Army's safety program includes a �ve step guide to accident and incident investigation
[131]. These steps are: visit the accident scene; conduct interviews; gather and record evidence;
evaluate the evidence and draw conclusion; make recommendations. The following high-level advice
is o�ered to support the �nal stage of this process:

\Recommendations:

31. Once the cause factors have been identi�ed, the investigator(s) recommend(s)
preventive measures be taken based on the �ndings of the investigation. The basic aims
when developing preventive measures are as follows: treat the cause and not the e�ect;
ensure that the measures will enhance and not restrict overall operational e�ectiveness;
ensure preventive measures eliminate or control all causes.

32. Simply recommending that the individual(s) involved by briefed contributes little.
It merely indicates fault �nding. If human factors (inaction or action - human error) is a
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cause, revising job procedures, training of all employees doing similar tasks and publicity
of the accident, to name a few, would be more meaningful and certainly more productive.

33. If shortcomings in equipment, facilities or other resources are causes, then modi-
�cations, substitution or acquisition would be valid recommendations." [131]

This quotation illustrates the importance of eliminating or controlling all causes. Many organisa-
tions, therefore, require that investigators explicitly list the remedies that are proposed next to each
cause of the incident. This enables colleagues to ensure that each cause is considered in an eventual
report. A number of theoretical objections can be raised to this pragmatic objective. For example,
the subjective nature of many causal analysis techniques provides few guarantees that this approach
will address all of the causes that might possibly be identi�ed in the aftermath of an incident or
accident.

The previous quotation stresses the overall objective of operational eÆciency. A number of
caveats can also be made about this requirement. For example, the guidance does not provide a
clear de�nition of `operational eÆciency'. In practice, therefore, sta� may �nd particular problems
in resolving the con
ict that often arises between safety concerns and more eÆcient operational
techniques. Paragraph 32 makes the important point that re-brie�ng soldiers should not be seen as
a recommendation. Previous work has noted the tendency of many incident reporting systems to
rely upon issuing dozens of similar warning messages [409]. Such `remedies' provide cheap �xes and
may neglect underlying safety issues. The following paragraphs will refer to this as the `perfective
approach' to issuing recommendations. Other organisations have issued more detailed guidance
that is intended to help investigators derive particular recommendations from the �ndings of a
causal analysis. For instance, the US Air Force's involvement in aviation incidents has led to the
publication of extensive guidance on incident and accident reporting [794]. The following paragraphs
use the USAF guidelines to identify a number of high-level recommendation heuristics.

Heuristic 1: Match Recommendations to Each Causal Factor

The USAF guidelines include the generic requirement that `all mishap investigations should include
recommendations to prevent future mishaps'. Like Canadian Army guidance, investigators are urged
to match recommendations to each causal �nding although exceptions are permitted if they are
explicitly justi�ed. Recommendations can also be made against non-causal �ndings. For example,
an investigation may identify alternative ways in which an incident might have occurred. It is,
therefore, important to draft recommendations that address both the causal chain that led to an
incident as well as any other potential failures that might also have been identi�ed.

Heuristic 2: Assign action agencies for all recommendations

Investigators must clearly identify an agency that will be responsible for ensuring that a recommen-
dation is implemented. Safety management groups should not routinely be tasked to implement
particular remedies. In contrast, investigators should identify those groups that manage the re-
sources that are necessary to implement a recommendation. Investigators should also con�rm that
they have correctly identi�ed a responsible authority providing that this does not compromise their
work, for instance by fueling rumours about the potential recommendations.

Heuristic 3: Recommendations Correct De�ciencies

Rather than requiring that an agency should implement a particular solution, investigators should
draft recommendations to correct de�ciencies. For example, investigators might avoid proposals to
`move the right engine �re push-button to the right side of the cockpit'. In contrast, it would be better
to recommend that `changes should be made to the engine �re push-buttons to help preclude engine
shutdown errors' [794]. This second approach goes beyond a simple instruction and helps to provide
the rationale behind a particular recommendation. There are further justi�cation for this heuristic.
The time-pressures that a�ect many incident investigations can often prevent investigators from
identifying all of the potential ways in which a problem might be addressed. Investigators may also
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lack the necessary, detailed, domain knowledge that is shared by particular system operators. They
might, therefore, be able to device more optimal solutions to that recommended by an investigator
in the immediate aftermath of an incident.

Heuristic 4: Recommendations Support Actions NOT Studies

Investigators should be encouraged to draft recommendations that support particular actions. If
there is insuÆcient information upon which to base those actions then studies can be advocated
but only as part of the process of implementing the higher-level recommendation. If investigators
simply recommend that a study is conducted then there may be no guarantee that any actions will
be based on the �ndings of such an enquiry. Similarly, if a recommendation refers to tests that
are incomplete when the report is sent prepared then investigators must identify potential remedies
that are contingent upon the outcome of such studies. These di�erent recommendations must be
explained and investigators should make explicit reference to the test. They should also explain the
reasons why a report was issued before the analysis was completed.

Heuristic 5: Recommendations follow Implementation Paths

It is important that any recommendations take into account the correct procedures and paths for
ensuring that corrective actions are implemented e�ectively. Part of this requirement can be satis�ed
by ensuring that the recommendation identi�ed an appropriate implementation agency. There may
also be other constraints depending on the nature of the recommendation and the organisation in
which the incident occurred. For example, investigating oÆcers who recommend changes to military
documentation may be required to initiate those changes themselves. This involves the submission
of revision requests by submitting the appropriate forms to the relevant oÆce. For example, the
USAF guidelines describe the use of the Technical Order System, or AF Form 847, Recommendation
for Change of Publication (Flight Publications), according to AFI 11-215, Flight Manual Procedures
`as applicable' [794].

Heuristic 6: Recommendations Acknowledge Minority Opinions

In multi-party investigations, di�erent investigators can have di�erent degrees of in
uence on the
drafting of recommendations. Problems arise when these `primary' analysts disagree with the reme-
dies proposed by their colleagues. Alternatively, investigators may hold equal in
uence but are
divided into majority and minority opinions. In such circumstances, it is important that the dis-
senting opinions are voiced. Majority groups or primary investigators must justify their decision not
to recommend certain courses of actions.

The USAF guidelines are unusual. They provide detailed heuristics for the identi�cation of
particular recommendations. Those heuristics are relatively informal. No explanation is provided
for how they were drafted. The reader is not informed of any validation that might con�rm the utility
of this guidance. They do, however, re
ect the pragmatic concerns that are commonly voiced by
incident investigators [850]. The US Army's Army Accident Investigation and Reporting Procedures
Handbook contains less detailed advice [806]. It does, however, summarise many of the points made
in the equivalent USAF publication:

\Recommendations. Each �nding will be followed by recommendations having the
best potential for correcting or eliminating the reasons for the error, material failure,
or environmental factor that caused or contributed to the incident. Recommendations
will not focus on organisational steps addressing an individuals failure in a particular
case. To be e�ective at preventing incidents in the future, recommendations must be
stated in broader terms. The board should not allow the recommendation to be overly
in
uenced by existing budgetary, material, or personnel restrictions. In developing the
recommendations, the board should view each recommendation in terms of its potential
e�ectiveness. Each recommendation will be directed at the level of command / leadership
having proponency for and is best capable of implementing the actions contained in the
recommendation." [806]
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As can be seen, there are also similarities between these guidelines and those issued by the Canadian
Army. Both emphasise the `e�ectiveness' of any recommendations. There are also di�erences.
For instance, the US Army explicitly states that investigators need not be `overly in
uenced' by
existing budgetary constraints. All three of the organisational guidelines in this section emphasise
the importance of directing recommendations at a responsible authority. However, the previous
quotation not only stresses the need to identify an appropriate agency, it also stresses the need to
specify an appropriate level of command within that organisation.

These guidelines are informal. They gather together ad hoc requirements that are intended
to improve the quality of recommendations that are produced in the aftermath of safety-critical
incidents. They are `ad hoc' because they have not been integrated into a systematic method or
process. Investigators must endeavour to ensure that they obey these guidelines as they develop
individual recommendation. It is important to emphasise, however, that these comments should not
be interpreted as overt criticisms. Informal guidelines provide important pragmatic advice that is
essential given the relative lack of well-developed methods in this area.

Table 12.4 shows how the US Army Technical Centre for Explosive Safety's recommendations
from our case study incident can be mapped onto the causal factors that were identi�ed in Ta-
ble 12.4. As can be seen, this summary explicitly identi�es the responsible agency that was charged
with implementing the recommendation. The tabular form also illustrates the relationship be-
tween recommendations and causal factors. As can be seen, some causal factors are not explicitly
addressed. Similarly, some recommendations are not associated with an implementation agency.
Table 12.5 also records a recommendation that was made in the incident report but which cannot
easily be associated with any of the particular causal factors that were identi�ed from this incident.

This analysis shows how a simple tabular form can be used, together with Army guidelines, as
a form of quality control for the recommendations that are made in incident reports. Investigators
might be asked to ensure that a recommendation is associated with each of the causal factors. For
example, Table 12.5 does not explicitly denote any recommendation that might have helped to avoid
situations in which excess demolition material is not tied into a ring charge. It can be argued that
this cause is addressed by the previous entry describing how excess material must be turned in. If this
analysis were accepted then Table 12.5 should be revised to explicitly associate this recommendation
with both causes. Alternatively, it can be argued that this approach would not provide any `defence
in depth'. If excess munitions were not handed in then there is still a danger that the independent
�ring of charges might cause the same confusion that led to this incident. Under such circumstances,
Table 12.5 should be revised by introducing an additional recommendation speci�cally addressing
the detonation of excess material as part of another charge.

As mentioned, the case study incident report does not identify recommendations for each cause
nor does it identify responsible authorities for the implementation and monitoring of each recom-
mendation. It is not surprising that our case study does not conform to the US Army guidelines
[806]. The recommendations that are cited in Tables 12.4 and 12.5 were derived from material that
was used to publicise the remedies that were advocated in the main report. They were not directly
taken from the report itself. The example does, however, illustrate the application of these informal
guidelines to assess the recommendations that were publicised in the US Army Technical Centre for
Explosive Safety's account of the incident. It can also be argued that many of the principles that
are proposed in the army guidelines ought to have been carried forward into the accounts that are
used to disseminate information about this failure to other engineers throughout that organisation.

12.2.3 Enumerations and Recommendation Matrices

The heuristics that were introduced in the previous section leave considerable scope for individual
investigators. They provide guidance about the general form of particular recommendations, for
instance by stressing the importance of identifying appropriate implementation paths. They do
not directly help investigators to identify appropriate remedies for particular causal factors. In
contrast, enumerated approaches list the possible recommendations that might be made in response
to particular incidents. For example, the incident involving the Bangalore Torpedoe was analysed
according to the US Army's Accident Investigation and Reporting pamphlet PAM-385-40. This
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Cause Recommendation Agency

The breaching team leader failed to
turn in excess demo material to the
ammunition supply point.

Training and safety brie�ngs must
present and stress proper procedures
for disposal/turn-in of excess muni-
tions and/or explosives. Introduc-
tion of left over demolition materials
into the last shot has been a long-
standing accepted procedure. Such
action violates the requirement to
turn in all excess explosives.

Training and
brie�ng oÆ-
cers

Excess demolition material was not
tied into the ring charge.
Addition of the second charge was
not planned, practiced or communi-
cated to the other participants.
There was no appointed command-
directed observer/controller at the
breaching site.
Breaching team members failed to
question or stop the deviated and
unpracticed operation.

All personnel must have con�dence
in their authority to immediately
stop any unsafe life threatening act
and exercise it accordingly.

All personnel

Battalion S3 (operations, planning,
and training oÆcer) recognised but
failed to stop the deviated and un-
practiced operation.

All personnel must have con�dence
in their authority to immediately
stop any unsafe life threatening act
and exercise it accordingly.

All personnel

Marking team leader took up hide
position closer than the authorised
50 meters to the breaching site.

Inadequate personnel hide distance
approximately 25 meters: Required
distance (according to IAW FM 5-
250) would have been 100 meters
for a missile-proof shelter, 200 me-
ters for a de�lade position with over-
head cover, 50 meters for Command
waiver authorised de�lade position.

Unspeci�ed

Marking team leader unable to
distinguish between the initial
(smaller) detonating cord deto-
nation and the larger Bangalore
detonation.

Table 12.4: Guideline Recommendations for Bangalore Torpedo Incident.
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Cause Recommendation Agency

The Phase 1 and Phase 2 walk through exercise,
prior to live �re operation, is speci�cally designed
to validate the safe execution for all elements of
the live �re exercise. A thorough detailed review
of all aspects of the operations should have iden-
ti�ed the violation of the 50-meter safe hide dis-
tance. Had the marking team and security mem-
bers been properly distanced from the breaching
site, their survivability from injury would have
been greatly increased.

All personnel, to include
command-directed ob-
server/controllers and safety
representative, failed to iden-
tify violation of the waiver
authorised minimum safe hide
separation distance during walk
through and dry �re iterations.

Table 12.5: Additional Recommendation for Bangalore Torpedo Incident.

enumerates potential root causes. It also provides a list of recommendations that must be considered
when drafting the �ndings from any investigation:

\Code: 01, Key Word/Explanation: Improve school training.
The improvement recommended should be directed toward the content or amount of
school training needed to correct the accident causing error. For example: a. Provide
school training for the person who made the error due to not being school trained. b.
Improve the content of a school training program to better cover the task in which the
error was made. c. Expand the amount of school training given on the task in which the
error was made.
Code: 02, Key Word/Explanation: Improve unit training.
The improvement recommended should be directed toward the content or amount of
unit training needed to correct the accident causing error. For example: a. Provide unit
training for the person who made the error due to not being unit trained. b. Improve
the content of unit training to better cover the task in which the error was made. c.
Expand the amount of unit training given on the task in which the error was made.
Code: 03, Key Word/Explanation: Revise procedures for operation under
normal or abnormal/emergency conditions.
The changes recommended should be directed toward changing existing procedures or
including new ones. If the change is to an AR, TM, FM, Soldiers Manual, or other Army
publication, tell the date when Department of the Army Form 2028 was submitted.
Code: 04, Key Word/Explanation: Ensure personnel are ready to perform.
The purpose of this recommendation is to encourage supervisors to make sure that their
people are capable of performing a job before making an assignment. They should
consider training, experience, physical condition, and psychophysiological state (e.g.,
fatigue, haste, excessive motivation, overcon�dence, e�ects of alcohol/drugs).
Code: 05, Key Word/Explanation: Inform personnel of problems and reme-
dies.
This recommendation should be used when it is necessary to relay accident related in-
formation to people at unit, installation, major Army Command, or Department of the
Army levels.
Code: 06, Key Word/Explanation: Positive command action.
The purpose of this corrective action is to recommend that the supervisor take action to
encourage proper performance and discourage improper performance by his people.
Code: 07, Key Word/Explanation: Provide personnel resources required for
the job.
This recommendation is intended to prevent an accident caused by not enough quali�ed
people being assigned to perform the job safely.
Code: 08, Key Word/Explanation: Redesign (or provide) equipment or ma-
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teriel.
This recommendation is made when equipment or materiel caused or contributed to an
accident because: a. The required equipment or materiel was not available. b. The
equipment or materiel used was not properly designed.

Code: 09, Key Word/Explanation: Improve (or provide) facilities or services.
This recommendation is made when facilities or services lead to an accident because a.
The required facilities or services were not available. b. The facilities or services used
were inadequate.

Code: 10, Key Word/Explanation: Improve quality control.
This recommendation is directed primarily toward the improvement of training, manufac-
turing, and maintenance operations where poor quality products (personnel or materiel)
have led to accidents.

Code: 11, Key Word/Explanation: Perform studies to get solution to root
cause.
This recommendation should be made when corrective actions cannot be determined
without special study. Such studies can range from informal e�orts at unit level to
highly technical research projects performed by Department of the Army level agencies."
[796]

This enumeration illustrates some of the problems that arise when attempting to guide the drafting
of recommendations in the aftermath of accidents and incidents. As we have seen, the US Air
Force guidelines speci�cally urge investigators not to draft recommendations that involve additional
studies. Heuristic 4 in the previous section was that `recommendations support actions not studies'
[794]. In contrast, the US Army guidance includes code 11 that explicitly covers recommendations to
perform studies which can identify solutions to `root causes'. Such inconsistencies are unsurprising
given that very few studies have addressed the problems of deriving appropriate recommendations
from the outcome of causal analysis techniques.

Table 12.6 illustrates the way in which the PAM 385-40 guidelines can be applied to the Ban-
galore Torpedoe case study. As can be seen, each causal factor is addressed by one or more of
the recommendations proposed by the army guidance material. PAM 385-40 does not specify the
way in which an investigator might identify a particular recommendation for any particular causal
factors. This is left to the skill and expertise of the analyst. The speci�c entries in Table 12.6 must,
therefore, be validated by peer review. For this reason, it might also be appropriate to introduce an
additional column that explains the reason why a recommendation code was associated with each
causal factor. For example, a positive command action might address the unplanned addition of
the second change because the \supervisor (would) take action to encourage proper performance
and discourage improper performance by his people". This example illustrates the pervasive na-
ture of the `perfective' approach to incident reporting. The US Army guidelines contain several
recommendations that re
ect this corrective attitude towards operator involvement in accidents and
incidents: 01 (improve school training); 02 (improve unit training); 03 (revise procedures...); 04
(ensure personnel are ready to perform); 05 (inform personnel of problems and remedies) and 06
(positive command action). None of the proposed recommendations addresses the organisational
and managerial problems that have been stressed by recent research into the causes of accidents
and incidents. Similarly, the proposed recommendations only capture a limited subset of the perfor-
mance shaping factors that have been considered in previous chapters. These are partially covered
by recommendation 04 that encourages supervisors to ensure that their teams are properly trained
and in an adequate `psycho-physiological state'.

Such objections can be addressed by extending the list of proposed recommendations. Additional
codes can direct investigator towards recommendations that improve communications between dif-
ferent levels in an organisation or between regulators and line management. Unfortunately, the
piecemeal introduction of new recommendation codes raises a number of further questions. For
example, previous chapters have argued that the nature of incidents will change over time as new
equipment and methods of operation are introduced into complex working environments. This ar-
gument has been used to stress the problems of identifying the generic causal factors that drive
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Cause PAM 385-40 Recommendation

The breaching team leader failed to turn
in excess demo material to the ammunition
supply point.

Code 01 - improve school training.
Code 06 - positive command action.

Excess demolition material was not tied
into the ring charge.

Code 06 - positive command action.
Code 10 - improve quality control.

Addition of the second charge was not
planned, practiced or communicated to the
other participants.

Code 02 - improve unit training.
Code 06 - positive command action.

There was no appointed command-directed
observer/controller at the breaching site.

Code 07 - provide personnel resources required
for the job.

Breaching team members failed to question
or stop the deviated and unpracticed oper-
ation.

Code 01 - improve school training.
Code 02 - improve unit training.

Battalion S3 (operations, planning, and
training oÆcer) recognised but failed to
stop the deviated and unpracticed opera-
tion.

Code 01 - improve school training.
Code 06 - positive command action.

Marking team leader took up hide position
closer than the authorised 50 meters to the
breaching site.

Code 01 - improve school training.
Code 06 - positive command action.

Marking team leader unable to distinguish
between the initial (smaller) detonating
cord detonation and the larger Bangalore
detonation.

Code 01 - improve school training.
Code 04 - ensure personnel are ready to perform.

Table 12.6: PAM 385-40 Recommendations for the Bangalore Torpedo Incident.

checklist approaches such as MORT, see Chapter 11. Similar problems arise when investigators at-
tempt to enumerate the recommendations that might be used to address these causal factors. It can
be diÆcult to identify appropriate responses to future incidents. If thee could be predicted with any
con�dence then safety managers would deploy such remedies pre hoc in order to prevent incidents
from occurring in the �rst place!

A number of further problems complicate the use of enumerations. Lists of approved recom-
mendations can guide investigators towards e�ective remedies. There is equally a danger that they
may bias analysts towards ine�ective or even dangerous interventions. Chapter 15 will introduce a
number of monitoring techniques that can be used to identify such potential problems. It is impor-
tant to emphasise, however, that the elements in an enumeration must be carefully validated if they
are not to advocate ine�ective solutions. These problems are exacerbated by the delays that can
arise before the publication of revised recommendation lists. In more ad hoc approaches, individual
investigators can tailor their interventions to re
ect local conditions and personal observations about
e�ective remedies for particular root causes. Such practices can be constrained when analysts must
select recommendations from an enumerated list of approved interventions.

PAM 385-40 enumerates the recommendations that US Army investigators must consider when
drafting their reports. As mentioned previously, it does not prescribe which particular remedies
should be proposed for particular causal factors. This is both a strength and a weakness of this
application of a checklist or enumerated approach. This technique relies upon the skill and insight
of the investigator to determine whether or not any of the eleven recommendations can be applied.
This provides a degree of 
exibility that can be important for organisations that are faced with diverse
failures in many di�erent geographical and functional areas. This 
exibility creates problems. As we
have seen, subjective factors and individual biases might a�ect an investigator's decision to propose
one of these recommendations. Any potential inconsistency is reduced by selecting a remedy from
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the enumeration. There are, however, no guarantees that any two investigators will agree on the
same recommendations from that list for any particular incident. Checklist approaches address these
potential problems by providing guidance on which recommendations can be best used to address
particular causal factors.

It is important to distinguish between recommendation techniques that simply list proposed
remedies and those that provide more direct guidance about when to apply particular remedies.
The previous section has illustrated the US Army's use of simple enumerations in PAM 385-40. In
contrast, Chapter 11 has introduced the use of more directed approaches. For instance, Table 12.7
reproduces the Classi�cation/Action matrices that from part of the PRISMA causal analysis tech-
nique. As can be seen, incidents that involve a failure in knowledge transfer within an organisation
might result in recommendations to revise training and coaching practices. Failures that stem from
operating procedures are addressed by revising procedures and protocols.

Organisational Factors
External
Factors
(O-EX)

Knowledge
Transfer
(OK)

Operating
procedures
(OP)

Manag.
priorities
(OM)

Culture
(OC)

Inter-
departmental
communication

X

Training and
coaching

X

Procedures and
protocols

X

Bottom-up
communication

X

Maximise
re
exivity

X

Table 12.7: Example PRISMA Classi�cation/Action Matrix (2) [844]

The approach is more `directed' than the enumeration presented in the previous section because
investigators can identify appropriate recommendations by reading down the column that is associ-
ated with each causal factor. Conversely, if other participants in the investigatory process propose a
particular recommendation then analysts can read along the rows of the Classi�cation/Action matrix
to determine whether this would be consistent with previous �ndings. Table 12.7 only associated a
single recommended action with each causal factors. It is important to stress that this need not be
the case in all application domains. For instance, problems involving knowledge transfer might be
addressed by revised training procedures and by changes in protocols and procedures. Conversely,
there may be situations in which `cultural factors', such as deliberate violations of procedures, can-
not simply be addressed by the `maximise re
exivity' recommendation proposed in Van Vuuren's
Classi�cation/Action matrix. In such circumstance, investigators may not be able to directly read
o� an appropriate recommendation from such a table. Most of the proponents of this approach con-
�rm this analysis by arguing that these matrices are intended as guidelines that can be broken after
careful deliberation rather than rules that should be followed in all circumstances. In consequence,
these matrices can only be relied upon to increase the consistency of the recommendations made by
investigators. They are unlikely to ensure absolute agreement.

Table 12.7 was originally developed by Van Vuuren to help identify recommendations within
Healthcare applications [844]. The precise nature of recommendation tables is determined by the
context in which they are applied. For example, the causal factors that are represented as columns
in the table must re
ect the causal factors that are likely to be identi�ed within a particular appli-
cation domain. Conversely, the recommendations that form each row of the matrix must capture
appropriate remedies for those causes. In terms of our case study, the rows of the matrix can be
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directly derived from the enumeration provided by PAM 385-40 [796]. Fortunately, the same docu-
ment also provides an enumeration of potential causal factors. For instance, Table B5 lists `System
inadequacies/readiness shortcomings/root causes'. These can be incorporated into the matrix in a
similar fashion to the recommendations that were enumerated in the previous section.

Tables 12.8, 12.9, 12.10 and 12.11 are directly derived from the causal codes and recommenda-
tion codes that are given in the US Army's guidance on incident and accident investigation [796].
The crosses represent the only additional information that has been introduced into the matrices.
These are used to denote those recommendations that might be made given that particular causal
factors have been diagnosed. For example, Table 12.8 shows that if an incident had been caused
by inadequate supervision by higher command, investigators might consider recommendations that
are intended to ensure that personnel were adequately prepared for the tasks that they were pre-
sented with (recommendation code 04). Additional recommendations might be drafted to increase
the personnel available in an operation (07), to improve facilities (09) or to improve quality con-
trol on maintenance and support services (10). Conversely, Table 12.9 can be used to deduce that
recommendations to perform more studies (recommendation code 11) might be proposed if there is
evidence of inadequate school training (cause code 05) or inadequate unit training (cause code 06).

Not only can the drafting of recommendation matrices help investigators to move from a causal
analysis to the �ndings of an incident report, they can also help to identify potential 
aws in the
guidance that is provided to investigators. For instance, Table 12.9 lists the causes that PAM385-40
associated with training failures. These include `habit interference' (cause code 08). This occurs
when `a person makes an accident causing error because task performance was interfered with either
in the way he usually performs similar tasks or the way he performs the same tasks under di�erent
operating conditions or with di�erent equipment' [796]. As can be seen from the recommendation
matrix, it is diÆcult to identify one of the approved recommendation codes that might be associated
with this potential cause. Improved training, possibly following the principles of Crew Resource
Management programmes, might address this problem. There is, however, considerable controversy
about the e�ectiveness of such recommendations [410].

The recommendation matrices that we have derived from the PAM 385-40 codes can be applied
to the Bangalore Torpedoe incident. For example, previous sections have argued that the Battalion
S3 recognised but failed to question or stop the unrehearsed detonation of the excess munitions.
This could have been caused by several factors. For instance, it might be argued that this stemmed
from environmental factors such as the timescale available to complete the operation or the diÆ-
culty of communicating e�ectively with personnel during a night-time exercise (cause code 21). In
such circumstance, investigators might use Table 12.11 to guide their analysis towards particular
recommendations. For instance, investigators might advocate that additional measures be taken
to ensure that S3's are prepared, in terms of individual training and safety brie�ngs, to ensure
that such departures are prevented from occurring (recommendation code 04). Alternatively, in-
vestigators might stress the importance of positive command actions on the part of S3's in similar
circumstances (recommendation code 06). It is important to recognise, however, that analysts must
continue to exercise their skill and judgement in the application of recommendation matrices. For
example, Table 12.11 advocates recommendation to improve facilities (recommendation code 09)
and to perform more studies (recommendation code 11) in response to the environmental causes
(cause code 21), mentioned above. It is diÆcult to identify ways in which such measures might help
to avoid the recurrence of our case study. Investigators might, therefore, argue that they need not
draft recommendations to cover all of the potential remedies that are identi�ed in these matrices.
The suÆciency of the proposed solutions can be judged by peer review with other investigators. The
proposed remedies will, in most cases, also be assessed by regulators and safety managers when they
eventually receive the investigators' report.

It might also be argued that `failure' was caused by a variant of habit interference. The S3
had become habituated to personnel following the approved plan and so failed to identify that
the use of excess munitions departed from the approved procedure. Conversely, departures from
approved plans might have become so commonplace that the S3 did not interpret the use of the
excess munitions as anything `out of the ordinary'. This analysis raises a number of problems for our
application of the recommendation matrices. The causal taxonomy a�orded by PAM 385-40 does
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LEADER FAILURE
Cause 01:
Inadequate
supervision by
higher com-
mand.

Cause 02:
Inadequate
supervision by
sta� oÆcer.

Cause 03:
Inadequate
supervision by
unit command.

Cause 04:
Inadequate
supervision by
direct super-
visor, NCO,
platoon leader
or instructor.

Recommend. 01:
Improve school train-
ing
Recommend. 02:
Improve unit training
Recommend. 03:
Revise procedures
Recommend. 04:
Ensure personnel
ready

X X X X

Recommend. 05:
Inform personnel of
problems, remedies
Recommend. 06:
Positive command ac-
tion

X X

Recommend. 07:
Provide more person-
nel

X

Recommend. 08:
Improve equipment
Recommend. 09:
Improve facilities

X X

Recommend. 10:
Improve quality con-
trol

X

Recommend. 11:
Perform more studies

Table 12.8: Recommendation Matrix for Leadership Failures
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TRAINING FAILURE
Cause 05:
Inadequate
school training.

Cause 06:
Inadequate
unit/on the job
training.

Cause 07:
Inadequate ex-
perience.

Cause 08:
Habit interfer-
ence

Recommend. 01:
Improve school train-
ing

X

Recommend. 02:
Improve unit training

X

Recommend. 03:
Revise procedures

X X X

Recommend. 04:
Ensure personnel
ready
Recommend. 05:
Inform personnel of
problems/remedies
Recommend. 06:
Positive command ac-
tion
Recommend. 07:
Provide more person-
nel
Recommend. 08:
Improve equipment
Recommend. 09:
Improve facilities
Recommend. 10:
Improve quality con-
trol
Recommend. 11:
Perform more studies

X X

Table 12.9: Recommendation Matrix for Training Failures
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STANDARDS FAILURE
Cause 09:
Inadequate
written
proce-
dures.

Cause 10:
Inadequate
facilities.

Cause 11:
Inadequate
equipment.

Cause 12:
InsuÆcient
personnel.

Cause 13:
Inadequate
quality
control.

Cause 14:
Inadequate
mainte-
nance.

Recommend. 01:
Improve school
training
Recommend. 02:
Improve unit train-
ing
Recommend. 03:
Revise procedures

X

Recommend. 04:
Ensure personnel
ready
Recommend. 05:
Inform personnel of
problems, remedies

X

Recommend. 06:
Positive command
action
Recommend. 07:
Provide more per-
sonnel

X

Recommend. 08:
Improve equipment

X

Recommend. 09:
Improve facilities

X

Recommend. 10:
Improve quality
control

X X

Recommend. 11:
Perform more stud-
ies

X X

Table 12.10: Recommendation Matrix for Standards Failures
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INDIVIDUAL FAILURE
Cause 15:
Fear,
Anger

Cause 16:
Complacency

Cause 17:
Lack of
con�dence

Cause 18:
Haste,
Attitude

Cause 19:
Fatigue
(self-
induced)

Cause 20:
Alcohol,
drugs,
illness

Cause 21:
Environment

Recom. 01:
Improve school
training

X X X X X X

Recom. 02:
Improve unit
training

X X X X X X

Recom. 03:
Revise
procedures
Recom. 04:
Ensure
personnel
ready

X X X X X X X

Recom. 05:
Inform
personnel of
problems,
remedies
Recom. 06:
Positive
command
action

X X X X X X X

Recom. 07:
Provide more
personnel
Recom. 08:
Improve
equipment
Recom. 09:
Improve
facilities
Recom. 10:
Improve
quality control

X

Recom. 11:
Perform
more studies

X

Table 12.11: Recommendation Matrix for Individual Failures
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not distinguish between these very di�erent causes. In consequence, it can be diÆcult to identify
recommendations that might be used to combat these problems. Further problems arise because
even if we could unambiguously ascribe the S3's actions to an habituation error there are no speci�c
recommendations associated with this causal factor. In consequence, investigators are free to identify
any remedy that is considered appropriate for such an error.

The allocation of recommendations to causal factors in Tables 12.8, 12.9, 12.10 and 12.11 is
arbitrary in the sense that it is based on an initial analysis of PAM 385-40. In practice, additional
validation would be required before investigators could use such matrices. As we have mentioned,
there can be profound consequences if safety managers propose inappropriate or ine�ective remedies
for the particular causes of adverse incidents. A particular concern is that we have derived these
tables from the US Army's published procedures and guidance documents. There are strong di�er-
ences between these sources and similar publications that guide civilian forms of incident reporting.
For instance, the in
uence of the `perfective' approach is arguably greater in systems where military
discipline and the chain of command are guiding principles. Having raised this caveat, it is impor-
tant to acknowledge that the recommendation matrices in Tables 12.8, 12.9, 12.10 and 12.11 are still
vulnerable to the criticisms raised by Leape [479] and Reason [701]. The focus on individual error
and leadership failures obscures the organisational and managerial factors that have been identi�ed
in many previous accidents.

A number of problems complicate the use of navigational techniques that are intended to guide
investigators towards particular recommendations from lists of approved interventions. For instance,
it can be diÆcult to predetermine a range of appropriate remedies for incidents that have not
yet occurred. In consequence, it is unlikely that investigators will be able to identify potential
recommendations for all of the incidents that they might encounter. Similarly, the complex nature
of many failures can make it diÆcult to ensure that approved recommendations address all of the
detailed causes of particular incident.

Further problems can arise when approved recommendations do not provide suÆcient details for
investigators to implement them in the aftermath of a particular incident. For instance, the previous
analysis of the Bangalore torpedoe case study identi�ed the following causal factor `Battalion S3
(operations, planning and training oÆcer) recognised but failed to stop the deviated and unpractice
operation'. PAM 385-40 codes can be used to classify this cause. For example, Table 12.11 identi�es
range of individual categories that might be used. These include a lack of con�dence (code 17),
undue haste (code 18) or problems with fatigue (code 19). As can be seen, however, these are at
a more detailed level than the observation that was derived from the US Army's causal analysis.
Investigators must, therefore, extend the initial investigation to ease the mapping between the
products of the investigation and the classi�cation provided by PAM 385-40. The same problem
occurs in reverse when when the matrix approach is extended to identify `recommended' intervention
techniques. Table 12.11 proposes improved school (code 01) or unit training (code 02). Investigators
are also encouraged to draft recommendations that ensure a more positive command action (code 06)
or that personnel are ready (code 04). At �rst sight, this might seem to encourage the consistency
that has been advocated in previous sections. Such an impression can be misleading. Even if
investigators can agree upon a common recommendation code for a causal classi�cation, there is no
guarantee that a high-level remedy such as `improve unit training' will result in similar interventions
at an operational level. There are many di�erent ways in which training might be `improved' the
eÆcacy of such interventions depends entirely upon which techniques are recommended and whether
or not they are successfully implemented at the unit level.

12.2.4 Generic Accident Prevention Models

A number of alternate recommendation techniques explicitly acknowledge the problems in classifying
causes and then uses such a classi�cation to identify recommended interventions. These techniques
exploit a higher level of abstraction than that embodied within the guidance of PAM 385-40. Investi-
gators are then encouraged to introduce additional `contextual' details into these abstractions. They
are expected to exploit their skill and experience to identify the more detailed interventions that are
intended to combat future failures. For instance, Haddon identi�ed ten strategies for accident or
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incident prevention [299]. These strategies are associated either with the source of the energy that
is transferred during an incident or with the barriers that protect the system or with the target that
is potentially exposed to the energy release. They, therefore, have close links to the from of barrier
analysis that was introduced in Chapter 10 that was developed in Haddon's earlier work [298]. These
strategies are mentioned now because they have also been proposed as a high-level framework for
the identi�cation of recommendations in incident reports [444].

Energy source.
1. Prevent the buildup of energy, this will help to ensure that the conditions for an
unwanted release do not slowly accumulate over time.
2. Modify the qualities of the energy, this will help to ensure that appropriate control
measures are identi�ed to help prevent any unwarranted releases.
3. Limit the amount of energy, this will minimise the consequences of any uncontrolled
release and may make that release easier to control.
4. Prevent the uncontrolled release of energy.
5. Modify the rate and distribution of released energy, this will help to ensure that any
unwanted release is stopped at source as soon as possible.

Barriers.
6. Separate the energy source from the target either in time or space, this helps to
mitigate the consequences of any energy release.
7. Use physical barriers to separate the energy source and the target.

Target.
8. Increase the resistance of the target to any potential energy 
ows.
9. Limit any knock-on or consequent damage following any initial energy loss.
10. Stabilise the situation and initiate repairs as soon as possible in case of compound
failures.

As mentioned, the components of Haddon's model have been used to provide a high-level framework
that is designed to help investigators identify potential recommendations in the aftermath of incidents
and accidents [444]. The particular nature of those recommendations will vary from industry to
industry and even from incident to incident. The intention is, therefore, not to explicitly provide
an enumeration of potential remedies. In contrast, the components of the model are intended to
provide an abstract model of those areas in which an investigator might focus any remedial actions.

Table 12.12 shows how Kjell�en's [444] application of Haddon's high-level strategies can be used to
structure the identi�cation of recommendations. In this case, we have applied Kjell�en's approach to
identify potential interventions following the Bangalore Torpedoe incident. This example illustrates
both the strengths and the weaknesses of the general approach. Haddon's more general model of
accident prevention strategies provides a number of high-level prompts that can guide an initial
consideration of potential recommendations. The model is based on the notions of barrier analysis,
introduced in Chapter 10, and so it avoids some of the myopia associated with `perfective' approaches.
The focus both on causal factors, such as the build-up of energy, and on mitigating factors, such as
the resilience of the target, ensure that investigators do not simply focus on the products of a causal
analysis when considering the recommendations for an incident report.

Table 12.12 also illustrates some of the potential problems that can complicate Kejell�en's appli-
cation of Haddon's strategies. Although this approach provides important general guidance, it can
be diÆcult to determine what high-level concepts such as `prevent the build-up of energy' actually
mean in the context of a particular incident. Further problems arise when there are clear con
icts
between the potential recommendations that might be derived from Haddon's strategy and the op-
erational objectives that govern particular application domains. For instance, Table 12.12 suggests
that the rate and distribution of the energy hazard might be altered by possibly increasing the size
of breach that the explosives were used against. This would potentially distribute the forces acting
on any particular individual who might be caught in a blast during a training exercise. Any intended
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Type of Strategy Case Study Recommendation

Hazard/Energy Source
1. Prevent build-up Avoid use of explosives in night-time exercises.
2. Modify quantities Limit the power of explosives used in night-time exercises.
3. Limit the amount Limit the quantity of explosives issued to all personnel in a night-

time exercise.
4. Prevent release Limit the number of detonation devices issued in night-time ex-

ercises and have procedures for approving release of additional
devices only when needed.

5. Modify rate and distribu-
tion

Not applicable - possibly increase size of breach area to distribute
force?

Barriers
6. Separate Source and Tar-
get

Ensure marking do not proceed until permission to proceed re-
ceived from the breaching team.

7. Physical barriers Prevent any detonation without explicit con�rmation from a mem-
ber of the marking team.

Vulnerable Target
8. Increase resilience Ensure marking team carry additional protective equipment.
9. Limit damage Paramedic teams in immediate vicinity.
10. Rehabilitation/initiate
repairs

Depends on type of injury.

Table 12.12: Applying Haddon's Ten Strategies to the Bangalore Torpedoe Case Study

reduction in the severity of an incident would, however, have to be o�set against the potential tac-
tical problems of alerting the enemy to a failed attempt on their position. It is also important to
remember that mission objectives should not be seen narrowly in terms of the short-term outcome
from a particular training exercise:

\Regardless of the training situation, leaders and soldiers must also understand that
training exercises are just that training. Under no circumstances should safety be over-
looked to achieve a training objective. It is the safety-oriented process that will assist
the unit in achieving the mission successfully. Another accident demonstrates the impor-
tance of maintaining focus on the objective safely. The unit was engaged in a challenging
river crossing operation when the decision was made to 
oat downstream. Even though
current readings had not taken place, a safety boat was not on standby, and an exercise
participant was not wearing a 
otation device, the squad decided to proceed with the
mission anyway. Unfortunately, the rivers current was strong enough that it pulled all
the team s elements under an anchored barge. Some of the team members survived,
but two of them did not. Again, the mission was part of a training exercise. Now we
can look back and think of all actions we could have taken to prevent this unfortunate
accident; however, now it is too late for the unfortunate participants. Again, leaders
must re-emphasise that when encountering an unsafe situation, the mission must now
become safety." [807]

Such complex trade-o�s between safety and mission objectives should not be surprising. The open-
ing sections of this chapter argued that they are inevitable given that investigators may recommend
changes in current operating practices. The key point is, however, that any potential recommen-
dations that appear to �t well with Haddon's accident prevent strategies must also be carefully
validated to ensure that they do not result in unintended consequences that might ultimately in-
crease the likelihood of other incidents.

As mentioned, Haddon's strategies provide a high-level framework that Kjell�en has used to guide
the identi�cation of potential recommendations following incidents and accidents. Some elements of
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this approach have been developed more than others. For example, barrier analysis is based around
strategies 6 and 7 in Table 12.12. Chapter 10 has already referred to its widespread application as
part of many causal analysis techniques. Not only can barrier analysis be used to help identify the
failure of protection mechanisms, it can also used to identify potential interventions that might avoid
future failures. Before providing an example of barrier analysis as a recommendation technique, it is
important to emphasise a number of underlying di�erences between this approach and the others that
have been introduced in previous sections. As we have seen, perfective approaches place sanctions
on those individuals and groups who are deemed to be responsible for particular failures. The
enumeration and matrix approaches that we have analysed typically focus on identify corrective
actions for the causes of incidents and accidents. In contrast, barrier analysis typically helps to
identify interventions in the accident `process' that are intended to eliminate or reduce harmful
outcomes. It is possible to object that this approach does not address the root causes that provide
the `starting point' for any failure. On the other hand, barrier analysis is supported by the analysis
of causal asymmetry that was introduced in Chapter 11. As we have seen, Hausman has argued that
it is infeasible to perform `backwards reasoning' as a reliable means of identifying particular causes
from a set of e�ects [313]. Perrow con�rms this when he argues that it is impossible to anticipate
the many di�erent causes of technological failure [675]. It, therefore, makes great sense to attempt
to control or mitigate those failures that do occur rather than try to eliminate them entirely.

It is possible to identify a vast range of di�erent barriers that might be recommended in the
aftermath of an incident. Physical barriers restrict access to hazardous areas, they constrain the 
ow
of energy from a source towards the target. Organisational barriers, such as permit to work schemes,
rely upon procedural mechanisms and surveillance activities to achieve similar ends. Barriers may
also be active, in other words they are dependent on the actions of operators or systems, or they
may be passive. Passive barriers are inherent within a design and are independent of any initiating
actions once they are deployed. They must, however, be monitored in case operational demands
erode the protection that they a�ord to the user. For example, the doors of safety cages can be
damaged in order to provide greater access to a working area. Kjell�en also argues that barriers can
be classi�ed as either technical, organisational or social/individual in nature [444]. He provides a
detailed list of such barriers that can provide the basis of a checklist approach to the identi�cation
of particular recommendations. Unlike some of the previous enumerations, the intention is not to
provide a detailed, exhaustive domain speci�c list. In contrast, these high-level barriers are domain
independent and analysts must again apply their skill and experience to interpret them within the
context of a particular incident. For example, the following list builds upon what Kjell�en calls social
and individual barriers. These are intended to prevent future incidents by changing the `safety
culture' in a working environment:

� 1. education, training and experience of personnel;

� 2. feedback on causes and consequences of previous incidents;

� 3. motivational campaigns, safety meetings and awareness raising initiatives;

� 4. feedback rewards for `safe' performance and punishments for some violations;

� 5. use of automated and peer monitoring systems to assess safety performance.

As with Haddon's original strategies, investigators must translate these high-level barriers into the
speci�c measures that are recommended in the aftermath of an incident. It is entirely possible that
this process of interpretation might result in ine�ective or even dangerous proposals. For example,
there is no guarantee that a motivational campaign will have any e�ect upon individual behaviour.
Similarly, reward and punishment systems can have negative e�ects if they alienate sta� and create
workplace con
ict [701]. In consequence, it is also important that investigators consider means
of validating the implementation of their recommendations. This is addressed in greater detail in
Chapter 15. In contrast, the following list extends the previous analysis to summarise a range of
organisational barriers to future incidents [444]. As can be seen, these relate to the procedural
mechanisms that are intended to promote the safe operation of application processes:
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� 6. ensure suÆcient numbers of sta�;

� 7. monitor implementation and eÆcacy of all barriers.

� 8. ensure correct levels of expertise and training;

� 9. provide adequate reference documentation to support training;

� 10. provide adequate documentation for emergency procedures;

� 11. rehearse emergency procedures;

� 12. ensure maintenance is e�ective and timely;

� 13. exploit a `permit to work' system if maintenance is itself dangerous;

� 14. ensure adequate exchange of information and sta� brie�ngs.

It is possible to identify a number of common features between the elements of this barrier analysis
and previous recommendation techniques. For instance, `8. ensure correct levels of expertise and
training' is similar to recommendation code 01 `improve school training' and 02 `improve unit train-
ing' in PAM 385-40. Similarly, `6. ensure suÆcient numbers of sta�' is similar to recommendation
code 07 `provide personnel resources required for job'. Other organisational barriers have not been
proposed by more ad hoc approaches to the enumeration of recommendations. For example, the
army schemes that were described in previous sections have had relatively little to say about the
maintenance activities addressed by items 12 and 13 in the previous list. The following list again
extends Kjell�en's application of barrier analysis to summarises a number of technical barriers that
might prevent the recurrence of previous incidents. As before, these are intended to provide generic
recommendations that might be proposed in the aftermath of many di�erent incidents:

� 15. eliminate or reduce hazards in the design of equipment;

� 16. introduce physical barriers to minimise personnel's exposure to hazard s;

� 17. ensure that personnel wear protective equipment whenever necessary;

� 18. ensure that emergency and �rst aid equipment is provided;

� 19. design workplace to support operators (noise, ventilation etc);

� 20. minimise the use, transportation and handling of hazardous materials.

As with social and organisational barriers, each of these barriers can satisfy a dual role. They can
be used to guide the initial design of a safety critical application. For example, an injunction to
`introduce physical barriers to minimise personnels' exposure to hazards' can be used to guide the
development of a design. The products of barrier analysis can also be used to identify recommen-
dations in the aftermath of incidents and accidents. For instance, the same injunction might be
proposed as a potential remedy in the aftermath of an incident or accident. Table 12.13 builds on
this analysis and uses our extended version Kjell�en's barriers to identify potential recommendations
from the Bangalore Torpedoe case study.

As can be seen, our application of Barrier Analysis identi�es a number of potential recommen-
dations that might be used to inform the drafting of an incident report following the Bangalore
Torpedoe case study. Potential remedies are again described at a high level of abstraction and must
be re�ned to include the domain details that characterise this particular incident. For example, a
requirement to `ensure e�ective use of automated and peer monitoring systems' must be translated
into particular procedures that can be implemented within the army's command structure. Fur-
ther validation would then be required to ensure that the particular steps which were taken in the
aftermath of an incident actually satis�ed this high-level recommendation. These observations are
similar to those that were made about the application of more general models of accident prevention,
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Cause Barrier

The breaching team leader failed to turn in excess
demo material to the ammunition supply point.

1. Education, training and experience of
personnel.
2. Feedback on causes and consequences of
previous incidents.

Excess demolition material was not tied into the ring
charge.

15. Eliminate or reduce hazards in the de-
sign of equipment.

Addition of the second charge was not planned, prac-
ticed or communicated to the other participants.

14. Ensure adequate exchange of informa-
tion and sta� brie�ngs.

There was no appointed command-directed ob-
server/controller at the breaching site.

6. Ensure suÆcient numbers of sta�.

8. Ensure correct levels of expertise and
training;

Breaching team members failed to question or stop
the deviated and unpracticed operation.

14. Ensure adequate exchange of informa-
tion and sta� brie�ngs
5. Ensure e�ective use of automated and
peer monitoring systems.

Battalion S3 (operations, planning, and training of-
�cer) recognised but failed to stop the deviated and
unpracticed operation.

5. Ensure e�ective use of automated and
peer monitoring systems.

14. Ensure adequate exchange of informa-
tion and sta� brie�ngs.

Marking team leader took up hide position closer
than the authorised 50 meters to the breaching site.

2. Feedback on causes and consequences of
previous incidents.
4. Feedback rewards for `safe' performance
and punishments for some violations.

Marking team leader unable to distinguish between
the initial (smaller) detonating cord detonation and
the larger Bangalore detonation.

1. Education, training and experience of
personnel.

8. Ensure correct levels of expertise and
training.

Table 12.13: Barrier Analysis of Recommendations from Bangalore Torpedo Incident.
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illustrated by Table 12.12. This should not be surprising as both approaches share a common root
in Haddon's work on incident causation [298, 299].

There are also more worrying similarities. For example, the recommendations identi�ed in Ta-
ble 12.13 are similar to many of the interventions that were identi�ed using ad hoc heuristics and
enumerations, such as those illustrated in Table 12.6. It can be argued that these similarities perhaps
re
ect particular properties of our case study. The Bangalore Torpedoe incident does not provide
a suitable example to demonstrate the di�erences between these contrasting recommendation tech-
niques. Alternatively, it can be argued that there are very few di�erences between the application
of accident prevention models and more ad hoc techniques. There is, however, a third explanation.
Table 12.13 illustrates some of the problems that can arise when recommendation technique are
driven directly by causal analysis. For instance, previous sections have argued that investigators
must not only focus on the causes of an incident but also on those barriers and controls that help
to mitigate its consequences. Unfortunately, Table 12.13 focuses only on remedies for the causes
of the incident. It does not consider the performance of triage and evacuation procedures in the
aftermath of the incident. This re
ects the balance of detail that was provided in the initial US
Army report [818]. In consequence, our analysis does not consider certain recommendations: `10.
provide adequate documentation for emergency procedures'; `11. rehearse emergency procedures' or
`18. ensure that emergency and �rst aid equipment is provided'. If the initial causal analysis of the
incident had also been extended to include mitigating factors, as was done in Chapter 10 then this
would have exposed important di�erences between the recommendations identi�ed in Table 12.6 and
those proposed in Table 12.13.

12.2.5 Risk Assessment Techniques

This section began by describing perfective techniques. These approaches focus almost exclusive
on exhortations for operators to `do better' in order to avoid previous failures. Subsequent sections
identi�ed a range of techniques that broadened the scope of this analysis. For example, US Army and
Air Force heuristics urge investigators to identify recommendations that address each of the causal
factors identi�ed during previous stages in an investigation [794, 796]. This more general approach
has become embodied within recommendation matrices. Accident prevention models further broaden
the scope of any recommendations that are identi�ed in the aftermath of an incident. Not only do
they address individual causal factors, they have also been extended to identify recommendations
that are intended to strengthen system defences. These including the mitigating factors that can
help to control the adverse consequences of particular failures.

The broadening scope of recommendations is appropriate because it re
ects a growing recognition
that most incidents involve complex interactions between people, systems and the environment in
which they interact [675]. It does, however, create a host of practical problems. In particular,
it can be diÆcult for the recipients of an incident report to determine how best to allocate �nite
resources to support the implementation of all of the diverse recommendations that might be made by
investigators. The Canadian report into Operation Assurance illustrates the scale of this problem
[128]. This summarised approximately �fty-one recommendations that were made as a result of
incidents that occurred during relief e�orts in Rwanda. These recommendations included speci�c
measure to improve training at the highest level within the joint forces:

\Canadian Forces must `educate leaders and sta�s at the most senior levels in both
strategic and operational level doctrine processes'. This should be done as a teaching
seminar either prior to or in concert with a major command post or computer assisted
exercise. The objectives of the exercise should include education and validation with
regards to joint doctrine and validation of Joint Forces Headquarters. Thereafter, edu-
cation/review must be conducted on a routine basis." [128]

It also included more detailed recommendations, for example about the amount of notice that
personnel should be given prior to being deployed in remote locations. Similar observations can
be made about detailed investigations into single incidents. Apparently simple incident, such as
the misuse of commercial heaters in tents, can generate tens of recommendations that range from
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improved training of personnel through to changes in the monitoring of standards throughout the
chain of command [815].

The diverse nature of many recommendations and the sheer volume of remedial actions that can
be proposed in the aftermath of an incident can create considerable problems from the recipients of
these reports. Risk assessment techniques provide investigators, regulators and end-users with means
of prioritising the recommendations that are are made in the aftermath of an adverse occurrence.
Previous sections have noted that the particular details of who performs this prioritisation vary
between di�erent industries. For instance, in the Air TraÆc Management domain there are well
speci�ed procedures that govern the reporting of recommendations by investigators back to safety
managers who then prioritise their �ndings [423]. In local incident reporting systems, for example
with UK hospitals, the same individuals may identify and prioritise potential recommendations [119].
This informal process is intended to be highly cost-e�ective in terms of the resources required to
perform the analysis. Although it can be carefully tuned to the local working conditions of the units
that operate the incident reporting system, this approach is also open to the many subjective biases
that can distort risk assessments [2].

A number of organisations have recognised the key relationship between incident reporting and
risk analysis. For example, the US Army Safety Program recently devoted an issue of their Counter-
measure magazine to `Accident Investigation: The Other Side of Risk Management' [807]. Of course,
this relationship is more complex than the prioritisation of recommendations. For example, the US
Army identi�es �ve stages in a risk management process [805, 798]. These can be summarised as
follows:

1. Identify hazards.
Incident reporting provides important guidance in this initial stage of any risk assessment
because it provides information about previous failures. Data can be collated from other
operational units both within the same organisation and from national and internation groups
operating similar processes. There is, however, no guarantee that previous incidents will
provide good information about future failures involving novel production techniques.

2. Assess hazards.
This second stage of risk management is intended to assess the impact of each hazard in terms
of potential loss and cost based on probability and severity. More will be said about this in
the following paragraphs. However, for now it is suÆcient to observe that incident reporting
systems not only provide information about previous types of hazard, they can also be used
to identify the likely consequences of future failures based upon previous outcomes.

3. Develop controls and make risk decision.
As control measures are developed, risks must be re-evaluated until they are reduced to a level
that is `as low as reasonably practicable'. This ALARP principle is controversial because it
implies that it is possible to identify situations in which the perceived bene�ts of reducing the
risk of a particular failure any further are outweighed by the potential costs of implementing
such a risk reduction. Chapter 15 will describe how incident reporting systems can be used to
support this aspect of risk management. In theory, it should be possible to demonstrate the
e�ectiveness of particular recommendations by monitoring falls in the frequency and severity
of future incidents. This is not always possible given the problems of ensuring the uniform
implementation of recommendations and the relatively low frequency of many safety-critical
incidents.

4. Implement controls.
The fourth stage in any risk management program is to implement the controls that are

intended to achieve the intended risk reduction. Again incident reporting systems provide
an important source of information on the potential bene�ts of particular forms of control or
barrier. Data from other plants can be sued to determine whether the introduction of these
measures can create the opportunity for further types of incident, for instance during the
installation and `burn-in' of new equipment.
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5. Supervise and evaluate.
Finally, it may be necessary to monitor not simply the performance of any recommended con-
trols but also to ensure that personnel continue to follow recommended practices. Similarly,
it is important to ensure that recommended safety equipment is maintained and operated in
a manner that is intended to ensure that it is availability on demand. It is important to re-
member the problems associated with gathering reliable evidence for violations from incident
reporting systems. It can be diÆcult to obtain evidence about conformance to recommenda-
tions, especially if they have been implemented following previous incidents.

As can be seen, several dependencies exist between risk management and the identi�cation of recom-
mendations in the aftermath of an incident. Risk management techniques can be used to determine
the relative priority of particular recommendations. If a particular hazard is thought to be very
unlikely or if it implies only marginal consequences for the safe operation of an application then
the recommendation may be assigned a relatively low level of priority. Conversely, if an associated
hazard is predicted to have a high frequency or a relatively large impact on safe and successful
production then recommendations to address that hazard will be assigned a high-level of priority.
Incident reporting systems can then be used to assess the eÆcacy of those recommendations that
are rated particularly highly using such risk management techniques. If similar incidents continue to
occur then the e�ectiveness of a recommendation may be questioned. Conversely, if incidents occur
from hazards that were assigned a low relative priority then the e�ectiveness of the risk management
system can be questioned.

In order to understand the role of risk management techniques in the identi�cation and priori-
tisation of recommendations it is �rst necessary to describe the underlying components of a risk
management system in greater detail. The fundamental concept behind this approach to the devel-
opment of safety-critical systems is that:

Risk = Frequency � Cost

This formula provides a means of assessing the potential e�ectiveness of any recommendation in
terms of reductions in the costs or consequences of an incident. It can also be used to prioritise
recommendations in the aftermath of an incident. As mentioned in previous sections, US Army [796]
and Air Force [794] guidelines argue that each recommendation must be clearly associated with the
results of a causal analysis. The US Army de�nes a hazard to be `any real or potential condition
that can cause injury, illness, or death of personnel or damage to or loss of equipment, property or
mission degradation' [805]. In consequence, the same frequency and consequence that are associated
with a hazard can also be associated with the causes of an incident or accident. This can inform the
identi�cation of recommendations in one of two ways:

1. if recommendations have already been identi�ed using one of the techniques described in
previous sections then risk assessment techniques can be used to identify the priority of each
proposed remedy in terms of the risk associated with the cause that it is intended to address;

2. if recommendations have not already been identi�ed then a risk assessment can be performed
for each cause. The results of this analysis help to establish a partial ordering that can be usd to
allocate �nite investigatory resources. Greatest attention should be paid to �nding appropriate
recommendations for those causes that are assumed to pose the greatest continuing threat to
a system.

Unfortunately, a number of factors complicate the application of the previous formula to guide the
prioritisation of recommendations. The previous formula is a simpli�cation. Subsequent paragraphs
will introduce concepts such as risk exposure that must also be considered when attempting to
assess the priority of particular recommendations. If such factors are not taken into account then
it is possible to assign relatively low priorities to recommendations that could have a relatively
large impact upon the risk of future incidents because investigators fail to accurately assess the
potential frequency of a particular causal factor or hazard. It can be argued from the previous
formula that the risk associated with a hazard will fall if either its frequency is reduced or the costs
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associated with that hazard fall. This, of course, assumes that such reductions are not o�set by
a corresponding fall in the other component of the equation. For instance, Bainbridge has argued
that the implementation of many safety recommendations reduces the frequency of a particular
cause but can also increase the consequences of those hazards when they do occur [65]. This one
of several `ironies of automation'; the relatively low frequency of certain failures can leave operators
unprepared to intervene in adverse incidents.

Further problems stem from attempts to derive numerical estimates for the consequent cost of a
particular hazard. The amount of money that must be spent in the aftermath of previous incidents
can prove to be an extremely poor indication of what might have to be paid in the future. The
increasing use of litigation within certain Healthcare systems has resulted in massive changes in the
scale of compensation that must now be paid following many adverse incidents [453, 633]. There
are well established mechanisms for calculating the potential liability associated with fatalities and
personal injuries. It can, however, be diÆcult to predict the potential scale of such injuries that might
result from future incidents. The costs associated with air collisions can vary greatly depending on
the numbers of ground fatalities that are factored into any calculation. It is also diÆcult to predict
the punitive elements that can be introduced during the settlement of claims within some legal
systems In consequence, most organisations avoid precise numerical assessments for the potential
costs associated with particular hazards. In contrast, they rely upon subjective bands that are
described using keywords. This is an approach that complements the use of such terms within
HAZOPS [27]. For instance, the US Army encourages risk managers to consider a number of basic
categories that can be used to describe the consequences associated with a particular hazard [805].
The costs of an incident are assessed in terms of the expected degree of injury, property damage or
other `mission-impairing' factors:

1. Catastrophic: death or permanent total disability, system loss, major damage, signi�cant
property damage, mission failure.

2. Critical: permanent partial disability, temporary total disability in excess of 3 months, major
system damage, signi�cant property damage, signi�cant mission degradation.

3. Marginal: minor injury, lost workday accident, minor system damage, minor property damage,
some mission degradation.

4. Negligible: �rst aid or minor medical treatment, minor system impairment, little/no impact
on mission accomplishment.

A number of caveats can be raised about the interpretation of these di�erent categories. The
relatively low costs associated with near-miss incidents can persuade organisations to underestimate
the consequences of a potential accident. It is for this reason that some organisations have argued
that the cost component of the risk management equation, given above, should only be calculated in
terms of the worst plausible outcome of an incident. If pilots were able to narrowly avert a collision
then safety managers might assess the costs of such an occurrence in terms of the potential loss
of both aircraft. This appears to be a rationale and well considered approach. Problems arise,
however, when investigators must determine what `worst plausible outcome' actually means for
speci�c incidents. This issue was addressed in more detail in Chapter 4.

Chapter 11 notes the diÆculty of obtaining quantitative data about incident frequencies. Data
from bench trials and experimental observations often cannot be replicated in complex, working
environments. Conversely, observational data and information from automated logging systems can
be diÆcult to calibrate and interpret. Incident reporting systems provide a partial solution to these
problems. They provide information about `actual' incidents in `real' working environments. Forms
can be designed to elicit the information that is necessary to interpret observations about adverse
events. In con�dential systems it is possible to gather additional information about the context in
which failures occur. As we have seen, however, participation bias and relatively low submission
rates create signi�cant problems for the use of incident reporting data as a `raw' source for risk
management. The US Army [805], therefore, also provides guide-words that describe the frequency
of a potential hazard:
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1. Occurs often, continuously experienced.

2. Occurs several times.

3. Occurs sporadically.

4. Unlikely, but could occur at some time.

5. Can assume it will not occur.

A number of further problems complicate the application of this approach to risk management.
Previous paragraphs brie
y mentioned that the risk associated with a particular hazard is partially
determined by the length of exposure to that hazard. This must take into account both the cumula-
tive duration of any exposure but also the summative e�ect of individual exposures across di�erent
operational units. These issues were not considered in previous formulae. One means of addressing
this omission is to re�ne the subjective categories that are used to describe the potential frequency of
a hazard. This is the approach that is advocated by the US Army's guidance on Risk Management,
illustrated in Table 12.14 [798]. One consequence of adopting this approach is that it can introduce
additional complexity into the super�cial simplicity which is an important strength of the initial
frequency de�nitions.

As mentioned, the previous risk assessment formula can be applied together with the previous
de�nitions of consequence and frequency to estimate the risk that is associated with particular
hazards. In practical terms this is accomplished using a risk assessment matrix similar to that
presented in Table 12.15. The use of such matrices has important consequences for the use of
risk analysis to drive the prioritisation of incident recommendations. As can be seen, Table 12.15
supports the high level classi�cations of hazards into Extremely high, High, Moderate and Low risks.
Such distinctions are unlikely to provide a total ordering over the many di�erent recommendations
that are made in the aftermath of safety-related incidents. In consequence, even if analysts do resort
to the use of risk assessment techniques to supplement an incident investigation they will still have
to exploit a range of additional techniques to rank individual recommendations within these gross
categories.

Table 12.15 can be used in conjunction with the US Army guidance on frequency and consequence
assessment to prioritise the recommendations that were identi�ed by the investigation into the
Bangalore Torpedoe case study. This process begins by performing a risk assessment of the causal
factors that were identi�ed in the aftermath of this incident. This approach is justi�ed by the
Army guidance that points to the close relationship between the hazards that are considered in any
risk assessment and the causes of previous accidents [805]. Table 12.16 illustrates the results of
such an analysis. As can be seen, a frequency and criticality level are associated with each of the
causal factors. The subjective nature of these assessments makes it important that investigators
also document the justi�cation for the allocation of particular levels to each of the causal factors.
For instance, the breaching team leader's failure to turn in excess demo material was classi�ed as
a likely occurrence on the basis of comments made by the investigating oÆcer: \Introduction of
left over demolition materials into the last shot has been a longstanding accepted procedure. Such
action violates the requirement to turn in all excess explosives..." [818]. Similarly, the breaching
team members' failure to question or stop the deviated and unpracticed operation was assessed as
being unlikely. This was based on an analysis of previous exercises in which phase one and phase two
walkthroughs established the pattern for an operation and helped personnel to question deviations
from the planned actions. Such justi�cations might be explicitly included within risk assessment
documents such as Table 12.16.

Previous paragraphs have brie
y described the problems of assessing the likely consequence of
a particular hazard in the aftermath of an adverse occurrence. It might be argued that there were
no consequences from any of the particular causes of a `near-miss' incident. In contrast, if we apply
the `worst plausible outcome' assumption then almost every cause can have potentially catastrophic
outcomes. This dilemma can be illustrated by assigning a criticality level to the observation that
there was `no appointed command-directed observer/controller at the breaching site'. It is diÆcult
to argue that the lack of an observer led to mission failure, `death or permanent total disability'
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FREQUENT (A) Occurs very often, continuously experienced
Single item Occurs very often in service life. Expected to occur several times

over duration of a speci�c mission or operation. Always occurs.
Fleet or inventory of items Occurs continuously during a speci�c mission or operation, or over

a service life.
Individual soldier Occurs very often in career. Expected to occur several times dur-

ing mission or operation. Always occurs.
All soldiers exposed Occurs continuously during a speci�c mission or operation.

LIKELY (B) Occurs several times.
Single item Occurs several times in service life. Expected to occur during a

speci�c mission or operation.
Fleet or inventory of items Occurs at a high rate, but experienced intermittently (regular

intervals, generally often,).
Individual soldier Occurs several times in career. Expected to occur during a speci�c

mission or operation.
All soldiers exposed Occurs at a high rate, but experienced intermittently.

OCCASIONAL (C) Occurs sporadically.
Single item Occurs some time in service life. May occur about as often as not

during a speci�c mission or operation.
Fleet or inventory of items Occurs several times in service life.
Individual soldier Occurs some time in career. May occur during a speci�c mission

or operation, but not often.
All soldiers exposed Occurs sporadically (irregularly, sparsely, or sometimes).

SELDOM (D) Remotely possible; could occur at some time.
Single item Occurs in service life, but only remotely possible. Not expected

to occur during a speci�c mission or operation.
Fleet or inventory of items Occurs as isolated incidents. Possible to occur some time in service

life, but rarely. Usually does not occur.
Individual soldier Occurs as isolated incident during a career. Remotely possible,

but not expected to occur during a speci�c mission or operation.
All soldiers exposed Occurs rarely within exposed population as isolated incidents.

UNLIKELY (E) Can assume will not occur, but not impossible.
Single item Occurrence not impossible, but can assume will almost never occur

in service life. Can assume will not occur during a speci�c mission
or operation.

Fleet or inventory of items Occurs very rarely (almost never or improbable). Incidents may
occur over service life.

Individual soldier Occurrence not impossible, but may assume will not occur in ca-
reer or during a speci�c mission or operation.

All soldiers exposed Occurs very rarely, but not impossible.

Table 12.14: US Army Guidance on Hazard Probability [798].
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A. Frequent B. Likely C. Occasional D. Seldom E. Unlikely

1. Catastrophic Extremely high Extremely high High High Moderate
2. Critical Extremely high High High Moderate Low
3. Marginal High Moderate Moderate Low Low
4. Negligible Moderate Low Low Low Low

Table 12.15: Risk Assessment Matrix.

Cause Frequency Consequence Risk
Assessment

The breaching team leader failed to turn in excess
demo material to the ammunition supply point.

B. Likely 1. Catastrophic Extremely high

Excess demolition material was not tied into the
ring charge.

D. Seldom 4. Negligible Low

Addition of the second charge was not planned,
practiced or communicated to the other partici-
pants.

D. Seldom 1. Catastrophic High

There was no appointed command-directed ob-
server/controller at the breaching site.

B. Likely 1. Catastrophic Extremely high

Breaching team members failed to question or stop
the deviated and unpracticed operation.

E. Unlikely 4. Negligible Low

Battalion S3 (operations, planning, and training
oÆcer) recognised but failed to stop the deviated
and unpracticed operation.

E. Unlikely 1. Catastrophic Moderate

Marking team leader took up hide position closer
than the authorised 50 meters to the breaching site.

B. Likely 2. Critical High

Marking team leader unable to distinguish between
the initial (smaller) detonating cord detonation
and the larger Bangalore detonation.

D. Seldom 4. Negligible Low

Table 12.16: Risk Analysis for Bangalore Torpedo Incident.

unless we know the context in which this hazard occurred. If excess material was being used in an
unscheduled procedure then the lack of an observer can have catastrophic consequences. In other
contexts the consequences are much less severe. This illustrates the need to provide additional
guidance for investigators who must determine the potential future consequences of such causal
factors in a variety of di�erent contexts. Ideally, we would like a rule or form of argument that
plays a similar role to counterfactual reasoning in many causal analysis techniques [470]. Without
such a decision procedure, investigators must continue to rely upon their expertise and judgement
when determining the consequence of future hazards. As before, it is important that others can
follow the justi�cations that support such judgements. For example, Table 12.16 assigns negligible
consequences to the `breaching team members failed to question or stop the deviated and unpracticed
operation' because this last line of defence should not be relied upon given the stress levels and
distractions associated with nighttime operations. Of course, other investigators might argue that
the consequences of breaching such a �nal barrier are critical or catastrophic. The key point here is
that by documenting the justi�cations for such an allocation, it is then possible for other analysts
to validate the reasons for prioritising the recommendations that are intended to address particular
causes of an incident.

We have argued that the priority of a recommendation can be determined by assessing the risk
of the causes that it is intended to address. This depends upon the recognition that the causes
of incidents provide valuable information about the hazards that threaten the future operation of
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safety-critical systems [805]. It is important to emphasise, however, that although all causes can
be though of as hazards, it is not the case that all hazards are causes. In particular, there may be
potential failures that have not yet contributed to particular incidents. Investigators must consider
this issue when assessing the priority of a recommendation. For example, our case study did not
involve a friendly �re incident. The introduction of a controller/observer at key positions during
a night exercise might also help to reduce the risks associated with this other form of hazard.
Hence it can be argued that the priority of this recommendation ought to be increased to re
ect
the additional perceived bene�t to be derived from such an intervention. It is also important to
reiterate the argument that was made in the closing sections of Chapter 11. Causal asymmetries
imply that there may be a number of di�erent alternative causes for any particular incident. In
consequence, investigators must consider the relative important of recommendations that will not
simply address the causes of a particular incidents. They must also prioritise recommendations that
address alternative causes that might have resulted in the same or similar failures. For instance,
there are numerous ways in which the marking party might have su�ered similar injuries given
that they were too close to the site of the breach when the Bangalore Torpedoes were deployed. A
comprehensive risk analysis would, therefore, consider these di�erent causal paths when determining
the relative priority of recommendations that might ensure conformance to the distance requirements
in the FM 5-250 [818].

The US Army promotes a �ve stage process of risk analysis: identify hazards; assess hazards;
develop controls and make risk decisions; implement controls; supervise and evaluate [798]. Previous
paragraphs have described how, in the context of incident reporting, causal analysis techniques can
be used to identify the particular hazards that lead to an incident or accident. Hazard assessment
techniques can then be used to derive a partial ordering that prioritises those causes. The third
step in the process is to identify `controls and make risk decisions'. This stage can be implemented
using the recommendation techniques that have been introduced in this chapter. For example, the
US Army's FM 100-14 advocates an approach that has much in common with barrier analysis:

\After assessing each hazard, leaders develop one or more controls that either elimi-
nate the hazard or reduce the risk (probability and/or severity) of a hazardous incident.
When developing controls, they consider the reason for the hazard not just the hazard
itself. Controls can take many forms, but fall into three basic categories educational
controls, physical controls, and avoidance. Educational controls are based on the knowl-
edge and skills of the units and individuals. E�ective control is implemented through
individual and collective training that ensures performance to standard. Physical con-
trols take the form of barriers and guards or signs to warn individuals and units that
a hazard exists. Additionally, special controller or oversight personnel responsible for
locating speci�c hazards fall into this category. Avoidance controls are applied when
leaders take positive action to prevent contact with an identi�ed hazard." [798]

To summarise, there are two ways in which risk assessment techniques can be used to prioritise
the recommendations from incident reports. Firstly, they can be used to rank the causes of an
incident. Resources can then be deployed to focus on the generation of recommendations that
address those causes with that pose the highest risk to the continued safety of an application.
Secondly, recommendations might be identi�ed for all causes without predetermining the relative
importance of particular causes. Once those recommendations have been identi�ed investigators
can rank them by performing a post hoc risk analysis on the causes that are associated with those
recommendations. This has the advantage of enabling investigators to increase the importance of
recommendations that are perceived to address more than once cause. In our case study, Table 12.4
showed how the recommendation that `All personnel must have con�dence in their authority to
immediately stop any unsafe life threatening act and exercise it accordingly' was proposed by the
Army investigation to address both the Battalion S3 and the breaching team members' failure to
stop the `deviated and unpracticed' operation. Post hoc risk assessments can take this into account.
This is arguably less likely if recommendations are only identi�ed after a risk assessment has been
performed on the causes of an incident.

A number of further problems complicate the use of risk assessment techniques to prioritise
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recommendations. The US Army [796] and Air Force [794] guidelines argue that recommendations
should be associated with individual causal factors. The US Army's FM 100-14 goes on to argue that
the causal factors in accidents and incidents help to identify the hazards that drive risk assessments.
We have extended this argument by using these risk assessment techniques to derive priorities for the
recommendations that are associated with particular causal factor. This creates problems because
incidents are not, typically, the result of individual causal factors. They are, instead, the result of
complex conjugations of causes. This is emphasised by the di�erences between the previous formula
Risk = Frequency � Consequence and the more complex formulations of the partition models that
were introduced in Chapter 11. The observation that incidents stem from causal complexes rather
than individual causal factors has important implications for the use of risk assessment techniques
to prioritise proposed interventions. If recommendation techniques focus on singular, particular
causes rather than combinations of causes then investigators may fail to address systemic issues.
For instance, Table 12.3 summarises several recommendations that advocate improved training as
a potential remedy for the Bangalore Torpedoe incident. The combined e�ect of such individual
recommendations might encourage investigators to consider a more systematic reappraisal of training
procedures. Similarly, proposals to improve the `safety culture' within an organisation have the
potential to address many di�erent hazards [342].

We have argued that the priority of a recommendation is determined by the risk associated
with the cause or hazard that it is intended to address. This creates problems if the proposed
recommendation only has a negligible e�ect upon a high-risk hazard. From this it follows that the
priority of a recommendation is determined by the reduction that it causes on the risk of an associated
hazard or hazards. There are, however, considerable practical diÆculties involved in assessing the
likely impact of a particular recommendation. This is acknowledged within the US Army guidance;
\risk management is the recognition that decision making occurs under conditions of uncertainty"
[798]. Uncertainty stems from several layers of subjunctive reasoning. The investigator must assess
the likely probability of a hazard recurring then they must assess the likely consequences of that
hazard. Finally, they must assess the potential impact that any recommendation will have on their
predictions about the frequency and consequence of future incidents!

A number of important consequences stem from the notion that the priority of a recommenda-
tion can be determined by the expected reduction in the risk of a particular hazard. In particular,
investigators may have to accept that the residual risk after any recommendations have been imple-
mented remains so high that an operation or task should not be permitted to continue. For example,
incident data was used to justify permanently suspending the use of the 1370-L956, 
ash artillery
simulator, M110, during any training activity in the US Army. The 1370-L956 was \identi�ed as
contributing to numerous serious injuries of our military members during training activities and was
permanently suspended from future use with units directed to turn in all unused assets" [817]. As
might be expected, the overall residual risk associated with a system is determined by the maximum
risk associated with a particular hazard and not the average of those risks:

\If one hazard has high risk, the overall residual risk of the mission is high, no matter
how many moderate or low risk hazards are present... The commander must compare and
balance the risk against mission expectations. He alone decides if controls are suÆcient
and acceptable and whether to accept the resulting residual risk. If he determines the risk
level is too high, he directs the development of additional controls or alternate controls..."
[798].

Previous paragraphs have introduced the US Army's �ve stage process of risk analysis: identify
hazards; assess hazards; develop controls and make risk decision; implement controls; supervise and
evaluate. Previous paragraphs have described how the �rst three stages can be used to prioritise
recommendations in terms of the di�erence between an initial risk assessment and the residual risk
associated with both the particular causes of an incident and the more general hazards that an
incident helps to identify. Of course, the residual risk that motivates the promotion of a particular
recommendation will only be achieved if the remedial actions are e�ectively implemented. The
incidents that have been described in previous chapters of this book provide some idea of how
diÆcult it can be to ensure such conformance.
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The problems of implementing recommendations can be exacerbated by the organisational and
institutional boundaries that exist between investigatory and regulatory authorities. As mentioned
in Chapter 4, these distinctions help to preserve the investigators' independence from those who are
partly responsible for promoting an industry. One consequence of this is that the powers to ensure
compliance, typically, rest with the regulators rather than the investigatory agencies. There have
been notable instances in which this has resulted in recommendations not being policed or enforced
in the aftermath of previous incidents [193]. Such situations have been recti�ed by creating a clear
distinction between the roles of economic regulation and the policing of safety requirements. The
follow section builds on this analysis by investigating the processes that support the implementation
of particular recommendations.

12.3 Process Issues

The previous section investigated a number of recommendation techniques including the `perfectabil-
ity' approach, high level heuristics, navigation techniques including enumerations and recommenda-
tion matrices, generic accident prevention or barrier models and risk assessment techniques. These
approaches are intended to help investigators identify interventions that will either mitigate the
consequences of failure or will reduce the likelihood of similar incidents occurring in the future.
It is important to recognise, however, that such a list of recommendations is not an end in itself.
They must be validated and then presented to regulatory bodies and safety managers. They may
challenge the utility of particular recommendations. The following paragraphs, therefore, analyse
these additional stages that must be passed before a proposed intervention is adopted and then
implemented.

12.3.1 Documentation

It is important that investigators document the recommendations that are intended to address po-
tential problems in existing systems. This is essential if others are to implement any proposed
interventions. This does not simply involve drafting guidelines to describe the proposed recommen-
dation. In most reporting systems, investigators must also document the reasons that motivate
particular �ndings. This is important if regulators, safety managers and other personnel are to
understand the motivation for intervening in existing working practices. It is possible to identify a
range of additional information that must be provided to support particular recommendations:

� what causes or hazards does the recommendation address?
The opening sections of this chapter cited army and air force guidelines which require that
recommendations are closely tied to particular causal factors. This is intended to ensure
that as much as possible is learned from an incident; every cause should be addressed by
at least one recommendation. Later sections have extended this argument by identifying
recommendations, such as improvements in `safety culture' or in training practices, that may
address many di�erent causes of a particular incident. Finally, it has been argued that incident
investigations can uncover potential hazards that were not involved in a previous incident but
which have the potential to jeopardise future safety. It is important for each of these cases
that investigators explicitly identify the hazard that a recommendation is intended to address.
Without such information it will be diÆcult for others to assess whether or not a proposed
intervention provides suÆcient protection against future failures.

� what is the signi�cance of the cause or hazard that a recommendation addresses?
As we shall see, recommendations are often passed to regulators or safety managers who must
then guide the allocation of �nite resources to ensure that they are implemented. From this
it follows that investigators must help others to determine how to maximise their use of these
resources. Risk assessment techniques have been proposed as a potential means of assessing
the importance of a recommendation [798]. This can be derived from the risk associated with
the hazard that a proposed intervention is intended to address. Unfortunately, a number of
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problems complicate the application of this technique in `real world' systems. In consequence,
a great deal of subjective judgement, of skill and expertise is required in order to assess the
signi�cance of a particular recommendation. Unless such judgements are documented, however,
there are few guarantees that resources will not be diverted towards relatively trivial changes
whilst more signi�cant recommendations are neglected.

� what are the intended consequences of the recommendation?
Ideally, we would like to document measures that can determine whether or not a recommen-
dation has been successfully implemented. This is easier with some recommendations than
others. For instance, it is relatively straightforward to initiate plant inspections as a means of
determining whether or not process components have been replaced. It can be more diÆcult
for investigators to schedule inspections that might be necessary to determine whether a par-
ticular change has been made in a training regime. This often involves complex scheduling of
site visits that can alert operators to a forthcoming inspection. There are further problems. It
is generally much easier to determine whether or not a change has been made in an application
process. It can be far more diÆcult to demonstrate that any change has had an anticipated
impact upon the overall safety of a system. As we have seen, poor submission rates and report-
ing bias can prevent reliable conclusions being drawn from raw incident data. Investigators
should, therefore, consider how to demonstrate the e�ectiveness of any funds that are invested
in the implementation of particular recommendations.

� who will implement and monitor each recommendation?
The US Army and Air Force heuristics urge investigators to identify the individuals or groups
who are responsible for implementing particular recommendations [794, 796]. Investigators
must not to specify how to implement a recommendation. This is important because inves-
tigators may lack the local expertise that is necessary to determine how best to implement
a particular improvement. Similarly, the design and coordination of any changes might take
far longer than the period of time that can be devoted to a particular investigation. Instead,
incident reports must document what a recommendation is intended to achieve and why that
objective is important. It is clear important, however, to determine who is responsible for
implementing any proposed intervention. This individual must determine how to realise a
recommendation from the investigators' description of what a recommendation must achieve
and why it must achieve it. If they confuse the investigators' intentions or if they lack the
resources to implement necessary changes then there is a danger that past failures will recur
as future incidents.

� establish the time-frame for any recommendation
The implementation of recommendations can be delayed by resource limitations, lack of man-
agerial guidance, deliberate obstruction and so on. Ultimately, this can leave any system
exposed to repeat failures if proposed changes are not introduced in time. In consequence, it
is important that investigators specify when a recommendation should be implemented. There
is a danger that this maximum time period will be seen as a target and not as an upper
boundary for any remedial actions. Many investigators, therefore, provide detailed guidance
on the phased introduction of particular recommendations. It is also important to monitor the
implementation of key changes beyond the immediate aftermath of an incident. If this is not
done then there is a danger that organisations will gradually forget previous lessons. In con-
sequence, it is also important to consider how the monitoring of a particular recommendation
might be incorporated into more routine activities.

The US Army's Accident Investigation Handbook illustrates the way in which organisations can
provide detailed guidance on the approved format for the presentation of recommendations [803].
This handbook separates its advice into three causal categories: human error; material failure or
malfunction and environmental factors. There are small di�erences in the information that is to be
recorded for recommendations that address hazards in each of these di�erent sections. For example,
the handbook requires that investigators document a range of information describing human `errors'.
This includes a single sentence about what happened. This is then followed by a brief description of



12.3. PROCESS ISSUES 601

the context in which the incident occurred, for example \while conducting night convoy operations
using blackout drive lights". Investigators must also identify the individual involved in the `error'
by describing their duty position, such as the OH-58D pilot-in-command or the driver of the M998,
High Mobility Multipurpose Wheel Vehicle. As can be seen, such a requirement a�ords a degree of
anonymity. Investigators must then identify the task error of omission or commission that motivates
particular recommendations. These are classi�ed according to Army standards. In particular, the
accident investigation handbook recommends the error codes that are presented in PAM 385-40 [796].
These codes were used in recommendation matrices, such as Tables 12.8, 12.9, 12.10 and 12.11,
that were presented earlier in this chapter. The example cited in the accident handbook is that
the operator \exceeded the posted speed limit of 40 MPH by attempting to drive at 60 MPH in
violation of Camp Swampy Reg 190-5 (Code 40)" [803]. This discussion of what happened then
motivates an explanation of the consequences of the error. It may directly or indirectly result in
damaged equipment or injury. For example, a road traÆc accident may involve substantial damage
to a vehicle and its driver. It can also involve injury to third parties, such as pedestrians and other
drivers, as well as damage to other vehicles or objects in the vicinity of the incident. After having
described the context in which an error occurred and having explained the consequences of that
failure, investigators must document the reasons why it happened. In other words, they must record
the �ndings of any causal analysis. As before, these causes must refer to the prede�ned lists that
are provided in PAM 385-40 [796]. These are supported by a free-text description of the reasons
why an error occurred: \the driver's actions were a result of a lack of self-discipline and improper
supervision by the senior occupant... the driver had a history of speeding [803].

The documented `causes' of an error help to motivate the subsequent section of the report that
details the particular recommendations which are made in the aftermath of the incident. These are
intended to answer the question, `What to do about it?'. Previous sections have already described
how the US Army relies upon an enumerate list of recommendations that are published in PAM
385-40. The Accident Investigation Handbook, therefore, suggests that investigators consult this
document before drafting their recommendations. It is important to note, however, that recommen-
dations should not be addressed at the task error itself but at the system de�ciencies that led to
the error. This approach is advocated in the handbook and explicitly encouraged in PAM 385-40
by including relatively few recommendation codes that might support a `perfectability' approach.
Recommendations must be addressed to unit level (company, troop, battalion), higher level (brigade,
division, corps) or to Army level. The following format is recommended:

\RECOMMENDATION (1, 2, 3, etc.):

� a. Unit Level Action: Commander, (unit): Brief all unit personnel on the
facts and circumstances surrounding this accident. Emphasis should be placed on
how human limitations combined with less than optimum systems and high task
loading allow situations that contribute to undetected hover drifts.

� b. Higher Level Action: None.

� c. Army Level Action:

{ (1) Commander, U.S. Army Training and Doctrine Command:

� (a) Validate requirements for automatic hover systems for all aircraft to
assist in reducing task overloading.

� (b) Validate OH-58D crew coordination requirements, especially in Tasks
10 67, 1114, 1140, 1147, and 1148 in TC 1-209, to ensure safe compliance
with the requirement for both crew-members to simultaneously direct their
attention inside the aircraft, especially in aircraft without automatic hover
systems.

� (c) Validate requirements for night vision systems with greater �elds of view
and resolution.

� (d) Increase, within the 
ight-training program, emphasis on situational
awareness and spatial disorientation.
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{ (2) Program Executive OÆcer, Aviation, �eld upgrades to OH-58D aircraft
which allow the use of the hover bob-up mode symbology in the LCD unit,
even with weapons displayed in the LCD unit, and allow for adjusting the
ODA intensity during low light ambient conditions.

{ (3) Commander, U.S. Army Safety Center, disseminate/publish the facts and
circumstances surrounding this accident as appropriate." [803]

As mentioned, the US Army guidelines provide similar advice on how to document recommendations
for other categories of failure, including equipment problems and environmental issues. In the
case of material failures or malfunctions, investigators must explain what happened in a similar
fashion to that described for human error. Such failures are de�ned to occur when a piece of
equipment \did not operate as intended or designed which contributed or caused the incident".
Investigators are encouraged to search for human errors or mistakes, such as a failure to follow
Army standards/procedures, design criteria or manufacturing process, that may have caused the
material failure. As before, it is important to document the results of any causal analysis. This is
again used to identify appropriate recommendations using PAM 385-40.

Environmental recommendations follow a similar format. They are presented at the end of an
analysis of the failure that describes what happened and why it happened in the manner that it
did. The US Army guidelines also suggest that investigators can determine if an environmental
factor should be assessed by asking `did this factor adversely in
uence human and/or equipment
performance; was the environmental element unknown or unavoidable at the time of the acci-
dent/injury/occupational illness?'. The explanation of why an environmental factor a�ected safe
and successful operation often draws upon a range of disciplines. Microbursts provide an example of
such a factor. They have been cited as causal factors in several recent incidents involving military air-
craft. These environmental events cannot be predicted with present meteorological equipment. They
are also invisible to aircraft crew-members. Such incidents show how investigators are constrained
in the range of recommendations that might counter the adverse e�ects of many environmental
factors. For example, the US Army's investigation handbook includes the following example of an
Army level recommendation to deal with microburst incidents: `Commander, U. S. Army Safety
Center, disseminate/publish the facts and circumstances surrounding this accident as appropriate'.
In contrast, more detailed proposals are directed at unit Commanders:

� \(a) Coordinate through the Commander, U.S. Air force, 1st Weather Group, Fort McPherson,
Georgia, to establish a pro-active interface with several groups sponsoring research into the
area of windshear. These groups include NASA, the National Technical Information Service
(NTIS), the Federal Aviation Administration (FAA), the American Meteorological Society, the
Langley Research Center, and the National Center for Atmospheric Research.

� (b) Inform all aviation personnel assigned to Fort Rucker, Alabama, that severe weather in
the form of microbursts can occur from isolated thunderstorms or rainshowers and cumulus
clouds that give the impression of simple rainshower clouds." [803]

A �nal section of the guidelines focus on the documentation of recommendations that address non-
causal factors. The US Army handbook focuses narrowly on \�ndings that did not cause or con-
tribute to the cause of the accident but contributed to the severity of injury or accident". An
example would include a drivers failure to wear a seatbelt. This would not have caused a collision
but would have signi�cantly a�ected the injuried that the soldier sustained should a collision occur.
This narrow de�nition of non-contributory factors might, however, be revised following the argu-
ments that have been made in previous sections. For instance, non-causal factors should be extended
to include hazards that have been detected during the previous analysis but that did not contribute
to the particular incident under investigation. The Army handbook recommends that these non-
contributory factors should each be recorded in a single paragraph; `they are recorded to inform the
command of problems that, if not corrected, could adversely a�ect the safety of future operations'.
Recommendations that address these potential hazards are documented after recommendations that
deal with human `errors', material failures and environmental factors.
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This section has argued that investigatory organisations must publish guidelines that support
the documentation of particular recommendations. It is important to identify those hazards or
causes that are address by particular �ndings. This helps to ensure that important lessons are not
overlooked if potential hazards are not addressed by particular recommendations. Investigators must
also document the perceived signi�cance or importance of those hazards that are addressed by a
recommendation. This information is necessary if others are to determine the best allocation of �nite
resources when implementing several, possibly con
icting, �ndings. Investigators must document
the intended consequences of a recommendation. They must explain what it is intended to achieve
rather than how it is intended to achieve it. This provides a degree of 
exibility to engineers who
must determine the best mans of implementing a particular recommendation. The documentation
of recommendations must determine who is responsible for ensuring that a �nding is acted upon.
They should also be provided with documents that describe a potential timescale for their actions.
The importance of these documentation requirements varies from organisation to organisation. For
instance, in local reporting systems the investigator may also be responsible for implementing any
recommendations. In such contexts, much of this information may be super
uous unless for auditing
purposes. Many larger organisations, including the US Army, draft regulations and guidelines to
ensure that most of this information is documented. These requirements are intended to ensure that
the recipients of particular recommendations have suÆcient information for them to validate any
proposed changes in working practices.

12.3.2 Validation

Previous sections have focussed on techniques that investigators can use to draft recommendations
that avoid or mitigate future failures. Such techniques only provide a partial panacea to the problems
of incident reporting. A number of additional issues must be addressed before particular recommen-
dations can be introduced to support the operation of safety-critical systems. For instance, there is
a danger that valuable resources will be allocated to ine�ective remedies. Some recommendations
have been motivated by organisational politics and managerial ambition rather than a concern to
address the causes of previous failures. There is also a danger that by addressing one set of problems,
recommendations will inadvertently introduce other potential problems into an application. It is,
therefore, important that recommendations are validated before they are implemented.

The way in which recommendations are validated can di�er greatly between reporting systems.
Many local systems rely upon informal meetings between the colleagues who are responsible for
running the system. Large-scale systems often validate recommendations at several di�erent levels
within an organisation. Investigators may pass on the initial �ndings to their immediate superiors.
They perform an initial check and then pass a revised version of the recommendations to their
superiors and so on. Some incident reporting systems also encourage dialogues between investigatory
bodies, regulatory organisations and system management. These joint meetings help to ensure that
each party understands the implications of a particular recommendation. Chapter 9 has described
how these dialogues can, occasionally, introduce unacceptable delays into the implementation of
important safety measures, such as Excess Flow Valves into gas service lines [588].

The US Army's Accident Investigation and Reporting Procedures Handbook contains detailed
guidance on the di�erent review procedures that are to be implemented at di�erent levels within the
command structure [806]. Reports about high-consequence incidents are validated at a local review,
by installation level safety-managers, by an approving authority appointed to represent the Major
Army Commands and by the US Army Safety Centre. The initial review is normally conducted
by the commander of the unit or by the commander of the supervisor directly responsible for the
operation involved in the incident. Their must review the report and provide written feedback about
whether or not they concur with the �ndings and the recommendations. They must ensure that any
evidential data is circulated within the unit so that it can be used to inform future decision making.
They are also responsible for ensuring that any immediate actions are implemented as a local level.
The local reviewing oÆcer then hands the report through the designated chain of command to the
`approving authority', see below.

There is a danger that incidents and accidents may form part of a wider pattern within a partcular
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installation. Similarly, there is a danger that particular recommendations that are intended to
protect the operation of particular processes will have knock-on e�ects for the safety of other workers
elsewhere in an installation. The installation-level safety manager's review is intended to identify any
of these issues. The US Army reporting froms (DA 2397-R-series form, DA Form 2397-AB-R, DA
Form 285, or DA Form 285-AB-R) contain special sections that are intended to help safety-managers
identify these potential problems. Safety managers must review the data in these sections, not so
much to validate particular recommendations, but to ensure that as much as possible can be learned
from an incident. If primary and secondary investigators have missed previous incidents or patterns
of systemic failure then this stage of validation is intended to identify them.

The `approving authority' provides a further level of review within the US Army procedures.
Major Army Commands appoint these representatives to accept or reject each �nding and recom-
mendation made by an investigation board. This takes place after the reports have been amended
by local reviewing oÆcials, using the procedures described above. In addition, the Safety OÆce of
the Major Army Command ensures that the report is complete with respect to the Army guidelines
[806]. Major Army Commands-level recommendations will be tracked using a computerised track-
ing system. At this stage, the approving authority will also be concerned to identify any additional
recommendations that might be made to `higher headquarters'. Finally, the US Army Safety Centre
reviews all reports to ensure that they conform to regulatory and technical requirements. They are
also responsible for maintaining the automated tracking system that the Major Army Commands
use to track the implementation of particular recommendations. The Safety Centre is also respon-
sible for disseminating information about the implementation of accepted recommendations to the
relevant elements within the Army command structure.

It is important to emphasise that such elaborate validation procedures can create a number
of potential problems. In particular, the responsibility for validating and implementing particular
recommendations can become lost between the various exchanges that take place at di�erent levels
within the command structure. The opportunity for administrative delays is, therefore, acknowl-
edged by guidelies that are intended to keep investigators and contributors noti�ed about the course
of the validation and implementation process:

\Acknowledgements: upon receipt of written noti�cation of recommendations, the
responsible Department of the Army-level organisation will provide an initial response
to the US Army Safety Centre within 60 calendar days as to corrective action(s) initiated
or planned. Interim and follow-up reports are required every 90 days after initial response
until the action(s) is closed.

Return non-concurrence or rebuttals: all Department of the Army-level recommen-
dations not accepted or implemented by the responsible command, organisation, agency,
or activity will be returned to the Commander, US Army Safety Centre, with support
rationale within 60 calendar days after initial noti�cation." [806]

Local reporting systems provide a strong contrast to the elaborate procedures and mechanisms that
are exploited by large organisations such as the US Amry. Peer review is often the only form of
validation that is used to assess potential recommendations. These are often ad hoc, undocumented
and informal. For example, many hospital-based systems hold monthly meetings between clinical
and nursing sta�. These discussions are, typically, unminuted. They are focussed to ensure the
rapid implementation of changes providing there is general agreement about the utility of a par-
ticular proposal. There are, however, increasing pressures for such local initiatives to follow more
documented processes [633, 453]. The importance of clinical audit within the medical domain and
the wider public concern over high-pro�le accidents has led to a requirement the individuals and
organisations explain why particular recommendations are not implemented. In consequence, the
following paragraphs concentrate on the more formal mechanisms that have been exploited by large-
scale systems. These may, of course, have to be scaled down to meet the more constrained budgets
and scope of local systems.

Both ad hoc and more formal validation procedures must determine whether or not to accept
particular recommendations. If a proposal is accepted then the review panel implicitly accepts a
degree of responsibility for the proposed intervention. It is, therefore, important that they agree
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both with the form and the purpose of a recommendation. In consequence, many review bodies
have introduced further distinctions beyond a simple accept or reject decision based on the recom-
mendation that they have been asked to review. For example, the following quotation is part of
a letter from the Commander in Chief of the US Army's Central Command. This letter reviews
the recommendations that were made in the aftermath of an incident on a �ring range in Kuwait.
Rather than simply accepting the recommendations outright, the review approves of the intention
behind the proposal but modi�es it and also clari�es that the modi�cation should not bias the
implementation of the recommendation:

\d. Recommendation 1403 provides, That appropriate administrative action be taken
against the Ground Forward Air Controller. The recommendation is modi�ed, as follows;
That administrative or disciplinary action, as appropriate, be considered with regard to
the Ground Forward Air Controller. The recommendation, as modi�ed, is approved.
My modi�cation does not in any way re
ect my view as to what action may or may
not be appropriate. It is intended to assure the appropriate Service oÆcial of his or her
complete discretion in the matter." [824]

These distinctions can be summarised as follows:

� Accept.
Given the investment in time and money that is often made to support incident investigation,
it might be expected that most review boards will concur with the �ndings of an inquiry.
Unfortunately, this can be surprisingly rare. As we have seen, some guidelines explicitly
argue that investigators should not consider the costs associated with the implementation
of their recommendations. These considerations often prevent regulatory organisations from
sanctioning the implementation of particular interventions. A host of other issues can prevent
review boards from accepting the �ndings of incident investigators. For example, the members
of these boards typically do not take part in an initial investigation. It can, therefore, be hard
for them to follow the detailed causal arguments that motivate particular recommendations.
Review boards, therefore, often request further clari�cation or additional forms of evidence
before they will accept many proposed interventions.

� Accept with provisos.
Most review boards do not immediately accept all of the recommendations that are proposed
by investigators. Instead, they may request additional evidence to support a causal analy-
sis. Alternatively, review boards may propose alternative causal explanations that, if proven,
would support other forms of intervention. Even if a recommendation is accepted, review
panels may advise that its implementation is delayed or staged. Such ammendments can be
motivated by the �nancial constraints, mentioned above. They can also re
ect the pragmatic
problems of ensuring conformance to any proposed changes in working practices and equip-
ment. These provisos are typical of reporting systems in which investigators are independent
from any regulatory function. They also characterise more local systems in which investigators
must secure the support of higher levels of management before any commitment can be made
towards increased investment. In such circumstances, review boards can accept recommenda-
tions `subject to approval' from upper management.

� Reject.
Review boards, typically, exploit one of several standard `forms' of argument when attacking
investigators' recommendations. The �rst line of attack rejects the arguments that investi-
gators make during the causal analysis of an incident. For example, review boards can use
variants of the counterfactual arguments proposed during a causal analysis by suggesting that
an accident would still have occurred even if particular recommendations were implemented.
Alternatively, it might be argued that proposed interventions only address the speci�c causes
of an incident but fail to address more general failures. A second line of attack can be based
around the risk assessment techniques that were introduced in previous paragraphs. It can be
argued that the expected frequency or consequences of any future incident would be too low
to justify the expenditure that is required to implement the investigators' recommendations.
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� Reject with provisos.
Review boards must exercise a considerable degree of caution when rejecting the recommenda-
tions in an incident report. They run the risk of alienating the investigators who constructed
such documents. There are obvious dangers in praising a review board for their careful use
of resources if an incident does not recur within a given time period. Such rejections can also
create a form of implicit responsibility should an incident recur. If an incident does recur
then it can be argued that the failure might have been avoided if they had only approved the
proposed intervention. It is, therefore, particularly important that review bodies document
their reasons for rejecting a recommendation. In practice, this often leads to partial rejections
or a refusal to implement a particular �nding until some other condition is satis�ed. This
condition may involve eliciting additional evidence. It might also involve a commitment to
perform additional studies should further incidents be reported.

� Referral.
Given the potential consequences of rejecting a recommendation and the possible costs associ-
ated with implementing some proposed interventions, it is hardly surprising that many review
boards defer to another authority rather than reach a premature decision. Often validation
exercises result in panels deciding that they are not competent to reach particular decisions.
Alternatively, they may accept the high-level arguments associated with a particular recom-
mendation but refer to another body who must then develop a more detailed implementation
plan. This is an interesting strategy because that body then assumes partial responsibility
should the costs exceed expectations or the implemented remedy fail to prevent future inci-
dents.

This list illustrates the range of outcomes that validating bodies might consider when assessing a
recommendation. It is remarkably rare for a review panel to accept every recommendation without
some caveat or proviso. Most validation exercises accept some proposals, reject a few recommen-
dations and request that the remaining proposals be amended in some form. It is important to
note, however, that a number of comments can be made about these general remarks. For example,
many incident and accident reporting systems exploit a hierarchical validation process where review
committees at a lower level in an organisation review the investigators' proposals before they are
validated at a higher level. At each stage in this validation process it becomes less and less likely
that higher authorities will reject a recommendation that has been accepted at a lower level. A
cynical interpretation of this process might be that political and organisational pressures can help
to mould recommendations into an acceptable format before they are presented to the highest levels
within an organisation. A more favourable view is that upper management are less likely to question
the detailed operational decisions of their subordinates.

A recent incident involving an Australian Army cadet helps to illustrate how di�erent individ-
uals and groups play di�erent roles in the validation of particular recommendations. This incident
occurred when a regional cadet unit were completing an exercise in which they had to swim to re-
trieve an object from a boat that was some twenty meters from the shoreline of a Dam. The cadets
were wearing their army fatigues and boots. Several of them became entangled in weed beneath the
surface of the water. One cadet became exhausted and went under the water approximately seven
meters from the shorelines. E�orts to rescue him were unsuccessful. Arguably the highest level
of validation for the Board of Inquiry's �ndings came from the Hon. Bruce Scott MP, Australian
Minister for Veterans A�airs and from Dr Brendan Nelson, Parliamentary Secretary to the Minister
for Defence . They concluded that the Board \conducted a thorough and open investigation into
the circumstances" surrounding the incident [731]. They agreed with the Boards �nding that the
\swimming activity was not authorised by (the) Army and that there was inadequate supervision
or monitoring of the Army Cadet Corps activity". In consequence, they took actions to suspend
all swimming activities conducted in areas other than supervised swimming pools were immediately
suspended, and will continue to be so, until a new policy on swimming activities is issued. They
also implemented a review of the Australian Services' Cadet Scheme policy on safety, risk analysis
and activity clearance by the Defence Safety Management Agency.

Such actions illustrate the way in which a �nal stage of validation is usually performed by
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organisations that exercise budgetary or political control over the implementation of particular
recommendations. Their approval is required in order to approve the investment that may be
required to support large-scale change. They must also provide the political support that is often
necessary to implement what are often unpopular `systemic' changes to establish working practices
[701]. It is important to note, however, that such press statements and ministerial announcements
represent the �nal stage in a range of more detailed validation activities. For example, the Australian
Army's Board of Inquiry into the previous incident initially presented its �ndings to the Chief of
Sta�, Headquarters Training Command. He then issued a detailed appraisal of their �ndings. These
illustrate the di�erent forms of response that were sketched in previous paragraphs. For example,
some of the Boards �ndings were accepted without comment:

\I accept the Board of Inquiry �nding that Cadet Sperling drowned as a result of a
combination of factors namely, the amount of weed in the water, the depth of water, the
wearing of GP boots (with socks) and Disruptive Pattern Camou
age Uniform (DPCU)
clothing whilst in the water and the absence of safety devices (such as 
otation vests)
and inadequate safety precautions for the swimming activity. These factors contributed
to Cadet Sperling's drowning. The wearing of GP boots and DPCUs whilst swimming or
treading water is a diÆcult activity for persons of average physical �tness. A swimming
activity undertaken by cadets as young as 13 years with unknown �tness levels and
unknown medical conditions in the circumstances existing on 18 Nov 00 at the Bjelke
Peterson Dam, was inherently dangerous." [33]

This acceptance illustrates the way in which validating bodies do not simply consider the recommen-
dations that are issued by investigators. Review boards, typically, begin by assessing the evidence,
the course of events and the causal analysis that are presented in the opening sections of most
reports. For example, the Chief of Sta� disagreed with the Board's analysis of one of the causal
factors that was cited as a contributory factor in the incident:

\I do not accept the �nding of the Board of Inquiry that Corporal (Army Cadet
Corps) was not fully quali�ed as an instructor of cadets in the Army Cadet Corps
in accordance with the Army Cadet Corps Policy Manual. Corporal (Army Cadet Corps)

had completed the Instructor of Cadets Course and First Aid Course in compliance
with the Army Cadet Corps Policy Manual and was quali�ed as an Instructor of Cadets."
[33]

Such validation actions illustrate the importance of explicitly documenting the causal �ndings that
support particular recommendations. Without such analysis, it can be diÆcult to determine which
recommendations might be a�ected by the review board's rebuttal of the investigators' analysis. It
is for this reason that Tables 12.6, 12.8, 12.9, 12.10 and 12.11 were introduced to provide a bridge
between the products of a causal analysis and the interventions that are intended to safeguard future
operation. Such documentation can help investigators to determine whether or not a recommenda-
tion must be abandoned after such a rebuttal. If, for example, a recommendation is supported by
several lines of causal analysis then it may still be retained even though one line of argument has
been challenged.

If reviewers accept that incident investigators have identi�ed a cause of the incident then they
may continue their validation by asking whether or not that cause is `adequately' addressed by the
proposed recommendation. At �rst sight, this might seem to be a relatively trivial task that should
be based around an engineering assessment of whether or not an incident is likely to recur if a
recommendation is implemented. As we have seen, however, such subjunctive reasoning is fraught
with problems. Many of these relate to the psychological processes involved in reasoning about
alternative possible futures without the support of some underlying model of formal reasoning [401].
Other problems stem from the way in which some recommendations are not intended to entirely avoid
future incidents but to control or mitigate their consequences. The e�ectiveness of these measures
often depends upon the nature of any future incident and this, in turn, may depend upon other
defences functioning in the manner intended. As we have seen, however, many incidents stem from
the failure of these `defences in depth' [701]. Further problems arise when recommendations have
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social or political consequences that can prevent review bodies from adopting them. For example, the
Chief of Sta�, Headquarters Training Command could not accept one of the recommendations that
would have had considerable implications on the size of the Australian Army's Cadet force: \I do not
accept the Board of Inquiry recommendation (Reference A para 268(d)) that cadets su�ering from
asthma should be required to comply with Army recruiting standards" [33]. Such a recommendation
would reduce the likelihood of future incidents. It would also sacri�ce some of the wider objectives
that motivate the Army and the Department of Defence to run the Cadet Force.

Previous sections have explained why it can be relatively rare for validating bodies to accept
the recommendations of incident investigators without raising caveats and objections. There are,
however, examples of proposed interventions that are accepted in this way. It is important that the
review board explicitly documents the extent of their agreement so that there can be no subsequent
disagreement about what was intended by their approval for particular measures. For example,
the following review paraphrases the Board of Inquiries recommendation and uses their paragraph
reference scheme, Reference A para 268(f), to make sure that the reader can trace their agreement
back to the original proposal:

\I accept the Board of Inquiry recommendation (Reference A para 268(f)) that the
Application for Activity Approval be forwarded through the cadet unit's foster unit with
the provision for comment and then on to the respective Regional Training Center for
consideration. On approval or rejection, a copy of the Activity Approval Form should
be returned via the foster unit who should then con�rm the availability of requested
equipment and other support. The revised arrangements are to be incorporated into the
Army Cadet Corps Policy Manual. Action: COMD Army Cadet Corps by 14 Mar 01."
[33]

Previous paragraphs have described how review bodies can respond in several di�erent ways to the
recommendations that are proposed in incident reports. They may accept them, reject them or
request modi�cations. They may also defer comment and request additional evidence or support
from others at di�erent levels within an organisation. The following list uses the previous analysis
to derive a list of requirements that might guide the validation of recommendations in incident
reporting systems:

1. Clearly identify each stage of the review process.
There are increasing pressures, especially within certain sectors of the Healthcare and trans-
portation industries, to ensure that recommendations are not dismissed without due consider-
ation. One consequence of this is that any proposals must be subjected to a clear and coherent
review process if they are not to be implemented. From this it follows that each party in an
investigation must understand the nature and extent of each validation. In particular, it is
important that time limits be associated with each stage of a review so that investigators,
regulators and contributors can track the progress of a report towards implementation.

2. Establish that the report is complete.
Given that many incident reporting systems cover diverse geographical and functional areas,
it is likely that some reports may omit important details about an incident. If such reports
are dismissed late in the review process then there is a danger that important insights will
be ignored. It is, therefore, important that an initial validation ensures that any potential
report is considered complete so that any consequent recommendations will not be immediately
dismissed. For instance, checks may be conducted to ensure that all relevant evidence is
available and is cited correctly. Other forms of integrity check can also be carried out. For
instance, if the US Air Force guidelines are followed then each recommendation must clearly
identify an initial implementation route.

3. Validate the evidence.
Review boards must ensure that evidence is cited in a consistent manner and that all of
the necessary data about an incident has been presented in an incident report. There is an
increasing recognition that complex incidents often stem from interactions between systems
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failures, human `error', managerial problems and so on. Less `severe' incidents often cannot
command the resources that are required to fund multi-disciplinary investigations. It can,
therefore, be diÆcult for investigators to identify all of the information that might be relevant
to an incident. This is especially true when individuals are unaware of similar incidents in
other units or regions. In consequence, review boards must satisfy themselves not only that
the relevant information has been collected but that it is also presented in a fair and impartial
manner within the body of the incident report. Chapter 14 describes some of the pragmatic
problems that can arise when attempting to satisfy such an abstract requirement.

4. Validate the causal analysis.
Chapters 10 and 11 have described a range of techniques that support the causal analysis
of adverse incidents. These approaches provide procedures to guide the analysis of adverse
occurrences. They also depend upon a range of subjective decisions that must be validated.
Even within the formal systems of reasoning, investigators must identify those elements of
an incident that are to be represented within the abstractions of a formal logic. It is also
important to emphasise that none of these techniques is `error proof'. The correctness of any
causal reasoning must, therefore, also be veri�ed. Any omissions or errors at this stage in the
analysis can result in recommendations that fail to address the causes of an incident.

5. Validate each recommendation.
This chapter has reviewed a range of heuristics that can be used to validate particular rec-
ommendations. For example, investigators may lack the time and the experience necessary
to identify the best means of implementing particular recommendations. It is, therefore, im-
portant that any proposals should focus on what is to be achieved rather than the particular
mechanisms that will be used. Similarly, we have argued that clear timescales must be as-
sociated with each recommendation so that their implementation is not inde�nitely delayed.
Proposed interventions should focus on speci�c actions rather than on additional studies that
may or may not identify potential safeguards. It is important that review bodies consider these
various heuristics when validating particular requirements. Clearly, there may be instances in
which some of these guidelines cannot be satis�ed. For instance, if it would be dangerous to
impose additional requirements without further investigations. Validation authorities must,
however, satisfy themselves that there are indeed good reasons for violating these recommen-
dation heuristics. This analysis must also consider any priorities that are associated with any
proposed interventions. The risk analysis techniques, described in previous sections, often de-
pend upon subjective assessments both of frequency and consequence that can have a profound
impact upon any subsequent resource allocation.

6. Document the reasons for any rebuttal.
There can be profound implications if a review body decides not to accept a particular recom-
mendation. If a similar incident occurs in the future then they may be blamed for opposing
a necessary safety improvement. It is, therefore, essential that some auditable justi�cation
should be recorded to support such decisions. This argument applies to the rebuttal of par-
ticular recommendations. It is also important to document any challenge to the evidence and
any causal analysis in an incident report. For example, if a line of analysis is questioned then
it is important to ensure that any associated recommendations are not supported by alter-
nate causal arguments. If the recommendation is dismissed without such an additional check
then there is a danger that s potential cause of future incidents will not be addressed by any
proposed safeguards.

7. Validate implementation plans.
The next section will identify some of the problems that can frustrate the implementation
of recommendations once they have been approved by validating bodies. It is important,
therefore, that review organisations should consider these potential barriers when assessing
particular recommendations. If they request resources that cannot be made available at a
local level then the validating authorities must provide some means of ensuring that additional
resources are provided. If such resources cannot be found then they must either recommend
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that a proposal be redrafted or, in extreme cases, that production should be halted until some
remedy is identi�ed. This validation activity does not simply focus on the sta� and equipment
that may be necessary to perform any changes to an application. It also focuses on the key
personnel who must supervise those changes. In particular, the implementation of particular
recommendations should not impose additional burdens that may result in other forms of
failure being introduced into a system.

8. Initiate recommendation tracking.
The problems that exacerbate the implementation of potential recommendations have moti-
vated many organisations to create automated tracking systems. These enable safety managers
to request and review reports from individual units as they are scheduled to adopt any changes
in their working practices. These tracking systems are often integrated into the �nal stages
of validation. Once a recommendation has been approved for implementation then an entry
is created in the tracking system. This is tailored to re
ect the timetable and monitoring
responsibilities that have been proposed by investigators and approved by successive reviews.

The validation of particular recommendations provides no guarantees that they will ever be imple-
mented. The complexity of many safety-critical applications can provide numerous barriers to the
introduction of process improvements. It can be diÆcult to ensure that key personnel understand
what they must do in order to avoid future incidents. Similarly, it can take months and even years
before obsolete components are removed from a system. Even within the best resourced systems, en-
gineers are often found to retain stocks of spare parts that have been condemned in previous incident
reports [806]. The following section, therefore, brie
y considers some of the challenges that must be
addressed when investigators and safety managers must implement particular recommendations.

12.3.3 Implementation

The implementation of recommendations involves the development and monitoring of a corrective
action plan [571]. These plans are prepared by individuals who are, typically, appointed by the most
senior validation board. These `implementation oÆcers' may or may not have been involved in the
initial incident investigation. Their action plan must explain how they propose to address all of the
recommendations that have been accepted following ammendment and clari�cation. Each item in
the action plan must address the following questions:

� What causes are addressed?
In order for managers and operators to understand the importance of a corrective action, in-
formation should be included about those causes of previous incidents that are to be addressed
by a particular intervention. NASA explicitly recommend that portions of a recommendation
matrix should be included with an action plan [571]. This may, however, prove to be too
cumbersome a requirement for smaller scale systems.

� What is to be done?
The recommendations that are validated by review boards should describe what is to be
achieved without describing how any particular requirement will be satis�ed. Hence, this
information can be directly derived from the �nal version of a recommendation that is approved
by any review board.

� How is it to be done?
It is important that managers and operators can plan how to satisfy a particular recommen-
dation. As mentioned above, this detailed information need not form part of the documented
proposal that is validated by review boards. It must, however, be documented in an action
plan that can be approved prior to implementation.

� Who is responsible?
The proposed action plan must clearly identify who is to implement any intervention. This
can involve a detailed consideration of which branch of an organisation or subcontractor is
responsible for ensuring that a corrective action is completed.
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� What are the wider consequences of any corrective action?
The corrective action plan must consider any wider implications that result from the im-

plementation of a particular recommendation. Previous sections have mentioned how some
interventions can increase the risk of other forms of incident. Such trade-o�s may have to
be accepted if the bene�ts of preventing other forms of failure are perceived to outweigh this
collateral risk. Corrective action plans must also review any wider process changes that may
be necessary following the implementation of a recommendation.

� How will the corrective actions be tracked?
It is important to ensure that corrective actions are implemented correctly if they are to have
the intended impact upon overall system safety. An action plan must, therefore, consider
how any interventions will be tracked. This analysis should ideally provide for interim status
reports and for documentation to con�rm the completion and closure of corrective actions.

The Canadian Forces provide an example of such action plans being used to direct the implementa-
tion of particular recommendations, known as needs assessments [149]. They encourage the devel-
opment of speci�c implementation programmes that are intended to meet these needs assessments.
In addition to the high-level requirements mentioned in th previous list there is also a concern to
ensure that any action plan considers an appropriate range of potential implementation mechanisms.
Implementation o�ers `border on the negligent' if they only propose solutions that involve additional
training. Improved tools, procedures and job-aids provide alternative solutions to inadequate knowl-
edge or skills. It is ironic, however, that if these planned changes are not implemented then there
may be future incidents are likely to be reported as training failures.

As with the approval process that is used to validate individual recommendations, implemen-
tation oÆcers must identify a timetable both for the drafting and the approval of an action plan.
For example, it might be speci�ed that these actions should be completed within 30 working days
of a validation panel accepting a particular recommendation unless they provide a written justi-
�cation for extending the deadline. As mentioned, implementation plans are often not developed
by investigators. It is important. however, that any action plan should be passed to them so that
they can provide high-level feedback about whether or not the proposed intervention will ful�ll their
particular recommendations. Copies of an action plan may also be passed by the validating panel
to safety managers and to regulators for further review. Their comments must be considered by the
validation panel within the timescales, described above.

If an implementation plan is rejected by the validation panel then it is returned to the responsible
organisation for revision and resubmission. As before, a timescale for resubmission must be developed
to ensure that potential safety improvements are introduced as soon as possible, It is important to
emphasise that this process of working out how to implement a particular recommendation can
help to uncover further recommendations that might not have been considered during an initial
investigation. For example, `cook-o�' incidents occur when the heat that is generated by a gun can
cause premature �ring of ammunition. A series of incidents persuaded the US Army to focus on the
M60 machine gun. During a more detailed analysis of potential solutions to this problem, it was
realised that `cook o�' incidents also a�ect a range of other weapons that had not been considered
during the initial analysis [820].

If a plan is accepted then the implementation oÆcer must initiate the proposed corrective ac-
tions, for instance by putting out any proposed work to tender or by disseminating relevant safety
information. In larger organisations, these actions will, typically, be performed in close collaboration
with safety management. In smaller organisations, an action plan may simply be approved by higher
management and then be initiated by the sta� running the reporting system. In either case, audit
actions are often introduced so that review bodies can determine whether corrective actions have
been implemented and whether they can be shown to produce the desired e�ects. Previous sections
have mentioned the diÆculties of measuring safety improvements when adverse incidents are likely
to be rare events. A range of further problems complicate these audit activities. For examples, the
individuals and groups who are responsible for executing an action plan may discover that certain
actions are unnecessary or unwise. In such circumstances, the implementation oÆcer must seek
approval to alter the implementation plan. Such changes must be well-documented and validated
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by a review board and by safety management before they can be accepted.

It is important to determine who is responsible for monitoring compliance with particular safety
recommendations. In smaller-scale systems, this is likely to be the same person who is responsible for
ensure the implementation of any corrective actions. In larger scale systems, this monitoring function
is more likely to be performed by an independent safety manager who must report any concerns about
non-compliance to the validating panel. This feedback is necessary for several di�erent reasons. For
example, it can be diÆcult for validating bodies to identify whether or not a proposed intervention
will be e�ective unless they are informed about the success or failure of previous initiatives. Similarly,
review bodies may be able to act if they identify patterns of non-compliance within particular
geographical areas or functional units. Chapter 15 will discuss the problems of interpreting and
acting on such feedback in greater detail.

The implementation oÆcer uses the responses from any monitoring together with any indepen-
dent analysis from safety managers to determine whether or not it is possible to close a corrective
action. Some organisations require approval from the validation or review body [571]. This approval
can be obtained once the implementation oÆcer submits a �nal incident review. This review includes
the investigators' incident report, the corrective action implementation plan and a list of any addi-
tional lessons that have been learned from an adverse occurrence. The review should also document
any signi�cant departures from the approved implementation plan as well as any non-compliance
concerns that had to be addressed. Final review documents should be archived for future refer-
ence. This is increasingly done using electronic databases and information retrieval systems. Such
tools enable investigators and safety managers to automate the search tasks that can be used to
identify previous recommendations for similar incidents. Chapter 14 considers a range of potential
technologies that can be used to support these tasks.

The US Air Force provide a speci�c example of the generic �nal review document mentioned
in the previous paragraph. Their Air Force Instruction (AF 91-204) sets mandatory standards
for incident and accident reporting [794]. This refers to a memorandum of �nal evaluation. The
Headquarters Safety Centre must draft one of these documents for each high-criticality incident that
is reported to them. This is an important caveat, clearly the extensive implementation procedures
mentioned in previous paragraphs might place too high a burden on organisations responding to
low criticality events. If individual operators and investigators felt that the procedural burdens
outweighed the potential bene�ts from a particular recommendation then their might be a tendency
to suppress or limit the number of proposed interventions. The Air Force, therefore, is careful to
specify when these procedures must be followed. For instance, a Memorandum of Final Evaluation
must be prepared for Class A and B incident reports even when the requirement to produce a formal
report has been waived. Class A mishaps include `failures' that incur cost of $1 million or more.
This classi�cation covers fatalities, permanent injuries or the loss of an aircraft. Class B mishaps
include `failures' costing between $200,000 and $1 million. Events may result in permanent partial
disability or hospitalisation.

The Memorandum of Final Evaluation collates input from various sources including the Major
Commands that convene an investigation, the commander of the mishap wing, statements from
individuals and groups who are cited in an incident �nal report and so on. It is intended to provide an
overall assessment both of the incident report and of any subsequent responses to the investigators'
�ndings. The US Air Force procedures also state that the Headquarters Chief of Safety must
publish these memorandum using an electronic database (AUTODIN) and the Defence Messaging
System. At this point, the memoranda become the \oÆcial Air Force position on �ndings, causes
and recommendations" that relate to the incident [794]. The Headquarters Chief of Safety, therefore,
explicitly validates the recommendations that are embodied within the memorandum through this
act of publication via these information systems. Any associated actions become active and must be
executed by the named agencies that are associated with each recommendation. Suspense dates are
also associated with these actions. Action agencies must report on completed actions or on progress
toward completed actions by that date.

All agencies and organisations within the Air Force are required to review each Memorandum
of Final Evaluation to determine whether any of the de�ciencies leading to the mishap apply to
their commands. This involves a �ltering process in which each memoranda is forwarded by a re-
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ceiving oÆcer to the technical units that might be a�ected by any particular recommendation that
is contained within it. The directors of these units review the memoranda to determine whether
or not they are applicable to their systems an working practices. If they are then changes are ini-
tiated at this level. The incident reporting process does not �nish with the local implementation
of any recommendations in a Memorandum of Final Evaluation. Mishap Review Panels must be
established within individual commands to ensure that recommendations continue to be addressed.
The regulations require that these panel meet at least once every six months. These meetings are
intended to ensure that preventive actions are implemented and that all parties review the status
of open recommendations. Recommendations must remain open until Headquarters Safety OÆcers
agree that either all recommended changes to publications have been made and the updated ver-
sions are issued or the recommended modi�cations have been completed on all applicable systems
or that all recommended studies and evaluations have been completed and that actions on all val-
idated requirements have been closed. It is possible for recommendations to be closed if they are
considered to be impracticable within existing operational constraints or cost parameters. Similarly,
a recommendation can also be closed if an item is removed from service. Such actions must again
be validated at a central level so that the outcome is recorded in the electronic information systems,
mentioned in previous paragraphs.

As mentioned above, these various reporting procedures apply to major incidents and accidents.
A less formal approach is permitted for less serious mishaps. For example, an incident description
can be drafted instead of the more formal incident report. It is important to note, however, that
these descriptions must still be validated at the Major Commands level; \While (these) mishaps are
not catastrophic, they are serious enough to require reporting on an individual basis and recom-
mendations resulting from them require e�ective management". These less critical mishaps are not
tracked by the Memorandum of Final Evaluation process, described above. The Air Force, there-
fore, introduces additional requirements to ensure that lessons are learned from the analysis of these
incidents. The �nal description, mentioned above, must outline all of the local actions that were
taken after an incident. As we have seen throughout this chapter, these remedial actions must be ex-
plicitly related to the causal �ndings that they are intended to address. These documents must also
report any actions that are planned but not yet completed. Estimated completion dates must also
be provided. These reports are also intended to provide local units with an opportunity for eliciting
central support should it provide necessary in order to implement a particular recommendation.

12.3.4 Tracking

This book focuses on two di�erent levels of tracking or monitoring within incident reporting sys-
tems. The �rst of these activities ensures that operators and managers conform to the individual
recommendations that are made in the aftermath of incidents and accidents. We refer to this as
recommendation `tracking'. The second of these activities ensures that incident reporting systems
as a whole are having their intended e�ect on the safety of an application process. We refer to this
as the `monitoring' of a reporting system. This section provides a brief overview of recommendation
tracking. Chapter 15 provides a more detailed analysis of system monitoring.

Previous pages have described how implementation action plans must be developed if high-level
recommendations are to protect the future safety of complex, application processes. We have also
described how electronic databases and messaging systems have been used both by the US Army
and Air Force to track outstanding actions plans until they are closed. Such systems provide a
particular example of more general techniques that have been developed to help implementation
oÆcers track the progress towards achieving particular recommendations. These approaches must
address a number of problems that can limit the e�ectiveness of any implementation plan. For
instance, intended recipients may not receive a plan. Tracking systems must determine whether or
not all appropriate personnel have access to the information that is necessary in order for them to
implement a particular plan. This might seem to be a trivial requirement given the sophisticated
communications infrastructure that supports many complex, organisations. As we shall see, many
incidents recur because these communications systems are not completely reliable. For instance,
paper-based instructions are frequently lost or destroyed. This creates particular problems when
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information must be passed between di�erent shifts or teams of co-workers. Electronic information
systems often su�er from usability problems that can prevent sta� from accessing the information
that is necessary for them to revise previous working practices. Technical problems and server load-
ing can also prevent uses from accessing necessary information. Further problems stem from the
diÆculty of keeping up with the number of implementation plans that a�ect the many di�erent
items of equipment that particular members of sta� may be responsible for. For instance, the US
Army issued at least eight revision requests for the M9 Armoured Combat Earthmover manuals in
a single month in 2000: TM5-2350-262-10, TM5-2350-262-10HR, LO5-2350-262-12, TM5-2350-262-
20-1 & 2, TM5-2350-262-20-3, TM5-2350-262-34, TM5-2350-262-24P, TM5-2815-240-34&P [810].
These were published in paper form and disseminated via the Army Electronic products Support
Bulletin Board (http://aeps.ria.army.mil/). In addition to these sources, Armoured Combat Earth-
mover operators also had to monitor at least two separate web sites (http://ncc.navfac.navy.mil
and http://www.tacom.army.mil/dsa/) that contained further information about modi�cations and
revised operating procedures for their vehicles. The diÆculty of following all of the implementation
plans and revised regulations that a�ect particular tasks can also be illustrated by the US Army's
explosives safety policy. Between September and December 1999, the OÆce of the Director of Army
Safety and the OÆce of Deputy Chief of Sta�, Logistics issued revised guidance on loading Bradley
Fighting Vehicles, on the Storage of Operational, Training and Ceremonial Ammunition in Arms
Rooms and on Explosives Safety Site Plans for Ranges. Each of these involved major changes in
the way that safety managers and operating units conducted many `routine' tasks. For instance,
the revised guidance on loading ammunition into the Bradley Fighting Vehicles gave the following
explosives safety guidance:

\If a BFV is uploaded with only 25mm ammunition and other small arms ammu-
nition, with the hatches and ramp closed, then that BFV is considered heavy armour.
The heavy armour quali�cation allows such a BFV to have reduced quantity distance
separations. Uploading with TOW missiles or other high explosives items removes the
allowed reduction in quantity distance." [819]

These revised policies and procedures were published via the the US Army's Explosives Safety
Website (http://www.dac.army.mil/es/). However, the recipients of these revised guidelines were
also warned that they were minimum guidelines and that even if they followed them they may
also be in contravention of more restrictive practice regulations enforced by individual Major Army
Commands; \before personnel act on these policies, personnel should check with their MACOM
safety oÆces to see if MACOM policy mirrors Army policy" [819]. This duplication of authority
creates considerable problems for the operators and managers of complex, safety-critical systems.
This interaction between local requirements and the recommendations from central incident report-
ing systems complicates the problems of ensuring conformance with safety requirements. Tracking
must, therefore, assess whether operational units meet the minimum recommendations proposed
by an implementation plan. It must also determine whether those units meet the more stringent
requirements that are often imposed when local units seek to enforce those recommendations.

A further purpose of tracking is to ensure that operators and managers receive correct information
about revised operating procedures. Many reporting systems translate the recommendations that
are embodied within implementation plans into more accessible formats. For example, the US Amry
publishes information about such changes in its Countermeasures magazine. Very rarely, mistakes
can enter into a recommendation as it is translated between an implementation plan and the story
that is disseminated through these publications. Such errors have important safety implications if
they are not detected either by feedback from the recipients of this information or through careful
tracking by the operators of the reporting system:

\Thanks to all the sharp-eyed readers who noticed that we published the incorrect
maximum allowable speed for the M939A2 trucks in last month s Countermeasure . In the
article The Rest of the Story on page 12, the correct sentence should read, `...the board
checked the Army Electronic Product Support Bulletin Board via the Internet website
http://aeps.ria.army.mil/and discovered that there are two safety messages (GPM 96-
04, 131807Z and SOUM 98-07,081917Z) restricting the maximum allowable speed for
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M939A2 trucks to 40 mph (not 45 mph as previously stated) until antilock brakes and
radial tires are retro�tted. We're sorry for this error." [808]

Even if the intended recipients of an implementation plan successfully receive information about
revised working practices or material changes, there is no guarantee that they will act upon them.
Chapter 2 has described the problems of identifying the reasons that motivate non-compliance with
safety instructions. Some incidents are due to deliberate violations; operators may not understand
the safety implications of a failure to comply with particular instructions. Other incidents stem
from the operators' failure to understand the procedures that are required of them. These problems
can be illustrated by a recent incident in which the right-side track of an M113 Armoured Personnel
Carrier snapped. This prevented the driver from steering e�ectively. It also prevented any braking
maneuvers which increased the vehicle's pull to the left. Subsequent examination showed that the
pin on one block had worn through the metal parts that held it within the adjacent track block. A
deep gouge in the hull and signi�cant wear patterns on various track parts indicating a history of
improper track maintenance. The M113 crew had all of the necessary tools and manuals to identify
the problems. However, neither they nor the platoon leadership nor the company commander ensured
the proper implementation of preventive maintenance procedures (PMCS) and revised operating
regulations (DA PAM 738-750).

It is important to emphasise that such incidents often stem from multiple failures in the dissem-
ination of safety-related information. An individual's failure to act on a particular implementation
plan can have consequences that are compounded by their lack of information about other safety
issues. For instance, previous incidents had also resulted in a maximum speed limit of 25 miles
per hour being imposed on tracked vehicles, such as the M113, for the type of road that the crew
was driving on. The driver did not know these limits, and neither the vehicle commander nor the
squad leader traveling behind him took any action to make him slow down; \excessive speed con-
tributed to the track failure and to the rate of turn of the M113, which resulted in roll-over" [804].
Such incidents are important not simply because they reveal the problems of ensuring compliance
with the recommendations that have been made following previous incidents. They also illustrate
particular problems in the dissemination of information about the associated implementation plans.
It is, therefore, important that the managers of incident reporting systems track the analysis of
future incidents in order to assess whether or not previous recommendations are being disseminated
and acted upon by operational units. Previous paragraphs have described how the recipients of
an implementation plan may either explicitly refuse to revise their procedures or may neglect to
follow their requirements. In other situations, personnel may be motivated to comply with an im-
plementation plan but they may lack the necessary resources to follow its provisions. Necessary
resources can include the time and skills necessary to perform new procedures. They also include
any new components that are identi�ed in particular recommendations. Finally, the recipients of an
implementation plan may lack the �nancial resources that might otherwise be used to make-up any
shortfall in other resources. Ideally, such problems will have been considered and addressed during
the development of an implementation plan. It would, however, be unrealistic to assume that such
preparations would obviate the need to track the recipients' ability to satisfy the recommendations
in these plans.

There are situations in which the tracking of particular recommendations can reveal concerns
about the e�ectiveness of an implementation plan. During 2000-2001, the US Amry introduced an
Improved Physical Fitness Uniform (IPFU). This was intended to o�er improved comfort during
exercise. It was also intended to reduce accidents and incidents through the incorporation of re
ec-
tive material into the uniform. Many of the personnel who were issued with these uniforms were
clearly motivated to conform with these joint requirements; to increase personal comfort and ensure
visibility during exercise. The Safety Centre, therefore, received several enquiries about the e�ec-
tiveness of the improved uniform's re
ectivity. Subsequent investigations found that the uniforms
met their intended speci�cation and the comments were not triggered by either a design or produc-
tion defect. In consequence, the uniforms were not recalled in response to the end-users' concerns.
Instead, the Safety Centre emphasised that the uniform was not intended to be a replacement for
a luminous safety vest [811]. Such incidents are instructive because they contrast strongly with the
use of implementation tracking to detect violations. In this case, sta� were concerned to meet the
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recommendations that informed the development of the improved uniforms. They felt, however,
that the improved designs did not, however, o�er the necessary degree of protection. The US Army
safety Centre's response is also instructive. Instead of recalling the uniforms, their analysis of the
end-users comments revealed additional safety concerns. Personnel were potentially relying on the
protection o�ered by the uniform's re
ectivity rather than wear a safety vest.

Implementation oÆcers must track whether or not these validation and dissemination processes
have introduced undue delays into the implementation of safety recommendations. This can be
determined if a number of similar incidents occur before necessary changes are made to working
practices or to process components. Such tracking activities can also reveal a converse problem in
which recipients receive warnings well before they can act upon them. This occurs, for example,
when advisories are issued for equipment that has not yet been received by its potential operators.
In such circumstances, there may be an assumption that such warnings do not apply to their current
tasks and hence they may be ignored. This can be illustrated by the �ndings of an incident involving
one of the US Army's M939A2 wheeled vehicles on a public road [812]. Weather and road conditions
were good and the vehicle obeyed the planned convoy speed of 50 miles per hour. In spite of this,
the driver of an M939A2 failed to prevent the trailer that he was towing from `�sh-tailing' as he
started to descend a steep hill. One of the tires on the trailer blew and the truck rolled o� the road.
The subsequent investigation determined that the tires were well maintained and showed no defects.
Witness statements and expert testimony con�rmed that the vehicle was not exceeding the approved
speed limit. The investigation board's maintenance expert asked if the unit was aware of any Safety-
of-Use-Messages or Ground Precautionary Messages on the vehicle. At �rst, unit personnel said no.
They had only recently receivied their �rst two M939A2 trucks as replacements for older models.

\At that point, the board checked the Army Electronic Product Support Bulletin
Board via the Internet website http://aeps.ria.army.mil/ and discovered that there are
two safety messages (GPM 96-04, 131807Z and SOUM Investigators Forum 98-07,081917Z)
restricting the maximum allowable speed for M939A2 trucks to 45 mph until antilock
brakes and radial tires are retro�tted. Further interviews with unit maintenance person-
nel determined that they had seen the messages when they came out. However, since
the unit did not, at that time, have any M939A2 trucks, they did not inform the chain of
command. The lesson here is whenever your unit receives new equipment; it is good prac-
tice to check all relevant Safety-of-Use-Messages and Ground Precautionary Messages to
ensure that you and your personnel operate the equipment safely." [812]

Such incidents illustrate the problems that can arise when attempting to ensure that implementation
plans continue to be followed in the aftermath of previous failures. As we have seen, many modern
organisations are characterised by their ability to change in response to their environment, to market
opportunities and in response to technological innovation. This has several important consequences
for those who must track the implementation of safety policies. New devices will be introduced into
new working contexts. Those devices may be subject to previous recommendations that must be
communicated to the operators who must employ them within these new contexts. Similarly, new
devices may interact with other components or working procedures that were themselves covered by
existing recommendations. These changes can force revisions to existing guidelines and procedures.
It is also important to stress that many organisations bene�t from a dynamic workforce that moves
between di�erent production processes and regional areas. These workers carry their skill and ex-
pertise with them. There is considerable potential for them to apply procedures and regulations
that were appropriate in their previous working context but which can be potentially disastrous in
their new environment. In consequence, safety managers must typically �nd ways of ensuring that
implementation plans do not simply provide short term or local �xes for previous incidents. Track-
ing must continue until they are satis�ed that revised procedures and components are seamlessly
integrated into existing working practices throughout an organisation. As those procedures and
components change, it may be necessary to revise previous recommendations and again track any
consequent changes to ensure the continues safety of an application process.
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12.4 Summary

This chapter has argued that recommendations are made in response to the causal factors that
are identi�ed by incident investigators. Some organisations, including the US Air Force [794], have
argued that each recommendation must be related to a causal factor and that every causal factor
must be associated with a recommendation. If a causal factor is not addressed then there is a
possibility that a potential lesson will not be learned from a previous failure. If recommendations
are not associated with causal factors then these is a danger that spurious requirements may be
imposed for reasons that are unconnected with a particular incident. We have, however, pointed to
alternative systems in which recommendations can be derived from a collection of causal factors.
This often happens when investigators identify an incident as part of a wider pattern of previous
failures.

This chapter has also identi�ed a range of techniques that have been developed to help inves-
tigators derive the recommendations that are intended to prevent the recurrence of future failures
or the `realisation' of near-miss incidents. The `perfectability' approach is arguably the simplest of
these techniques. Given that many accidents and incidents are not the result of equipment failure,
this approach focuses almost exclusively on the human causes of an incident. Recommendations are
intended to perfect the performance of the fallible operators. An increasing number of researchers
and practitioners have spoken out against this technique by arguing that investigators must focus on
the context in which an error occurred [701, 342]. Instead they propose a more organisational view
of failure that focuses recommendations on `safety culture'. They have certainly provided useful
correctives to the `perfectability' approach. However, the backlash against `prefectability' has often
neglected the pragmatics of situations in which operators and managers assume some responsibility
for their actions.

Subsequent sections reviewed the use of heuristics to guide the development of recommendations.
These heuristics guide investigators away from interventions that are explicitly intended to rectify
speci�c instances of human error. They also provide useful guidance on the presentation and format
of potential recommendations. For instance, we have cited heuristics that encourage investigators
not to propose additional studies. Such recommendations often defer actions that are then not taken
when the results of additional research are not acted upon. Similarly, other heuristics are intended
to ensure that investigators consider what a recommendation is intended to achieve and who must
implement it.

A limitation with the heuristic approach is that it leaves considerable scope for individual dif-
ferences to a�ect the detailed interventions that are proposed in the aftermath of an incident. Enu-
merations and recommendation matrices have been developed to ensure some degree of consistency
between the �ndings of di�erent investigators. For example, US Army publications provide lists of
commonly recognise causal factors. The same documents also enumerate potential recommenda-
tions [796] These can be linked into matrices so that investigators can identify a number of potential
recommendations that might be used to address a particular cause. Unfortunately, this approach
only provides high-level guidance about potential interventions. The entries in a recommendation
matrix tend to be extremely abstract so that they can be applied to the wide range of incidents
and accidents that might be reported to complex and diverse organisations, such as the US Army.
In consequence, a number of more detailed accident prevention models have been developed. These
are generic only in the sense that they provide a high level framework for the drafting of proposed
recommendations. The intention is that investigators can re�ne them to a far greater level of detail
than is, typically, achieved in recommendation matrices. The barrier model has been described in
previous chapters as a causal analysis technique. The same approach can also be used to guide the
identi�cation of proposed recommendations.

An important limitation with all of the approaches that have been summarised in the previous
paragraphs is that they can be used to identify recommendations but not to assess their relative
importance or priority. This is a signi�cant issue for the safety managers who have to justify the
allocation of �nite resources in the aftermath of an incident or accident. In particular, they must
ensure that the greatest attention is devoted to those hazards that are most likely to recur and
which pose the greatest threat to the safety of an application. A number of proposals have been
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made to address these problems. Most of these attempt to synthesise incident analysis and risk
assessment techniques. Many practical and theoretical problems are raised by this synthesis. we
have illustrated those problems using the US Army's �ve stage process of risk analysis: identify
hazards; assess hazards; develop controls and make risk decision; implement controls; supervise and
evaluate. Previous paragraphs have described how the �rst three stages can be used to prioritise
recommendations in terms of the di�erence between an initial risk assessment and the residual risk
associated with both the particular causes of an incident and the more general hazards that an
incident helps to identify.

The residual risk that motivates the promotion of a particular recommendation will only be
achieved if the remedial actions are e�ectively implemented. The closing sections of this chapter
show how diÆcult it can be to validate the claims that are implicit within a risk assessment and
how hard it is to ensure conformance with recommended interventions. For example, we have brief
examined the problems of documenting recommendations so that others can understand precisely
what is intended and why it should be proposed. We have also looked at the diÆculties of ensuring
that accepted recommendations are implemented in good time across the many di�erent operating
units of complex organisations.

This closing sections of this chapter have stressed the importance of tracking recommendations.
It is important to obtain feedback about how remedial actions are being implemented throughout
an organisation. We have argued that implementation oÆcers must guard against non-compliance
and the deliberate violation of proposed interventions. Equally, they must ensure that the relavent
personnel are provided with access to the information that is necessary to implement a recommen-
dation. They must also ensure that this information is presented in accessible format that is easily
understood by those who must use it. The following chapter examines these presentation issues in
more detail. It not only considers how individual operators can be informed about the recommen-
dations that are intended to avoid future incidents. It also addresses the more general problems of
structure, format and dissemination that must be addressed when drafting incident reports. In con-
trast, Chapter 15 considers some of the problems that arise when investigators and safety managers
must gain an overview of the many previous incidents that can motivate sustained interventions in
safety-critical applications.



Chapter 13

Feedback and the Presentation of

Incident Reports

This book has argued that incident reporting systems can play a prominent role in the detection,
reduction and mitigation of failure in safety-critical systems. Previous chapters have reviewed a
number of elicitation techniques. These are intended to encourage operators to provide information
about near-miss incidents and about the failures that a�ect their everyday tasks. We have also
identi�ed the primary and secondary investigation techniques that must be used to recover necessary
information about these incidents. This information can be used to reconstruct the events leading to
failure. These models, in turn, help to drive causal analysis techniques. Finally, we have described
how each cause of a failure must be considered when drafting the recommendations that are intended
to avoid, or mitigate the consequences of, future failures. None of this investment in the analysis of
adverse occurrenses and near-miss incidents would provide any bene�ts at all if the �ndings from an
investigation cannot be communicated back to the many di�erent groups who have a stake in the
continued safety of an application process.

13.1 The Challenges of Reporting Adverse Occurrences

A number of problems complicate the publication of information about near-miss incidents and ad-
verse occurrences. Investigators must ensure that documentation conforms both to national and
international regulatory requirements. These constraints are better developed in some industries
than they are in others. For example, the Appendix to ICAO Annex 13 contains detailed guidance
on the format to be adopted by incident reports within the aviation industry [384]. A title must
be followed by a synopsis. The synopsis is followed by the body of the report which must contain
information under the following headings: factual information; analysis; conclusions and safety rec-
ommendations. Further guidance is provided about the information that should be presented under
each of these sub-headings. Annex 13 also provides detailed instructions on the procedures to be
adopted when disseminating the �nal report into an incident. This approach can be contrasted with
the guidelines provided by the International Maritime Organisation's (IMO) code for the Investi-
gation of Marine Casualties and Incidents adopted under Assembly Resolution A.849 [387]. This
provides detailed guidelines on the investigatory and consultative process that must precede the
publication of any report. It says almost nothing about the format and content of any subsequent
documentation.

The lack of national or international guidelines provides investigators with considerable 
exibil-
ity when they must document their �ndings about particular failures. It also creates considerable
uncertainty amongst those safety managers who must ensure `best practice' in the operation and
maintenance of reporting systems. This uncertainty is well illustrated by the UK National Health
Service; risk managers are responding to calls to introduce incident reporting systems without guid-
ance on the form that those systems should take. In consequence, a vast range of local initiatives
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have been started to develop appropriate formats that might be used to disseminate information
about adverse occurrences. The result is that hospitals have developed diverse approaches that both
re
ect local needs and which also make it very diÆcult to identify potential similarities between
related incidents in di�erent trusts. Further problems are created by the development of di�erent
national standards that can cut across these local initiatives. For example, the Royal College of
Anaesthetists has taken a leading role within the UK National Health Service by issuing detailed
guidance on how to gather data about critical incidents [715]. Unfortunately, the lack of national
guidance in other areas of the healthcare system has resulted in standardised formats being used
within certain areas of healthcare but not within others.

National and international standards are intended to support the exchange of information about
previous failures. The recipients of these documents can have con�dence that they will contain the
information that is necessary to inform any subsequent intervention. Later paragraphs will return
to the problems of encouraging this dissemination of incident reports between organisations that are
often seen as `natural' competitors. For now, however, it is important to recognise the pragmatic
problems that arise when attempting to draft minimum requirements for the formatting of incident
reports. The problems that arise when attempting to apply causal taxonomies and recommendation
matrices illustrate how hard it can be to anticipate the nature of future failures. Similarly, it can be
very diÆcult to predict what form an incident report should take beyond the generic and extremely
abstract categories that are proposed by the ICAO.

There is a tension between the need to encourage consistency between reporting formats and the
importance of allowing some 
exibility in the reporting of individual incidents. The diverse nature
of near-miss incidents and adverse occurrences has many further consequences of the drafting and
dissemination of incident reports. As we have seen, natural language is most often used to describe
the sequence of events leading up to a potential failure. The same medium is used to represent the
detailed causal analysis that will, eventually, support particular recommendations. Natural language
has the bene�ts of accessibility and 
exibility. No specialist training is required to understand it.
It can also be used to capture diverse aspects of an incident and its causes. Unfortunately, it can
also be ambiguous and vague about key aspects of an incident. It can also be diÆcult to follow
the large number of concurrent events that often characterise technological failure. Detailed timing
issues are not well represented and it can be diÆcult to form coherent natural language accounts
from the individual analysis of multi-disciplinary experts. The 
exibility of natural language can be
used to capture many di�erent aspects of an incident. This 
exibility is also a weakness because it
supports the variety of interpretations that can lead to potential ambiguities. Subsequent sections
will explore each of these issues in more detail.

13.1.1 Di�erent Reports for Di�erent Incidents

Previous chapters have emphasised the diverse nature of incidents within many industries. At one
extreme, they include low-consequence near-misses that border on process improvements rather than
safety issues. At the other extreme, reports provide information about high consequence failures that
cannot easily be distinguished from accidents rather than incidents. This diversity has an important
e�ect upon the nature of the documents that are used to disseminate the �ndings of an investigation.
For example, high-consequence failures are typically reported using a highly structured format in
which reconstruction is followed by analysis, analysis is followed by recommendations and so on.
This formal style of presentation can be illustrated by the US Coast Guard's table of contents for a
report into the loss of a �shing vessel [833]. What we have termed the reconstruction of the incident
is contained within the `�nding of fact' section. The causal analysis is partly contained within these
pages but is focussed on the `Conclusions' section:

Executive Summary 3
Hearing witnesses 4

Finding of fact 6
Background of People Key to the Investigation 6
Description of the Fishery 8
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Chronology 8
Description of the Vessel 28
Details of Vessel Surveys and Repairs 40
Stability Information 50
Vessel Management 66
External Environment 74

Conclusions 77
Recommendations 96

A similar format can be seen in the Australian Transportation Safety Board's (ATSB) Marine
Safety Investigation reports [52]. As with the previous US Coast Guard example, the table of
contents re
ects the detailed investigation that was conducted in the aftermath of the incident.
The reconstruction of the incident is contained within the `Narrative' sections. Causal analysis is
presented under `Comment and analysis'. There are some di�erences between this report and the
one described in the previous paragraph. Rather than presenting speci�c recommendations, the
ATSB investigators identi�ed contributing factors in the `Conclusions' section. The lack of proposed
interventions in part re
ects the nature of the incident. The report's conclusions identi�ed speci�c
procedural problems that contributed to the incorrect loading of this particular vessel. It can,
therefore, be argued that the wider publication of such speci�c recommendations would have had
marginal bene�ts for a more general audience. It also re
ects recent initiatives by the ATSB to move
away from a `perfective' approach towards a more `contextual' form of analysis:

Summary 1
Sources of information 2
Narrative 5

Sun Breeze 5
The incident 5
Loading at Bunbury 6
Sailing from Bunbury, the list and subsequent events 9

Comment and analysis 15
Evidence 15
The charter party 15
Stability of the vessel 15
Stability at �rst departure 16
Righting lever and heeling arm curves 17
Sun Breeze: Lightship KG 19
The Class Society 20
Cargo stowage 21
Notice of intention to load timber deck cargo 22
Stowage factors, cargo weights and the masters responsibility 23
Deck cargo lashings 23
Two scenarios for the incident 25

Conclusions 27
Submissions 31
Details of Sun Breeze 33
Attachment 1 31

Stability terminology and principles 35

The task of providing feedback from incident reporting systems is complicated by the di�erent
formats that are used to disseminate information about di�erent types of incident. For example, the
previous tables describe the formal structure that is typically associated with incidents that either
did, or might have, resulted in high-consequence failures. The level of detail included in the analysis
is indicative of the resources that have been invested in the investigation. In contrast, many less
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`critical' incidents are summarised by less formal reports. There are other reasons for exploiting
a range of formats. For instance, in many industries it can be diÆcult to persuade operators and
managers to read what are perceived to be long and complex documents about previous incidents that
may, or may not, have particular relevance for their daily activities. In consequence, investigators
often publish abbreviated accounts in a more `accessible' format. They summarise the events leading
to the failure and provide a brief causal analysis in two or three paragraphs. For example, the UK
Marine Accident Investigation Branch (MAIB) uses its Safety Digest articles to provide a brief
overview of previous incidents. Is possible to identify sentences that relate to the reconstruction
of an incident, to the �ndings of a causal analysis and to particular recommendations. The formal
distinctions that are re
ected in the section heading of the more exhaustive documents, illustrated
by the US and Australian reports, are not used in these summaries:

\The ro-ro cargo/passenger ferry SATURN was completing berthing operations along-
side a pier at Gourock. Prior to rigging the gangway, it was normal practice for a seaman
to throw the safety net ashore from the gangway gateway, which was normally secured
in the open position by hooks but, on this occasion, was not. As the net was thrown
ashore, part of it became entangled in one of the gates which caused it to close and knock
the seaman o� balance. He was caught in the net and fell overboard, landing heavily on
a pier timber before falling in the water. The seaman surfaced and, with the assistance
of another crew member, managed to hold onto a pier timber. Both were recovered from
the water by a fast rescue craft." [514]

This account provides a `vignette' or `failure scenario'. It describes an incident in an extremely
compact manner. Minimal information is provided about the more detailed contributory factors
that are considered in more formal reports. The previous summary does not explain the reasons
why the door was not secured. In contrast, it provides readers with a direct account of the catalytic
events that led to the incident and, most importantly, it illustrates the potential consequences of
such incidents. Such accounts have strong similarities with the `war stories' or anecdotes that are
an important means of exchanging safety-related information within teams of operators. This is an
important strength of such immediate accounts. It can be argued, however, that the lack of more
sustained analysis may limit any long-term e�ect on system safety.

The previous paragraph provides a relatively simple example of the use of incident vignettes.
Several regulatory agencies have developed variations on this approach. Investigators can use these
techniques to inform readers about speci�c safety issues. For example, there is a danger that short
vignettes will focus on the speci�c events that lead to a particular incident. It can then be diÆcult
for readers to identify the more general safety issues that a�ect the operation or activity that was
a�ected. There is even a danger that the readers of such incident scenarios will forget other safety
issues by focusing on the speci�c failure described in the report. In consequence, some incident
reporting systems use vignettes as a form of hook that is used to motivate readers to consider more
general safety issues. This can be illustrated by a US Coast Guard report into a particular incident
involving a group of sea kayakers:

\(they) unexpectedly encountered strong currents that resulted in three kayakers
being separated from the group and set out to sea. While their friends were set o�shore,
the main group was able to land their kayaks on a small island. Because a member of the
group now ashore carried a signal mirror, the group was able to attract the attention of
persons on the mainland, who in turn noti�ed the Coast Guard. Based upon information
from persons ashore, an intensive 5 hour e�ort was launched that eventually located and
recovered the missing kayakers. This incident underscores the need for proper planning
and signaling equipment, and revealed some of the inherent diÆculties in mounting open
water searches for objects as small as sea kayaks." [829]

The �nal sentence in this quotation presents the particular conclusion or �nding that can be drawn
from this speci�c incident. It also illustrates the way in which such recommendations can reveal a
great deal about the intended readership of the report. The vignette is clearly not intended for the
members of the rescue service. If this were the case then some additional detail should be provided
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about the \inherent diÆculties in mounting open water searches...". In contrast, the recommendation
is clearly intended for kayaking enthusiasts and to recreational sailors. After drawing this speci�c
conclusion, the Coast Guard report goes on to reminder the reader of a number of more general
safety precautions that should be followed when kayaking. The investigators place the speci�c
recommendations about how to prevent this particular incident within the wider context of voyage
planning and preparation. This is an extremely powerful technique. The particular circumstances
of the incident act as a direct and clear example of the potential consequence of failing to follow
safety information. It is doubtful whether the list of safety recommendations would have had the
same e�ect if they had been presented without the incident as a preface:

\Voyage planning: When planning a voyage, no matter how short or simple you
intend it to be, take a few minutes to leave a 
oat plan, including departure/arrival
times, number of people and color of kayaks with a responsible friend. If it's a spur of
the moment trip, write a plan just before you go and leave it in an envelope marked
\FLOAT PLAN" on the dashboard of your vehicle. Make sure to always monitor the
weather before and during your trip.

Know your limitations: You alone are the best judge of your own physical limitations,
the capabilities of your kayak, and most importantly, your ability to operate your craft
and gear. Respect the indiscriminate power of the sea along the exposed Maine coast,
and carefully avoid operating in restricted visibility, including fog, rain, and darkness..."
[829]

We are currently working on a number of studies that intend to determine whether or not such
presentation techniques have an impact upon decision making and risk-taking behaviour. A host
of methodological problems a�ect such investigations. It is diÆcult to identify a procedure to
demonstrate that individuals would be more likely to follow the safety guidance if they had been
informed about previous incidents. These issues will be addressed more directly in the closing
sections of this chapter when we look at the problems of validating the `e�ectiveness' of incident
reports.

13.1.2 Di�erent Reports for Di�erent Audiences

It is important to emphasise the diverse nature of those groups that have an interest in the �ndings of
an incident investigation. Other investigators must read the reports of their colleagues to encourage
consistent analysis and common recommendations to similar incidents. This also helps to sensitise
individuals to emerging trends within an industry. Designers and developers may also be concerns to
read incident reports in order to ensure that previous mistakes are not replicated in future systems.
The operators of the application processes that are described in an incident report must also be
able to access the recommendations that emerge from previous failures. This not only helps them to
understand any proposed revisions to their working practices, it also helps to disseminate information
about the consequences of previous failures and the potential for future incidents. These reports
must also be disseminated to the managerial sta� who supervise end-user activities. In particular,
safety managers must be informed of any recommendations. They are often required to ensure the
implementation of proposed changes. Regulators have an interest to track individual incidents. This
is important if they are to monitor the safety record of individual �rms. Such information helps
to guide the dissemination of best practice across between companies in the same marketplace. It
is also important from regulators to monitor the changing nature of incidents across an industry
if they are to identify potential patterns of failure. These comments apply to national regulators.
There have also been a number of international attempts to compare incident data from di�erent
countries, such as the IMO's work to collate incident reports.

National regulators and international bodies are not the only groups that are interested to learn
about the insights provided by incident reports. The general public are often concerned to read
the �ndings in these documents. This interest is often motivated by concerns over personal safety
issues, including consumer protection and healthcare provision. As we shall see, many investigation
agencies have responded to this concern by placing information about past failures on publically
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accessible web-sites. This wider interest is also being driven by an increasing willingness to engage
in litigation In consequence, legal practices are often concerned to follow the incident reports in
several industries. It is diÆcult to determine whether this public concern has been created by media
interest or whether media interest has been fuelled by the engagement of this wider audience. In
either case, it is important to acknowledge that all forms of the broadcast media and publishing
have an active interest in reports of previous incidents and accidents.

The diverse nature of the potential readership of an incident report creates problems for those who
must draft incident reports. Di�erent reporting formats o�er di�erent levels of support for particular
tasks. For example, operators are likely to require precise summaries and detailed guidance on
how to meet particular recommendations. Safety managers are likely to require more information
about what a recommendation is intended to achieve and how to demonstrate conformance with
its particular requirement. Investigators and lawyers are concerned to understand the reasons why
certain causes were identi�ed. They may also be concerned to ensure that recommendations provide
appropriate defences against any recurrence of speci�c causal factors. Designers and regulators will,
typically, require a higher degree of technical detail than system operators. Those responsible for the
implementation of future systems must also be able to generalise from speci�c failures to anticipate
whether similar problems might a�ect proposed designs.

Table 13.1 illustrates the range and diversity of reports that can be generated by a single insti-
tution. This summarises the reporting activities conducted by the Hong Kong Marine Department
[366]. Many of these publication requirements relate to more serious incidents and accidents. It is
important, however, to see the presentation and dissemination of less critical incident reports within
this wider context of regulatory and judicial requirements. The range of documents that must be
produced in the aftermath of an adverse occurrence or near-miss also imposes considerable logistical
demands upon such organisations. For instance, primary and secondary investigations may generate
interim reports that are intended to warn operators and supervisors of any short-term actions that
might help to avoid or mitigate any recurrence of an incident. These documents are, typically, su-
perseded by the �nal incident report that presents the outcome of the reconstruction, causal analysis
and recommendation techniques that have been described in previous chapters. As we have seen,
these reports trigger implementation advisories of various forms. These guide operators and man-
agers on the actions that must be taken to ful�ll particular recommendations. Finally, statistical
summaries can be derived from databases of individual incident reports. These summaries may
motivate issue-based reports that investigate a number of similar incidents.

It is diÆcult to underestimate the logistical challenge that is posed by the production and dis-
semination of these di�erent documents to the diverse groups that have an interest in a adverse
occurrence or near-miss incident. For example, the recipients of an initial noti�cation about short-
term corrective actions must be informed of any longer-term measures. If this is not the case then
groups and individuals may continue to exploit stop-gap measures to prevent the recurrence of pre-
vious failures. Safety managers must have access to updated statistical information if they are to
determine whether or not a newly reported incident indeed forms part of a wider pattern. If this
seems to be the case then they may have to obtain access to information about on-going enquiries
into these related failures. Similarly, it is important that the people who contribute incident reports
should receive updated information about the various levels of intervention that have been triggered
by their observations.

These distribution problems must, typically, be solved within short time-limits. It is important for
information to be disseminated in the aftermath of an incident. There is an obvious need to provide
guidance on any short-term corrective actions. There is also a need to prevent any rumours that
might be generated in the aftermath of an incident. Even in anonymous systems, it can be necessary
to warn operators about the potential for future failure and to publicise the results of any secondary
investigation. Conversely, it is important that any preliminary publications should not be premature.
Unsubstantiated speculation can create confusion when subsequent incident reports are forced to
contradict previous statements about the potential causes of an incident. These complexities not
only a�ect the safety managers and incident investigators who must combat the causes of future
incidents. They also a�ect the tasks of press oÆcers and media relations oÆcers. It is important
that initial releases about an incident should not a�ect the results of any subsequent investigation.
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Investigation Type Summary of Process Reporting Requirement
Informal Inquiry Carried out by investigation board

into less serious accidents. Director
of Marine accepts or rejects the re-
port and institutes follow up action.

No formal report is prepared but �nd-
ings may be included in a `Sum-
maries' page on a web-site.

Preliminary Inquiry
(Hong Kong Registered)

Director of Marine appoints profes-
sional oÆcer(s) to conduct investiga-
tion. Report by the appointed oÆcer
is submitted to the Secretary for Eco-
nomic Services with Director of Ma-
rine's observations and action. Secre-
tary for Economic Services accepts or
rejects the report.

If Marine Court is not ordered, usu-
ally the Preliminary Inquiry report
will be published. If Marine Court is
appointed then it reports to Chief Ex-
ecutive who can approve its publica-
tion and may accepts or rejects �nd-
ings/recommendations of the court.

Preliminary Inquiry
(Pilotage)

For minor incidents, Pilotage Author-
ity appoints a Board of Discipline.
Board of Discipline may then recom-
mend a caution, written warning, a
downgrade on pilot's licence or that
Board of Investigation be held. For
serious incidents, Pilotage Authority
commissions a Preliminary Inquiry.
This can result in Board of Investi-
gation.

Board of Investigation submits report
to Pilotage Authority. The Pilotage
Authority decides on the report's rec-
ommendations and decides whether
the report should be published.

Local Marine Inquiry
(In Hong Kong waters)

The Director of Marine orders a Lo-
cal Marine Inquiry for incidents oc-
curring in Hong Kong waters, to be
conducted by professional oÆcer(s).
The appointed oÆcers submit a re-
port to the Director of Marine. The
Director accepts or rejects the �nd-
ings/recommendations.

Findings are published as a report
or as a summary on the Department
web-site

Industrial Accident The Marine Industrial Safety Section
investigates incident involving repairs
to any vessel, break up of a vessel,
cargo handling etc.

The Investigating OÆcer submits re-
port to Director of Marine for seri-
ous or fatal accidents only. Direc-
tor of Marine accepts or rejects �nd-
ings/recommendations. No formal re-
port is prepared in most cases.

Conduct of Fitness
Inquiry

Director of Marine can initiate in-
quiry into conduct of Hong Kong
certi�ed oÆcer for \un�tness, mis-
conduct, incompetence or negligence
whether or not an accident has oc-
curred" [366]. Inquiry is conducted
by a judicial oÆcer. Person conduct-
ing the inquiry may cancel or suspend
certi�cate of competency/licence or
censure the holder.

A report is made to the Director of
Marine.

Table 13.1: Accident and Incident Reports by the Hong Kong Marine Department
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It is also important not to provoke immediate calls for action without careful consideration about
the justi�cation and potential risks associated with precipitate intervention.

As we have seen, a number of di�erent reports can be made about the same incident. Preliminary
reports must be revised in the light of a secondary investigation. Final reports are informed by
any subsequent causal analysis but their recommendations must be revised as regulators reassess
the utility of any interventions. Figure 13.1 presents an annotated 
ow-chart of the procedures
that support the New Zealand Transport Accident Investigation Commissions analysis of maritime
incidents [631]. The rectangles that are drawn with a double line are used to denote the various
publication activities that form part of a single incident investigation. These include the formal
delivery of the �nal report. They also include the distribution of preliminary drafts to the various
individuals and groups that have an interest in the outcome of any investigation.

Figure 13.1 extend the New Zealand process model with timing information. The investigation
should begin within twenty-four hours of an incident being reported. The safety commission that
oversees all investigations should receive a preliminary report within three days and so on. The
details of such estimates depend on the nature of the incident being investigated. As we have
seen, high risk incidents may justify the allocation of additional investigatory resources. In general,
however, such diagrams are useful because they provide a working schedule for investigators and
regulators. They also provide an important overview for operators and even for the general public
who may be keen to receive feedback about the course of an investigation. In order to validate such
timescales, it is important for investigators to assess the amount of time that must be spent at each
stage of the analysis. Few organisations take this as far as the US Federal Railroad Administration
who have estimated that is should take two hours to write an employee con�dential letter, �ve and
a half hours to review each employee statement, �ve hours to devise a monthly list of injuries and
illness and so on [233]. The key point is, however, that if timescales are published then there must
be some means of determining whether or not they are met. If they are routinely missed then either
additional resources must be committed to an investigation or more realistic timescales must be
published for the various participants in an investigation.

13.1.3 Con�dentiality, Trust and the Media

A host of social and contextual concerns also a�ect the dissemination of information about incidents.
Con�dentiality is arguably the most important of these issues. Many organisations are concerned to
ensure that reports are only disseminated to those groups that are perceived to have a `legitimate'
interest in their contents. Operators and managers are encouraged to read incident reports while
strenuous e�orts are made to prevent the press, lawyers and even regulators from accessing the same
documents. The sensitive nature of many incidents has also created situations in which organisations
are willing to sacri�ce some of the potential bene�ts from a reporting system in order to ensure that
information about previous failures is not disclosed to these `unauthorised' sources. The ultimate
examples of this sort of behaviour involve companies destroying incident databases to ensure that
lawyers cannot detect examples of previous failures that might indicate negligence in failing to
prevent subsequent incidents. Less extreme measures include the use of computer-based access
control mechanisms that restrict those documents that a user of the system can view without speci�c
permissions.

Some industries have also su�ered from a variant of the con�dentiality and security concerns,
mentioned in the previous paragraph. They have become the victim of `spoof' incident reports
that are intended to undermine public con�dence in their products [98, 104, 107]. These are often
created by disa�ected employees, by competitors or by individuals with moral and political objections
to particular industries. Within an organisation it is possible to exploit a range of technologies
to ensure that an incident report has been produced by an authorised individual or group. For
instance, electronic watermarking embeds a code within a �le. This code is diÆcult to alter without
corrupting the contents of the report but can easily be read by authenticating software to ensure
the provenance of the ocument. If the watermark code is derived from the date at which the �le was
last edited then this approach can also be used to detect cases in which a report had subsequently
been edited or `tampered with'. It is less easy to deal with spoof reports that originate from outside
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Figure 13.1: Simpli�ed Flowchart of Report Generation Based on [631]
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an organisation. In particular, it can be diÆcult for safety managers and public relations sta� to
respond to requests for information about incident reports that they know nothing about. This
creates particular problems given the concerns to preserve con�dentiality, mentioned above. Denials
that an incident report has been produced can be interpreted as an attempt to cover up potentially
damaging information.

Many incidents involve more than one organisation. Air TraÆc Management incidents often
stem from the interaction between di�erent national systems. Similarly, maritime incidents can
involve ships that are registered by di�erent Sates. Each can independently produce reports into the
same incident. In consequence, national and international regulators typically require some form
of coordination that is intended to encourage agreement before a �nal report is disseminated to its
intended recipients. This is illustrated by items 4 and 5 in the following section from the Marine
Accident Investigators' International Forum's Code for the Investigation of Marine Casualties and
Incidents. This code was adopted by IMO Assembly Resolution A.849 (2.0). The State conducting
an investigation should invite other \substantially interested" States to:

1. \question witnesses;

2. view and examine evidence and take copies of documentation;

3. produce witnesses or other evidence;

4. make submissions in respect of the evidence, comment on and have their views properly re-

ected in the �nal report;

5. and be provided with transcripts, statements and the �nal report relating to the investigation."
[387]

Unfortunately, such high-level guidelines provide little direct help if States are forced to resole any
di�erences over the analysis of an incident.

The diÆculties of drafting and disseminating incident reports are further complicated when
these documents can contain commercially sensitive information. Previous sections have argued
that previous failures provide important learning opportunities. There may be clear commercial
bene�ts to be gained from not sharing these lessons with rivals in the same market place. Similar
concerns can be seen within military `lessons learned' systems where new insights about previous
failures can provide direct operational bene�ts. In consequence, national and international initiatives
often rely upon regulatory intervention to ensure that safety-related information is disseminated as
widely as possible. This laudable aim raises further questions about the format and presentation
of the information that is to be shared. Participation is such schemes often implies that local
systems have to conform to the minimum data standards that ensure the consistency and integrity
of the common dataset. At best, these national and international presentation requirements can be
integrated into existing local formats. There are, however, instances when these wider requirements
are perceived to impose unnecessary additional burdens [423]. It can also be argued that these
requirements reduce the e�ectiveness of local systems if they prevent investigators from tailoring the
presentation of particular information to their immediate audience. In consequence, many systems
maintain multiple versions of an incident report. An internal version can be developed to provide
readers with detailed information about the particular local circumstances that contributed to a
failure. There may also be a more generic account that is provided to national and international
regulators. These accounts supplement the aggregated statistical data about incident frequencies
that are described in Chapter 15.

Several problems can arise from attempts to maintain `separate' accounts of the same incident.
Firstly, it can be costly to support the production, distribution and maintenance of these di�er-
ent versions of a report. This can involve the duplication of validation activities to ensure that
each account conforms to di�erent local and national requirements. There are also additional costs
associated with the archiving and retrieval of each report. As we shall see, this can involve the de-
velopment of two separate but linked information management systems. Secondly, it can be diÆcult
to ensure that these separate accounts are consistent. Even if di�erent accounts are maintained for
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the best of reasons, there may still be a suspicion that internal reports are `clean-up' or `sanitised'
before being distributed more widely. This can be illustrated by incident reporting across European
Air TraÆc Management systems. In one example, the manager of a national reporting system knew
that a colleague in a neighbouring country had been involved in the analysis of a high-criticality
air proximity violation. He was then surprised to see that they did not report any high-criticality
incidents in their annual returns to EUROCONTROL. Their colleague later demonstrated that
the incident did not ful�ll the requirements that EUROCONTROL publish for such high-criticality
mishaps. National safety managers had increased the level of criticality associated with the event
because it was perceived to o�er a number of key insights for the systems operating in that country.
Such examples illustrate how inconsistencies between local and national or international reporting
systems can arise from the best of intentions. There are other instances in which they re
ect the
deliberate `manipulation' of safety-related information.

This section has brie
y introduced some of the problems that complicate the presentation of
information about previous failures. Chapter 15, in contrast, looks at the complexities that arise
when investigators must conduct statistical analyses of aggregate incident data. In contrast, the
remainder of this chapter looks at some of the existing and proposed solutions to these problems
that a�ect individual incident reports. The analysis is structured around three generic issues that
a�ect all reporting systems:

� how to structure the presentation of an incident report?
As we have seen, there are national and international guidelines on the information that should
be included within an incident report. These guidelines are not, however, available for many
industries. When they are available, for example within the �eld of aviation incident reporting
[384], they typically only provide high-level guidance about what sections should be included.
They do not provide the detailed advice that is necessary when investigators begin to draft
detailed accounts of previous incident. This lack of guidance has resulted in a number of
poorly formatted reports in which readers have to refer to information that is distributed
across dozens of pages of analysis in order to gain a coherent overview of a particular mishap;

� it how to ensure the e�ective dissemination of incident reports?
Previous sections have described how the tension between a need to distribute incident reports
to the many di�erent groups and individuals who can make use of them and the need not to
jeopardise con�dentiality. There is also a concern to restrict `unauthorised' media intrusion.
Other systems avoid these tensions by deliberately adopting an open distribution policy. This
can create problems if contributors are reluctant to submit reports that can be seen by a broad
audience. Irrespective of the overall dissemination policy that is adopted, investigators face
considerable logistical problems in issuing and updating information about previous incidents.
Increasingly, electronic information systems are being used to reduce the costs associated with
paper-based distribution. These systems are often Internet based and come with a host of
implementation issues that must be considered before such applications can e�ectively re-
place more traditional techniques. They dom, however, o�er considerable bene�ts in terms of
monitoring the rate at which incident reports are accessed by their intended recipients;

� how to validate the presentation and dissemination of incident reports?
Many incident reporting systems have been criticised because too much attention goes into the
elicitation of data and too little goes into the e�ective application of that data to avoid future
incidents [701]. It is, therefore, critical that some means be found of validating the particular
presentation and distribution techniques are used to disseminate the lessons of previous failures.
This creates a host of problems. For example, Chapter 5 has described the Hawthorne e�ect
that can bias the results that are obtained when users know that their actions are being
observed [686]. In a similar manner, direct questions about the utility of incident publications
can elicit responses that may not provide accurate information about their true value.

The importance of ensuring the e�ective dissemination of incident reports should not be under-
estimated. Unless employees are provided with authoritative information about previous failures
then informal networks can grow up to exchange `war stories'. These `war stories' provide important
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learning opportunities because they often encapsulate users' experiences during adverse occurrences.
Unfortunately, they often over-dramatise particular incidents [749]. They can also recommend po-
tentially unsafe interventions that contravene accepted working practices. These informal accounts
are also dangerous because they exist as a form of `distributed knowledge' that exists outside the
standard safety management procedures. There is no guarantee that all sta� will be told the rel-
evant anecdotes [342]. Nor is there any certainty that appropriate actions will be taken to resolve
the underlying failures that lead to the adverse incidents that are described in these accounts.

It is important to identify the intended readers of a report before investigators decide upon an
appropriate structure or format for the information that is to be presented. As mentioned in the
previous paragraphs, the di�erent recipients of an incident report will have di�erent information
requirements. Tables 13.2, 13.3, 13.4 and 13.5 illustrate how information-needs grids can be drawn
up to support this analysis. A separate tabular form is produced for each participant in the in-
vestigatory process. As can be seen, we have initially focussed on regulators, executive oÆcers of
board members, safety managers and operators. In local systems, some of these tables might be
omitted. Some of the duties associated with safety managers might instead be allocated to sys-
tem operators and hence the information needs would have to be revised appropriately. In larger,
more formal systems, it would be necessary to introduce additional tables. For example, we have
already described important distinctions between the information that is required by national and
international regulators. Similarly, distinctions between di�erent types of operator might result in
additional tables being introduced to re
ect their di�ering information requirements.

Regulators Reconstruction Causal Analysis Recommendations

Initial Report An initial report of the
events leading to the inci-
dent and an indication of
the additional information
sources to the analysed

A summary of the likely
causes based on the ini-
tial report together with
a preliminary account of
any similar incidents. Sev-
eral causal hypotheses are
likely at this stage.

Any immediate measures
to be taken in the after-
math of the incident.

Final Report A detailed description of
what happened during the
incident together with ex-
plicit justi�cation of that
account citing the evidence
to support each hypothe-
sised event in the recon-
struction.

A documented causal anal-
ysis using one of the recom-
mended techniques intro-
duced in previous chapters
of this book. This analysis
may be presented in nat-
ural language but should
be supported by an ap-
pendix documenting semi-
formal or formal reasoning.

A detailed analysis of
the proposed recommen-
dations describing what,
when, who and how they
are to be implemented (see
Chapter 12).

Annual
Summary

Reconstruction information
may be omitted in a statis-
tical summary or annual re-
port. It should, however,
be possible for regulators to
work back from the items
in the summary to the more
detailed �nal report.

If a causal taxonomy is
used, see Chapter 11, then
the codes or identi�ers for
each causal factor should
be included in the statisti-
cal returns.

If a recommendation tax-
onomy is used, see Chap-
ter 12, the statistical anal-
ysis should include infor-
mation about the corre-
lation of those codes to
causal factors.

Table 13.2: Generic Information-Needs Table for Regulators

Each information-needs table identi�es the di�erent documents that are used to disseminate
information about an incident to a particular participant group. For instance, Table 13.2 denotes
that regulators should receive an initial noti�cation in the aftermath of an incident. They should
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also receive a copy of the �nal report and an annual summary of data about all incidents that have
occurred. Of course, this is not an exhaustive list. Additional interim reports may be required in
some industries. Similarly, Chapter 12 has argued that closer regulatory intervention can be required
to monitor and validate the implementation of particular recommendations. These caveats illustrate
the generic nature of the information contained in Tables 13.2, 13.3, 13.4 and 13.5. The rows in the
table must be tailored to re
ect the information needs of the particular participants that are being
considered.

The columns of each table identify the information that should be included within each of the
documents that are issued to a particular participant. The generic information-needs tables in this
chapter re
ect the distinctions that have been used to structure previous chapters. Information
about the reconstruction of events is followed by a causal analysis. This, in turn, supports the
presentation of recommendations. Again, however, additional columns can be introduced to re
ect
the more detailed information requirements that are speci�ed in some industries. For example,
Tables 13.2 to 13.5 might be extended to explicitly denote whether each document should contain
information about mitigating factors or about the failure of particular barriers. Other document-
speci�c information can also be included within these tabular forms. For example, Chapter 12 has
argues that it is essential to devise a timescale for the production and delivery of information in the
aftermath of an incident or accident. If this is not done then there is a danger that important safety
measures will be delayed. There is also a danger that potential contributors will be disillusioned by
the lack of progress in addressing safety concerns. Such timetable information can be introduced
into as an additional column within an information-needs table. We have not done this because
such re�nements can jeopardise the tractability of the tabular format. This problem might be
addressed by drawing up a di�erent information-needs table for each document that will be provided
to participants in the investigatory process.

Information-needs tables are intended to help investigators identify what information must be
provided to each of the participants in an investigation. Each row of the table can be used to
summarise the information that they must receive. It can also be used to explain the reasons why it
is necessary to provide this information to regulators, executive oÆcers, safety managers, operators
and so on. The information that is contained in each of these tables can be used in a number of
ways. For example, the simplest approach is to view each row as a speci�cation of the information
needs for a single document that is to be provided to a particular group of recipients. This technique
would result in a �nal report being produced for regulators that was quite di�erent from the version
of the �nal report that is presented to executive oÆcers. The former would focus more on the generic
insights derived from the incident while the latter form might provide board members with more
detailed information about particular local factors. Of course, any proposed di�erences between
these versions of a �nal report would have to be approved by the intended recipients. Previous
sections have mentioned the suspicions that can be aroused when the internal versions of an incident
report is di�erent from that delivered to a regulatory organisation.

An alternative application of information-needs tables is to use them to derive requirements
for single documents that are intended to support di�erent participant groups. This is done by
identifying similar information needs that might be addressed within a single publication. For
example, there are strong similarities between the information that `�nal reports' are intended to
provide to regulators, board members and safety managers. By collating the respective requirements
into a single table, it is possible to construct a checklist that can be used to determine whether any
proposed report satis�es the individual requirements of each group. If a draft report does not, for
example, provide safety managers with enough information about the potential need for additional
data logging techniques, then it can be redrafted to support these potential recipients. Alternatively,
investigators might choose to split-o� this participant and draft a separate report to satisfy their
particular information needs.

No matter which approach is taken, the underlying motivation for these tables is that they focus
the investigators attention on the recipient's information needs. If these are not considered early in
the drafting of a report then there is a danger that individuals and groups may be denied important
feedback about the course of an incident investigation. Conversely, there is a danger that some
participants may be deluged by a large volume of apparently irrelevant information. Each table is
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Board Reconstruction Causal Analysis Recommendations

Initial Report Executive oÆcers within
the organisation must be
informed as quickly as pos-
sible about the course of
events leading to an inci-
dent or accident. They
must provide any neces-
sary recourses to support a
primary investigation and
must coordinate any re-
sponse to the media.

The causal analysis must
summarise the preliminary
�ndings but should stress
any areas of uncertainty to
ensure that precipitate ac-
tion is avoided.

Initial recommendations
should be presented in the
form of a risk assessment or
cost-bene�t trade-o�. The
most plausible worst case
costs and consequences of
potential future failures
should be summarised.
The potential interventions
should be identi�ed to-
gether with any potential
adverse `side-e�ects' and
their likelihood of prevent-
ing recurrence in the short
to medium term.

Final Report This should provide an ex-
ecutive summary of the
events leading to an inci-
dent together with all of
the information that will
be provided to the regula-
tor so that high-levels of
management can respond
to questions from the reg-
ulator if necessary.

The products of a causal
analysis should be sum-
marised together with ref-
erences to the methods
used and documentation
that was produced. This is
important if strategic deci-
sions are to be justi�ed by
a detailed understanding of
the mechanisms that led to
previous failures.

The �nal report to execu-
tive oÆcers must include a
detailed list of recommen-
dations. They must justify
the allocation of resources
that are required to investi-
gate how to achieve the ob-
jectives that are speci�ed in
the recommendations sec-
tion of any report.

Implementation
Updates

Refer back to �nal report
unless new evidence has
been obtained.

Refer back to �nal report
unless new evidence has
been obtained.

Detailed information must
be provided about attempts
to validate the successful
implementation of particu-
lar recommendations. This
should include information
from the statistical analy-
sis of incidents and acci-
dents that will be provided
to the regulators, see Ta-
ble 13.2, but will be pro-
vided to management on a
more frequent basis.

Table 13.3: Generic Information-Needs Table for Executive OÆcers
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Safety Manager Reconstruction Causal Analysis Recommendations

Initial Report The safety manager is re-
sponsible for overseeing the
secondary investigation of
an incident. They must
be able to determine what
is initially thought to have
happened so that they
can direct further investi-
gation.

Initial reports from a pri-
mary investigation provide
partial insights into the
causes of an incident. They
are, however, critical if
safety managers are to allo-
cate appropriate analytical
resources. For instance, an
initial causal analysis may
indicate a need to provide
human factors expertise or
to consult with equipment
suppliers.

Safety managers must
safeguard systems in the
aftermath of an incident.
They must, therefore, con-
sider ways of implementing
those recommendations
that they consider to be
warranted.

Final Report Safety managers will not
only need to know the ev-
idence that supports ele-
ments of a reconstruction,
they also need to deter-
mine whether any addi-
tional logging or tracking
equipment might be re-
quired to gather additional
evidence about future inci-
dents.

Safety managers must be
able to determine whether
or not similar causal fac-
tors have contributed to
previous incidents. They
may also need to assess the
e�ectiveness of the analy-
sis performed by their in-
vestigators, this may im-
ply greater access to the
supporting analytical docu-
mentation that is required
by other parties to an inves-
tigation.

Safety manager coordi-
nates the implementation
of recommendations and
so must be able to unam-
biguously determine the
intentions behind particu-
lar proposed interventions.
They must then initiate
the process of determin-
ing how to achieve the
recommended objectives.
The safety manager will
be responsible for produc-
ing the implementation
reports that are passed
to executive oÆcers, see
Table 13.3.

Table 13.4: Generic Information-Needs Table for Safety Managers

intended to tailor the provision of information to the particular needs of each recipient rather than
allowing the provision of information to be determined by ad hoc requests.

After investigators have identi�ed the information needs that are to be satis�ed by particular
reports, it is then necessary to consider the most appropriate more or form of presentation. The
`mode' of presentation refers to the medium of transmission. Most incident reports are printed,
although an increasing number are being published using electronic media. Some reports continue
to be delivered orally, especially in the immediate aftermath of an incident when participant must
focus their attention on mitigating actions. For example, Section 67 of the Honk Kong Shipping
and Port Control Ordinance requires that the owner, agent or master of a vessel to �le an oral
or written report within twenty-four hours of an incident occurring [365]. The format of a report
refers to the content, structure and layout of information that is delivered by a particular mode.
For instance, a written report may have to be submitted using an approved form. Alternatively,
national regulations may simply specify the information that is to be provided without imposing
any particular requirements on the particular form of presentation. For instance, section 80 and 81
od the Hong Kong Merchant Shipping (Safety) Ordinance states that the Director of Marine must
be informed of any noti�able incident. This report does not have to be in a `prescribed format',
however, the form M.O. 822 \Report of Shipping Casualty" is `recommended' [365].

Previous chapters have reviewed a range of di�erent formats that can be used to support the
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Operator Reconstruction Causal Analysis Recommendations

Initial Report Even in con�dential sys-
tems, other operators may
be aware that an inci-
dent has occurred. It is,
therefore, often important
to brie
y summarise the
events that led to the inci-
dent so that short-term ac-
tion can be taken to prevent
future recurrence.

An initial causal analysis
may also be issued with the
intended bene�cial e�ect of
reducing unnecessary spec-
ulation. This may, how-
ever, be premature in most
cases.

The recommendations that
are made in the initial
aftermath of an incident
must be limited by the in-
formation that is available
to investigators and super-
visors. It is important that
no changes should be made
that increase the likelihood
of other forms of failure.

Implementation
Report

It is important that opera-
tors receive feedback about
the eventual outcomes of
any investigation. This
feedback is the single most
critical factor in eliciting fu-
ture contributions to most
reporting systems. The
feedback must provide a
detailed account of what
happened, this inevitably
involves some compromise
with the need to preserve
con�dentiality. Detailed ac-
counts of what happened
can be used to provide op-
erators with the `bigger pic-
ture' of events that they
may not have witnessed
during an incident.

Operators often form their
own view of the causal fac-
tors behind an incident.
These views may be mod-
i�ed or contradicted by
the outcome of an oÆ-
cial report. It is, there-
fore, important to justify
particular �ndings. This
must, typically, be done
without the use of the
semi-formal or formal tech-
niques that supported an
analysis given that most
operators will have no ex-
perience of those tech-
niques.

It is essential that opera-
tors understand the impli-
cations that particular rec-
ommendations have upon
their working practices.
They must not only be in-
formed of what they must
do and why, they must also
be informed of the conse-
quences of non-compliance
and of proposed validation
activities.

Table 13.5: Generic Information-Needs Table for Operators

presentation of information about particular aspects of an incident. For example, Chapter 8 has
described how plans and maps can be used to supplement event based reconstructions of the events
that contribute to particular failures and near-miss incidents. The same chapter also examined
a range of photorealistic and model-based virtual reality techniques that have been speci�cally
developed to support the electronic dissemination of information about particular events. In contrast,
Chapters 10 and 11 have presented a number of formal and semi-formal approaches to causal analysis.
These can play an important role in justifying the �ndings that are made in many �nal reports.
Current documents have often been criticised because they lack any detailed justi�cation of their
causal �ndings [469, 426]. Why-Because graphs, ECF charts and MORT tables might all be used to
format the presentation of information with particular reports. Similarly, Chapter 12 has introduced
recommendation matrices, barrier summaries and risk analysis matrices that can all be used to
document proposed interventions.

There is a tendency to satisfy the information requirements that are identi�ed in Tables 13.2 to
13.5 using the products of those techniques that were used during the course of an investigation. For
example, Table 13.2 argues that regulators must be provided with a detailed causal analysis as part
of a �nal report. If investigators had themselves used ECF analysis to identify any causal factors
then it would be relatively straightforward to use ECF charts within the body of their submission
to national or international regulators. This would ignore the prime injunction to consider the
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recipient before drafting and disseminating any incident report. Within some industries, it may
be entirely appropriate to exploit this semi-formal technique both to direct and document a causal
analysis. In most industries, however, it would not be appropriate to expect that regulators would
be familiar with this approach. In consequence, investigators must �rst ask whether or not the
recipient of a document might be able to use any proposed form. If the answer is no, or might be
no, then that form must typically be supplemented by the use of natural language descriptions. In
many situations, it can be diÆcult for investigators to determine whether or not participants might
exploit the semi-formal and formal techniques that have been explicitly developed to support incident
analysis. Similarly, it can be diÆcult to determine whether electronic presentation techniques provide
an adequate alternative to more conventional modes. The closing sections of this chapter, therefore,
describe validation techniques which might demonstrate that MORT, ECF etc can satisfy recipients'
information needs.

13.2 Guidelines for the Presentation of Incident Reports

The previous paragraphs have argued that both the mode and the format of incident reports must be
tailored to the information needs of the intended recipients. If those recipients have limited access to
computers then there are few bene�ts to be gained from attempts to exploit electronic presentation
techniques. Conversely, if the intended recipients' usual mode of working requires on-line support
then it can be particularly frustrating for them to search through, and maintain, archives of paper-
based incident reports.

13.2.1 Reconstruction

Chapter 8 has considered the use of computer-based simulation techniques to support incident
reconstruction. Chapters 9 has also described how investigators can exploit a range of graphical
and textual notations to model the events leading to an adverse occurrence. This section looks at
how investigators can communicate the products of this analysis to the wider audiences that were
identi�ed in the previous paragraphs of this chapter. In particular, we focus on the use of prose
descriptions to describe the events that lead to near-miss incidents and adverse occurrences. This
decision is motivated by the fact that Chapters 8 and 9 provide a detailed overview of graphical
techniques. Subsequent sections in this chapter will also focus on recent advances in the use of
computer-based techniques to support these prose reconstructions.

A number of constraints limit the extent to which investigators can tailor the presentation of
incident information to support the particular needs of the intended recipients. In particular, they
must ensure that each report satis�es any applicable national or international requirements. This can
be non-trivial. For example, the AUSREP and REEFREP Australian maritime reporting systems
both exploit a message format for submitting initial reports that complies with IMO Resolution
A648(16) of 19 October 1989. The initial reports feed into systems that comply with the International
Convention for the Safety of Life at Sea (SOLAS) Chapter V regulation 8-1, adopted by the IMO
in 1996. The format of the reports derived from these systems must comply with the more recent
IMO investigatory code [387].

National and international requirements often provide detailed guidance on the information that
must be included in any reconstruction of an adverse occurrence or near-miss incident. For example,
the reporting of maritime in incident in the UK is covered by the Merchant Shipping (Accident
Reporting and Investigation) Regulations 1999. These require that the master of a vessel must send
a report to the Chief Inspector of the MAIB using the quickest means at their disposal [347]. In any
event, the report must arrive within twenty-four hours of the incident taking place. These initial
reports must contain: the name of the ship and the vessel number or IMO identi�cation; the name
and address of owners; the name of the master, skipper or person in charge; the date and time of
the accident. The report must also state where the vessel was from and where it was bound; the
position at which the accident occurred; the part of ship where the incident occurred if on board; the
prevailing weather conditions; the name and port of any other ship involved; the names, addresses
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and gender of people killed or injured. Finally, the initial report must also provide brief details of
the incident, the extent of damage and whether it caused any pollution or hazard to navigation.

There can often be several di�erent sets of applicable national and international regulations cov-
ering the dissemination of incident reports. It is possible to identify two di�erent types of informa-
tion requirement that are speci�ed in these documents: declarative data and incident chronologies.
Declarative data provides the contextual information about a system and its working environment.
These details often `set the scene' for incident chronologies. Textual and graphical time-lines fo-
cus less on the state of the system or environment prior to an incident. Instead, they focus more
directly on the events leading to particular failures. The previous paragraph illustrated how the
MAIB maintains relatively high-level requirements for this declarative and `procedural' information.
Other organisations have far more detailed requirements for the information that must be provided
when reconstructing an incident. For example, the following list summarises the Marine Accident
Investigators' International Forum [519] requirements that have been adopted by the IMO [387].

1. Particulars of voyage:
Port at which voyage commenced and port at which it was to have ended, with dates; details
of cargo and draughts (forward, aft and midships) and any list; last port and date of departure
and Port bound for at time of occurrence; any incident during the voyage that may have
a material bearing on the incident, or unusual occurrence, whether or not it appears to be
relevant to the incident; plan view of ship's layout including cargo spaces, slop tanks, details
of cargo, bunkers, fresh water and ballast and consumption.

2. Particulars of personnel involved in incident:
full name, age, capacity on board and details of injury; description of accident; person super-
vising activity; �rst aid or other action on board; certi�cate of Competency/Licence: grade;
date of issue; issuing country/authority and any other Certi�cates of Competency held; time
spent on vessel concerned and experience on similar vessels and experience on other types of
vessels experience in current capacity and experience in other ranks; number of hours spent
on duty on that day and the previous days; number of hours sleep in the 96 hours prior to
the incident; any other factors, on board or personal, that may have a�ected sleep whether
smoker, and if so, quantity and normal alcohol habit together with information about any
alcohol consumption immediately prior to incident or in the previous 24 hours; whether under
prescribed medication and any ingested non-prescribed drugs and records of drug and alcohol
tests.

3. Particulars of sea state, weather and tide:
direction and force of wind; direction and state of sea and swell; atmospheric conditions and
visibility; state and height of tide, in particular, the direction and strength of tidal and other
currents, bearing in mind local conditions.

4. Particulars of the incident:
type of incident together with date, time and place information; details of incident and of
the events leading up to it and following it; details of the performance of relevant equipment
with special regard to any malfunction; persons on bridge, in engine room and location of
master and chief engineer; mode of steering (auto or manual); extracts from all relevant ship
and, if applicable, shore documents including details of entries in oÆcial, bridge, scrap/rough
and engine-room log books, data log printout, computer printouts, course and engine speed
recorder, radar log, etc; details of communications made between vessel and radio stations,
SAR centres and control centres, etc., with transcript of tape recordings where available; details
of any injuries/fatalities; voyage data recorder information (if �tted) for analysis.

5. Assistance after the incident:
if assistance was summoned, what form and by what means; if assistance was o�ered or given,
by whom and of what nature, and whether it was e�ective and competent; if assistance was
o�ered and refused, the reason for refusal.
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It is important to emphasise that this is a partial list that is intended to be applicable to all types of
incidents. Additional guidelines describe the more detailed information that must also be included
when reports are submitted after groundings, collisions, �res etc. Such guidelines help to identify the
information that should be included when documenting the events leading to an incident. They do
not, however, provide detailed guidance on the format or mode of submission. As we have seen, the
UK regulations simply require that masters make their initial report by the fastest means possible.
The IMO's guidelines recognise that both initial and �nal reports can be submitted in a range of
formats to be determined by the legal requirements of each State.

The IMO's requirements not only a�ect the initial information that must be reported in the
aftermath of an incident. They are often used to guide the presentation of subsequence documents,
including the �nal report. This can be illustrated by the Transportation Safety Board of Canada's
report into the striking of a dock with an unloading boom from a bulk carrier [786]. The reconstruc-
tion of the incident begins with a section that presents background `factual' information in a tabular
format. This is illustrated in Table 13.6. This format illustrates how information requirements, such
as those proposed by the IMO, can be proceduralised. The rows of the table act as a prompt to
ensure that investigators provide necessary information.

ALGOBAY
Port of Registry Sault Ste. Marie, Ontario
Flag Canada
OÆcial Number 372053
Type Self-unloading Bulk Carrier
Gross Tons 21,891
Length 222.51 m
Draught Forward: 8.05 m
Aft: 8.11 m
Built 1978, Collingwood, Ontario
Propulsion Two 10-cylinder Crossley Pielstick (10PC2-3V-400)

diesel engines; 7870 kW total. Single controllable-
pitch propeller and bow thruster.

Number of Crew 24
Registered Owner Algoma Central Marine Sault Ste. Marie, Ontario

Table 13.6: Canadian TSB Tabular Preface to A Maritime Incident Report [786]

Such tabular summaries provide the contextual details that are required by national regulations,
such as the Merchant Shipping (Accident Reporting and Investigation) Regulations 1999, and inter-
national guidelines, such as the IMO investigation code. They provide an overview of the technical
details that are necessary in order for the reader to understand the nature of the vessel or vessels
that were involved in an adverse occurrence. They also act as useful points of reference or aide-
memoires that the reader can refer to as they consider a report. Rather than having to look through
dense paragraphs of prose, it is possible to go back to this initial table as a reference point for
information about the vessel and her crew. The example illustrated in Table 13.6 is relatively brief.
Extended versions of these summary tables have been used in incident reports for other modes of
transport. For example, the UK Air Accident Investigation Branch exploits a similar approach to
record the registered owner of the aircraft involved in an incident, the operator, the aircraft type,
the nationality of the operators, their registration, the place, date and time of the incident [15].
They use a similar tabular format to summarise information about the operators who are involved
in an incident. These tables include the sex and age of the individual, the status of any operating
licence, their rating, medical certi�cation, the start of any relevant duty period, the time of their
previous rest period and so on.

Such tabular forms help to structure the presentation of information that must be present if an
incident reports is to conform to particular industry guidelines. They are declarative representations.
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The facts that they describe, typically, hold throughout an incident. They cannot easily be used to
describe more dynamic aspects of an incident. Table 13.6, therefore, illustrates a common means
of prefacing more detailed reconstructions of a near-miss incident or adverse occurrence. Natural
language descriptions are used in most reports to describe the way in which particular events con-
tributed to an incident. This can be illustrated by the paragraphs that follow Table 13.6. A section
entitled `History of the Voyage' follows this summary. It describes how the vessel departed Superior,
Wisconsin, at 17:10 eastern daylight time on the 7th June 1999 carrying a cargo of 26,137 tons of
coal. The opening sentences of the narrative, therefore, satisfy more of the information requirements
speci�ed in the IMO's code. Unlike the contextual information that is summarised in the tabular
format, illustrated in Table 13.6, this information is integrated into the description of the incident.
As mentioned, it can often be diÆcult to locate such necessary information in large sections of prose.
It is, therefore, important that check-lists be developed so that investigators can ensure that a report
satis�es national and international requirements prior to publication.

After having presented the contextual information summarised above, the report goes on to
describe the events immediately preceding the incident. As with most incident reports, a discussion
of more latent causes is postponed until the analysis sections. The narrative is often presented
in as simple a form as possible. There is an attempt to minimise any additional commentary
on the signi�cance of particular events. This too is postponed until the subsequent sections of
analysis. This is an important strength of many incident reports because the readers' interpretation
of particular events is not biased by a premature commentary. Equally, however, it can be diÆcult
for readers to determine which events in a narrative will turn out to have a critical signi�cance
for the causal analysis and which are introduced to provide additional background. For instance,
the following quotation presents the subsequent sections of the `History of the voyage' section in the
Transportation Safety Board of Canada's report. It is diÆcult to determine whether the unscheduled
maintenance will or will not play a signi�cant role in the course of the incident until readers complete
the remaining paragraphs:

\On the morning following departure, as the vessel crossed Lake Superior, the chief
engineer, with the authorisation of the master and shore management, shut down the
port main engine for unscheduled repairs. At 17:45, the vessel advised Vessel TraÆc
Services that the passage through the locks at Sault Ste. Marie and the St. Marys River
would have to be conducted with one engine. Permission was granted by the United
States Coast Guard and Sault Ste. Marie harbour master. Before arriving at the Sault
locks, the vessel had developed a one and one-half degree list to port. Concerned with
low water levels in the St. Marys River and the 10 cm of extra draught the list would
have created, the master ordered the second oÆcer to lift the unloading boom and slew
it to starboard as the vessel departed Poe Lock at 0225 on June 9. In doing this, it
was hoped that ballast water remaining on board in the No. 3 port ballast tank would
be displaced to starboard and the list corrected. As the boom was being lifted from its
saddle, it began swinging to port. Despite attempts by the second oÆcer to check its
movement with the slewing controls, the boom accelerated outwards until it contacted
the front of the accommodation at an angle of 90 degrees to the vessel." [786]

At �rst sight, it would appear that the unscheduled maintenance is no more than a contextual
detail. Investigators mention it in the report because it represents an unusual event that took place
before the problems with the boom. In subsequent paragraphs, however, the reader learns that as
soon as the boom began to hit objects on the shoreline the master put the engine to `full astern'.
Unfortunately, this overloaded the single remaining engine. The watchkeeping engineer, therefore,
informed the master that he would have to reduce power. The master eventually arrested the vessel's
forward motion by ordering the lowering of the stern and both bow anchors. This illustrates the
manner in which the unscheduled maintenance removed a potential barrier, the main engine, that
might have prevented further damage once the incident had begun. This argument is not explicitly
presented in the incident report until the analysis section. In consequence, it is very easy for readers
to overlook the signi�cance of the maintenance event even as they read about the problems of
putting the remaining engine `full astern'. As mentioned, this technique avoids prejudicing the
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reader. By separating the reconstruction and the analysis, individuals are encouraged to form their
own hypotheses before reading the investigators' interpretation. On the other hand, this approach
can be deeply frustrating. During recent interviews, a safety managers referred to the `Perry Mason'
or `Agatha Christie' style of incident reporting. The reader never understands the true signi�cance
of a particular event until they read the �nal pages of a report. As a result, they must re-read the
report several times in order to identify the way in which the elements of a reconstruction contribute
to a causal hypothesis.

A Structural Analysis of Incident Reconstructions

There are a number of di�erent ways in which investigators can structure their presentation of the
events leading to an incident. For example, they can use prose accounts to summarise the elements
of graphical time-lines such as those introduced in Chapter 9. This approach describes events in
the order in which they occurred during an incident. Alternatively, investigators can exploit a
more thematic approach in which the time-line leading to a failure is described from one particular
perspective. Subsequent paragraphs then go back to the beginning of an incident to present the

ow of events from another perspective. These di�erent approaches have a number of strengths
and weaknesses. For example, readers can easily trace the ordering of events if they are described
in the order in which they occurred. This can, however, create a false impression. The reader is
presented with a global view of all the events that occurred across a diverse system for each point of
time. The participants in an incident, typically, would not be in such a fortunate position. Further
problems a�ect the use of more thematic approaches. If investigators describe the course of events
from particular perspectives then it can be diÆcult for readers to piece together an overview of the
concurrent failures that often characterise many incidents. The following list, therefore, summarises
these di�erent techniques for structuring the presentation of a prose reconstructions:

� a single chronology;
As mentioned, this approach simply reconstructs the time-line leading to an incident. Each
signi�cant event is described in chronological order. This provides a relatively simple overview
of an incident. An important bene�t of this approach is that readers can quickly scan the text
to identify what events occurred at any particular point in time. This scanning is facilitated
by using time-stamps as marginal notes that can act as indices into particular paragraphs:

08:00 repairs were begun; however, while removing the cylinder head from the engine, it
was discovered that a cylinder head stud was broken and would have to be replaced.

08.30 (est.) The chief engineer, who had previous experience with this type of repair, informed
the master of the situation and revised his estimated completion time upwards to 24
hours.

... ...
20:00 the head tunnelman reported to the chief engineer that he had �nished raining and

cleaning the hydraulic system. The chief engineer indicated that, be cause the head
tunnelman was unfamiliar with the procedure to bleed the air from the hydraulic
system, he decided to wait until daylight the following morning.

The limitation with this approach is that events from many diverse areas of an application
process can be listed next to each timestamp. This can create problems because these entries
will not be uniformly distributed over time. This implies that for any particular system,
there may be relevant information scattered across many dozens of paragraphs. This imposes
considerable burdens upon readers who want to piece together what happened to a particular
subsystem or operator.

� a single chronology with backtracking;
A number of further problems a�ect the use of single chronologies to structure the presentation
of any incident. As we have seen, catalytic and latent events are not uniformally distributed
across the time-line of an incident. Typically, initial failures may lie dormant until a number
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of triggering conditions defeat any remaining barriers. This creates problems because it can
be diÆcult for readers to gain an overview of an incident. An initial description of the latent
failures can quickly become swamped by the mass of details that typically accompany any pre-
sentation of catalytic failures. Many investigators have responded to this problem by starting
the reconstruction of an incident with a brief overview or summary of the events leading to a
failure or near miss. Subsequent paragraphs then go back to the start of the catalytic failures
to examine those events in greater detail. The Transportation Safety Board of Canada's report
exploits this approach. The initial summary, presented in previous paragraphs, is followed by a
more detailed reconstruction of the engineering and maintenance activities during the incident:

\At 0800 on June 8 the repairs were begun; however, while removing the cylin-
der head from the engine, it was discovered that a cylinder head stud was broken
and would have to be replaced. The chief engineer, who had previous experience
with this type of repair, informed the master of the situation and revised his esti-
mated completion time upwards to 24 hours. As the work would be conducted near
the running starboard main engine, the chief engineer suggested that the vessel be
stopped in Lake Superior for the duration of the repair. In consultation with the
master and chief engineer, the company engineering superintendent decided that the
vessel should proceed towards Sault Ste. Marie in case further shore support was
needed for the repairs. During the previous sailing season, the vessel had operated
for several months on one engine, including during passages through the American
locks at Sault Ste. Marie..." [786]

This is intended to provide readers with the contextual framework, including latent failures
and mitigating factors, that is necessary to understand the signi�cance of particular catalytic
events. Unfortunately, this approach also su�ers from a number of limitations. In particular,
the use of a more detailed chronology for catalytic failures can reduce the amount of attention
that is paid to latent failures. This potential bias is often countered by reports that devote
most of the subsequent analysis sections to the longer-term causes of an adverse occurrence or
near-miss incident.

� multiple thematic chronologies;
Previous chapters have attempted to distinguish between incident reconstruction, which ex-
plains what happened, and causal analysis, which explains why an incident occurred in the
manner that it did. These distinctions have been maintained because they are, typically, re-

ected in the structure of most incident reports. An initial discussion of the events leading
to a failure are then followed by a discussion of the causes of those events. These distinctions
can, however, become blurred in some reports. For example, some accounts are structured
around several di�erent chronologies. These time-lines each re
ect a particular analytical ap-
proach to the incident. For example, an account of the human factors failure may precede a
description of the events that contribute to any system failures. The subsequent analytical
sections in the incident report are then used to `weave' together the individual events that are
included in these di�erent chronologies. An explanation of systems failure may be given in
terms of human factors issues, or vice versa. This approach has much to recommend it. The
individual chronologies can be used to demonstrate that analysts have considered a suitable
range of potential causal factors before performing their analysis. The causal analysis, in turn,
provides an explicit means of unifying these disparate accounts. There are, however, a number
of problems with this approach. It often makes little sense to provide a chronology of operator
actions without also considering the system behaviours that they were responding to and were
helping to direct. Their are logistical problems in ensuring consistency between these multiple
chronologies. It can also be expensive to recruit and retain the necessary technical expertise
to construct these di�erent perspectives, especially in small-scale local systems.

� multiple location-based chronologies;
A variation on the previous approach is to present di�erent chronologies that record the events
taking place within particular locations or subsystems during an incident. For instance, the
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report can describe the events on the bridge before describing what happened in the engine
room. This approach provides readers with some impression of what happened to individuals
and systems within that particular location. It avoids the false `global' view that can often
makes readers wonder why operators did not intervene to rectify what to them is an `obvious'
problem. There is, however, no guarantee that readers will avoid this potential pitfall even if
location-based chronologies are used to structure a report. Each successive account contributes
to their understanding of an incident. The cumulative insights that can be obtained from
reading each of these accounts would clearly not have been available to operators or line
managers. There are also more pragmatic problems. It can be diÆcult to ensure that these
di�erent accounts are consistent with each other, especially when materials and other forms of
communication pass between di�erent locations. A common 
aw in this form of incident report
is to �nd that a message has been sent from one location but that its receipt is never mentioned
in subsequent descriptions. In such circumstances, the reader cannot easily determine whether
the message was never received or that it did arrive and the investigator simply omitted to
mention its receipt in their reconstruction.

This is a partial list, investigators have used a number of hybrid techniques that draw from several
elements of this list. Many reports also combine textual chronologies with some of the graphical
and diagrammatic reconstruction techniques that were introduced in Chapters 8 and 9. Subsequent
sections of this chapter will describe how these combined approaches have recently been combined to
support the on-line publication of incident reports. For now, however, the key point is that investi-
gators must consider the consequences that prose chronologies have upon the intended recipients of
the report. If an extended single chronology is used then investigators can help readers to navigate
a reconstruction by providing timestamps as marginal indices and by using di�erent paragraphs
to describe concurrent events in di�erent areas of the system. If investigators do not consider the
potential weaknesses of these formats then there is a danger that the resulting document will fail to
support the various user groups that have been identi�ed in previous paragraphs.

The task of reconstructing an incident does not simply depend upon the chronology that is
developed. Investigators must also determine what to include and what to omit from any recon-
struction. The following list summarises potential guidelines that might be used for determining
what information should be included in a reconstruction:

1. is the information required by regulators?
Bodies such as the IMO enumerate the information that must be provided in many incident
reports. These requirements typically focus on declarative data about the type of system that
was involved in an incident. It can be diÆcult to identify a suitable format with which to
present this information. The statistical nature of much of this data lends itself to tabular
formats rather than the prose descriptions that are used in other sections. They also focus on
gathering information about the catalytic events leading to a failure.

2. is the information necessary to understand catalytic events?
Chapter 10 has shown how ECF analysis can proceed by reconstructing the 
ow of events back
from the point at which energy was `transferred'. Conversely, investigators might use P-Theory
to work forward from the �rst event that deviated from the normal pattern of operation. In
either case, there is a focus on the catalytic events that contributed to an incident. It may
seem to be relatively straightforward to present this material. The previous paragraph has,
however, summarised the problems that arise when concurrent interactions can contribute to
the course of an incident.

3. is the information necessary to understand latent events?
We have also argued that it is important to understand the longer-term factors that contribute
to an incident. For example, Chapter 3 described how systems may not be in a `normative'
state for many years. For example, working practices can evolve to remove important barriers.
This creates considerable problems for the investigators who must determine how best to
present this material. If a linear chronology is used then it may not be easy for readers to
understand how an apparently insigni�cant event contributed to an eventual incident. The
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signi�cant of that description may only emerge many dozens of pages later. Alternatively, if
backtracking is used then the latent events can be described together with more immediate
`triggering' conditions. As we have seen, however, such techniques can provide a perspective
that was not available to operators at the time of any failure.

4. is the information necessary to support the narrative of other events?
Some events are included not because they are essential to the readers' understanding of an
incident but because they link other more important events. These events can create consid-
erable confusion. For instance, many investigators maintain the distinction between analysis
and reconstruction by separating them into di�erent chapters of a report. In consequence,
it can be diÆcult for readers to distinguish between these `�ller' observations and latent or
catalytic events. They can, therefore, help to spark alternative causal hypotheses that must be
explicitly rejected in any subsequent analysis if readers are to be satis�ed by the investigators'
interpretation of events.

5. is the information necessary to eliminate certain hypotheses?
One means of restricting the number of putative hypotheses that might be evoked by any
reconstruction is to explicitly provide information about events or conditions that were not
apparent during an incident. For example, investigators often begin a reconstruction by pro-
viding information about the prevailing weather conditions. If they were bad then readers
are informed of a potential cause of any failure. This information is, however, also included
for incidents that occur under favourable conditions so that readers can better interpret the
subsequent chronology. Such techniques must be used with care. It can be argued that in
seeking to inform the readers' interpretation of key events, investigators may be introducing
an unwarranted bias into their accounts of an incident.

6. does the information describe a failed barrier?
Investigators often decide to provide information about the protection mechanisms that were
intended to protect a system and its operators. These events often stand-out from reconstruc-
tions because they describe how cross-checks were not made. They may also describe decisions
that were contradicted or countermanded to achieve particular operational goals. As with the
previous items in this list, the presentation of such information can create certain problems
for those who must draft incident reports. Many chronologies describe these checks without
explicitly stating that this was an opportunity to protect the system from a potential failure.
This is an appropriate approach because the reconstruction of what happened is separated
from the causal analysis of why it happened in that way. Equally, however, it can lead to dis-
jointed accounts where catalytic events are interrupted by accounts of apparently insigni�cant
conversations between key personnel. It may then take many pages before readers learn that
these conversations might have prevented or mitigated the consequences of the incident.

This is a partial list. Chapters 8 and 9 present further requirements for the information that must
be considered by any reconstructions. These requirements can also inform the presentation and
dissemination of information to the readers of incident reports. For instance, investigators must
extend the scope of any reconstruction to include remedial or mitigating actions. We have not
extended the list to explicitly include these items because they have already been addressed in the
previous chapters. In contrast, the items in this list describe the issues that must be considered
when presenting particular elements of a reconstruction. For instance, it can be diÆcult for readers
to understand the role that a latent failure can play in an incident if it included in a reconstruction
without any supporting explanation. The elements in this list also help to highlight a number of
more general issues. For example, investigators may decide to separate analysis from reconstruction
in the manner recommended by the previous chapters of this book. This does not, however, imply
that readers will simply switch o� their analytical skills as they read a reconstruction and then
switch them back on again as they start the section labelled `analysis' or `�ndings'. For example, it
is tempting to interpret any situation in which an individual questions the safety of an operation as
a failed barrier. A reader who forms this belief while reading the reconstruction of an incident may
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retain this impression even if subsequent sections do not consider the event any further and if the
operation has little in
uence on the outcome of an incident.

A Case Study in the Literary Criticism of Incident Reports

The following paragraphs use a report that was drafted by the ATSB to illustrate some of the
issues raised in the previous paragraphs. This case study was chosen because the investigators
exploit a simple single chronology with limited backtracking. It, therefore, exploits a relatively
simple narrative structure. s will be seen, the form of analysis that is applied to this incident
report resembles the techniques that are used in literary criticism. This is entirely intentional.
It is important to recognise the prose techniques that investigators often implicitly exploit when
drafting their reconstructions of adverse occurrences. As we shall see, these techniques often have
an important impact upon the readers of an accident report. The report concerns a stability problem
that a�ected a merchant vessel, the Sun Breeze. The reconstruction begins with a textual summary
of the declarative information that was provided Table 13.6 in previous incident reports:

\The Panama 
ag Sun Breeze is a 11,478 tonne deadweight general cargo vessel, owned
by NT Shipping SA. It was built in 1998 by Miura Shipbuilding Co Ltd of Japan and
is classed with ClassNK (Nippon Kaiji Kyokai). The vessel was delivered to the owner
on 9 February 1999, six months prior to the incident. Sun Breeze is 109.30 m in length
overall, has a beam of 19.8 m and a summer draught of 9.264 m. Propulsive power is
delivered by a seven-cylinder Akasaka diesel engine developing 5,390 kW driving a single
�xed-pitch propeller and providing a service speed of 13.5 knots..." [52]

This declarative summary continues by describing the dimensions of the vessel's holds and its ballast
capacity. It also described the previous expertise of the crew. For example, the master `had sailed as
mate for �ve years on general cargo ships, log carriers and bulk carriers and had 22 years experience
in command of various vessels, mainly bulk carriers' [52]. The reconstruction then goes on to de-
scribe how `no untoward incidents' were reported on previous voyages between Japan and Indonesia,
Singapore, Malaysia and Thailand. The report then focuses on the chronology of events leading to
the incident. The master received a fax from the charterers of his vessel on the 2nd August. His
voyage instructions were to load a minimum of 10,000 m3, `up to the vessels full capacity' of jarrah
and karri... The instructions also described how there were approximately 650 packs of 4.2 metre
lengths of timber, 650 packs of 3 metre lengths, 20 packs of 4.5 metre lengths and 820 packs of 6
metre lengths. The master calculated that this would require some 14; 354m3 without any allowance
for broken stowage [52].

Previous paragraphs have considered how the Sun Breeze case study satis�es the declarative
requirements imposed by the IMO. The opening pages of the narrative describe the vessel, its
crew, the cargo and the nature of the proposed voyage. The report then goes on to trace latent
communication problems between the master and the company that was chartering his vessel. He
tried to �nd out if they wanted to load the minimum agreed �gure of 10,000 m3? If so then the
entire cargo could be loaded underdeck. If not then did they want to load the 14,354 m3 of cargo
in the instructions? The shippers acting on this presumption had prepared to load about 15,000
m3 of cargo. This would exceed the vessel's bale capacity. The charterers replied by noting that
the cargo had been �xed with them on the basis of lump sum freight and that the vessel had been
accepted. This illustrates the way in which the ATSB investigators use the preliminary paragraphs
to reconstruct the situation that was faced by the master of the Sun Breeze before he commenced
the loading of his vessel. This is important because it enables the reader to follow the way in which
the context for an incident developed from its initial stages. Readers are informed of the relationship
between the charterer and the master. He voiced his concerns but was ultimately reminded of the
contract that he was expected to honour. His concerns were also partly addressed by the development
of a loading plan that met the charterer's requirements. It is also important to note that, although
the opening sections of the chronology provide important information about the context in which the
incident occurred, they only hint at the events that eventually threatened the safety of the vessel.
It would surprise the reader to �nd that the incident did not involve the way in which the cargo was
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stowed on-board the Sun Breeze. Equally, however, the opening paragraphs provide few cues about
the eventual nature of the incident. This narrative technique avoids the problems associated with
reconstructions that provide information that could not have been available to the participants in
an incident.

The report follows a simple, single path chronology. The background events, mentioned above,
are followed by an account of the more immediate events that led to the incident. The Sun Breeze
arrived at Bunbury at 23:24 on 15 August 1999. Subsequent paragraphs describe how loading
commenced at 09:00 on the 16th August. It is important to emphasise, however, that many incident
reports exploit a number of di�erent chronologies. For example, the ATSB's reconstruction goes
on to develop a multiple, location-based chronology. The report surveys the operations to load the
cargo. While this was going on, the report also describes how the third mate took various steps to
improve on these operations. Previous paragraphs have mentioned the burdens that this can impose
upon readers. It can be diÆcult to reconstruct the time-line of events that led to an incident if
individuals must piece together the partial orderings of multiple chronologies. This problem is often
apparent in the marginal notes that are made by the readers. For example, printed incident reports
often contain informal sketches and time-lines that individuals have made to help them keep track
of the parallel events that are described in the sequential accounts of prose reconstructions.

Previous paragraphs have argued that readers cannot simply disengage their critical and analyt-
ical faculties as they read the reconstruction section of an incident report. In consequence, there is
a continual temptation to �lter and analyse the information that is presented in any account. This
can be illustrated by the following paragraph from the ATSB's report. At one level, it describes
how the ship's master managed to convince the harbour master that he knew how to address any
stability concerns. At another level, the same prose can be interpreted as describing the failure of a
barrier that might have prevented the incident. Previous paragraphs in this chapter have described
a number of reasons why investigators might include particular information in an incident report.
It is important to recognise that a careful reading of such documents will yield not only the basic
event structure in any reconstruction but also the investigators intentions behind the presentation
of particular information:

\Between 06:00 and 09:00 that morning, after loading had been completed, the har-
bour master noted that the ship initially had a list to starboard of about 4 degrees. It
then had port list of about 4 degrees before becoming upright. He became concerned
about the vessels stability... The harbour master went on board Sun Breeze at about
15:00 to discuss the vessels stability with the master. The ship was upright then and
the harbour master recalled the master saying that he was going to transfer fuel oil from
high tanks to low tanks to provide additional stability. The master gave the harbour
master a copy of the stability calculation for the vessels departure condition, indicating
that the GM, after correction for free surfaces e�ects in tanks, was 47cm. The harbour
master asked the master how he knew what the weight of the cargo was and whether
the packs of timber were marked with weights. The master said that the packs were not
marked with weights and that he had estimated cargo weights by draught survey. The
masters reply gave the harbour master the impression that the master knew what he was
doing." [52]

Investigators have clear intentions when they introduce such narratives into incident reconstructions.
They describe how a potential barrier, provided by the harbour master's stability checks, were cir-
cumvented. The question that this paragraph raises is whether or not the intended audience for a
particular report would be able to identify this intention as they read the narrative reconstruction.
The previous sections of this book have introduced accident and incident models that provide seman-
tics for terms such as `barrier', `target', `event', `condition' and `catalytic failure'. These concepts
form part of a vocabulary that many readers of an incident report will not have acquired. This
has important consequences. Some readers will be able to interpret the intention behind particu-
lar elements in a reconstruction. Other readers of the same document may view them as random
observations that seem to contribute little to the overall report. These individuals may require con-
siderable help in the subsequent analysis if they are to �lter the mass of contextual information and
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`�ller' events to identify key aspects of an incident. The closing sections of this chapter will describe
a range of validation techniques that can be used to determine whether or not such di�erences can
jeopardise the e�ective communication of safety information within an incident report. As we shall
see, however, these techniques have not been widely applied and there is little empirical evidence
about individual di�erences in the interpretation and analysis of incident reports.

One of the key problems in reading an incident reconstruction is that it can be diÆcult to
distinguish key events from the mass of background detail that investigators often include in their
accounts. As mentioned, these background details include contextual information that is necessary
to establish the circumstance in which an incident occurred. They also include the less important
`�ller' events that link together other more signi�cant aspects of an incident. This can be illustrates
by the ATSB's description of the events that occurred immediately after the Sun Breeze left Bunbury.
The �rst sentence can be described as a �ller; `When the harbour master disembarked at 18:15, he
returned ashore and drove back to the wharf where Sun Breeze had been berthed, watching the
ship'. The second sentence provides important information that must be supported by interviews
that were conducted after the incident had occurred; `he had some lingering concerns about the
vessels stability but, when there seemed to be no problems as the vessel proceeded outbound, he
returned home'. Readers face a number of further problems in anticipating what will and what will
not turn out to be key elements of any reconstruction. For example, the same paragraph in the
report continues; `the vessel was being set to the east by the tide and he adjusted the course to
335 degrees, using about 5 or 10 degrees of port rudder to do so'. It is diÆcult to determine how
important the bearings will be for the subsequent analysis of the incident. An initial reading cannot
determine the signi�cance to attach to the change of course. One consequence of this is that the
reader of an incident report often have to read reconstruction sections several times after having
read a subsequent analysis in order to understand how particular events contributed to an eventual
incident [749].

The previous paragraphs in this section have presented a structural analysis of the ATSB report.
For instance, we have shown how this document exploits several di�erent chronological structures. A
single linear thread can branch into consecutive accounts that each depict parallel events in di�erent
locations. It has been argued that this can impose signi�cant burdens on the reader of an incident
report who must piece together these accounts in order to derive an overview of the events leading to
a near miss or adverse occurrence. Similarly, we have identi�ed some of the problems that can arise
from the usual practice of presenting a reconstruction before any causal analysis. Some readers may
be forced to re-read narrative accounts several times before they can place key events within the
time-line of an incident. We have also argued that it can be diÆcult to entirely separate analysis from
reconstruction. A careful reading of an incident reconstruction will not only provide information
about the `
ow' of events, it can also reveal the investigators' intentions behind the presentation of
particular events. This structural analysis should not obscure the importance of the prose that is
used in any reconstruction. Investigators must tailor their use of language so that readers can clearly
follow the 
ow of events. It is important that the prose should not over-dramatise the incident by
adding literary e�ects that do not contribute to the exposition. The ATSB avoid this potential
pitfall and provide a valuable example of the precise and concise use of language to describe what
must have been an `extreme' situation:

\The 3rd mate changed back to manual steering and ordered 10 degrees of port helm
to bring the vessel back on course. At this time, the vessel started listing to port. The
mate, who was on the bridge at the time, told the 3rd mate to telephone the master. The
masters phone was busy so the 2nd mate went below to call him. When the mate was
on his way to the bridge to take over the watch, he noticed that the vessel was taking a
port list. He thought that the vessel might have taken a 15 degrees list but, by the time
he got to the bridge, the vessel was coming upright again. He telephoned the master
asking him to come to the bridge, after which the vessel took a starboard list. When the
master returned to the bridge the list was about 15 degrees or 20 degrees to starboard.
He stopped the engine. The rudder was amidships but the vessel was still turning to
starboard. The list continued to increase as the vessel turned slowly. The ship attained
a maximum list of about 30 degrees to starboard before it reduced to about 25 degrees.
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At about this time, lashings on the cargo on no. 1 hatch top released when securing clips
opened and nine packs of timber were lost over the side." [52]

The prose that describes subsequent events also exhibits this sparse but e�ective style. It also
provides further examples of the way in which a single chronology will branch at key moments during
an incident. In particular, the report uses consecutive parallel chronologies to describe the remedial
actions on shore and on-board the vessel. The basic structure is further complicated by the use of
consecutive time segments. In other words, an initial paragraph describes how a distress broadcast
was received by a volunteer group who, in turn, triggered the response on-shore. A subsequent
paragraph then describes the crews' actions while the police and harbour master were coordinating
their e�orts. A further paragraph then resumes the account of the shore-side activities. This
technique is similar to the way in which movie directors frequently cut between parallel streams of
`action'. It is, however, a diÆcult technique to sustain throughout the many pages of prose narrative
that can are presented in many incident reports. As in many �lms, the di�erent strand of activity
that we have termed `chronologies' are brought together by joint e�orts to resolve the incident: The
harbour master drove to the pilot boat and eventually helped to coordinate the use of the tug Capel
to disembark some of the Sun Breeze's crew. A single chronology is then resumed as the report
describes how the master reduced the list to about 5 degrees by altering the ballast in the vessels
tanks. A surveyor joined the Sun Breeze and performed more detailed stability calculations. These
identi�ed problems both in the previous assumptions that had been used by the crew and in the
factors that had been included in their calculation. The vessel eventually berthed again at Bunbury,
where the cargo was secured and some of the packs were removed; `the vessel sailed at 2005 on 25
August for the discharge port in China, arriving there at 0600 on 10 September 1999 without further
incident' [52].

Less Detailed Reconstructions...

The directness of the prose style that is used in the ATSB report is even more important for
incident reports that summarise less critical failures. These documents may be limited to a few
brief paragraphs that must not only reconstruct the events that led to the incident but must also
document any analysis and summarise the subsequent recommendations. Space limitations are not
the only constraint that complicates the task of drafting these less formal accounts. The national
and international requirements, listed in previous pages, do not apply to the less `critical' failures
that may only be reported to internal company schemes. Greater diversity is permitted for incidents
which are perceived to o�er a relatively low risk from any potential recurrence. A report into a minor
workplace injury need not record the position of the captain and the chief engineer, as required under
the IMO guidelines that were cited in previous paragraphs. Similarly, the information that is required
in any reconstruction is also tailored according to the audience. The exhaustive lists of information
requirements compiled for the UK MAIB and the IMO are intended to ensure that national and
international regulators can access necessary details. This amount of contextual information is often
irrelevant to the masters, operators and employees who must endeavour to avoid future incidents.
Investigatory agencies, therefore, do not include all of the informations that is provided in a �nal
report to them when they disseminate accounts of an incident or accident to the industry that they
protect. This point can be illustrated by the summary reports that various agencies have published to
disseminate information about previous incidents These documents strip out much of the contextual
information and what we have described as `�ller' details to focus in on particular hazards. As
can be seen, four sentences are used to reconstruct the near-miss incidents. The investigators also
summarise the recommendation to ensure that fuel containers are separated from potential ignition
sources and secured to prevent shifting:

\Portable space heaters are frequently utilised on-board vessels in this �shery to warm
divers and to keep sea urchins from freezing. Coast Guard personnel have observed, at
sea, a number of �shing vessels using these portable heaters while also carrying portable
fuel containers, including those used to carry gasoline for outboard engines. If gasoline or
other 
ammable liquids are carried on-board a vessel it is critically important to ensure
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that these items are well separated from any potential ignition sources and secured or
lashed in place to prevent shifting. Accidental spillage of any 
ammable liquid, especially
gasoline, in the vicinity of an open 
ame source can result in a catastrophic �re that will
quickly engulf a vessel." [827]

Such brevity and directness is achieved at the cost of much of the detail that is provided in the
previous example of the Sun Breeze report. Relatively little is said about the range of heaters
and storage devices that were observed on the vessel. Nor do the Coast Guard state whether or
not they saw any particularly hazardous uses of space heaters and fuel storage containers. It can
be argued, however, that such details are irrelevant to the intended readers of this account. The
Coast Guard have identi�ed a generic problem based on their observation of previous incidents. The
recommendation is also suitably generic so that individuals can apply the advice to guide their daily
operations.

It might appear from the preceding discussion that the level of detail that is provided in any
reconstruction should simply re
ect the nature of the incidents that are being reported on. The
Sun Breeze was an inherently more complex incident, involving potentially greater risks from any
recurrence than the `simpler' problems observed by the US Coast Guard. The ATSB could have
summarised the previous incident in a few lines; `various communications failure contributed to a
failure to correctly load the cargo, this ultimately compromised the stability of the vessel'. Such
a summary would strip out necessary information so that readers would have little opportunity to
gain the many insights that the investigators derived from their more detailed reconstruction of this
incident. Conversely, 20-30 pages of reconstruction could have been devoted to the reconstruction
of previous incidents involving the storage of 
ammable substances on-board oyster boats. It is far
from certain that such a detail analysis would contribute much beyond the existing summary [827].

It is, however, too super�cial to argue that the nature of an incident determines the depth of
any reconstruction. A number of additional factors must be considered when investigators decide
how much detail should be introduced into a reconstruction. In particular, Chapter 2 identi�ed the
tension that exists between the need to provide suÆcient contextual information for operators to
understand the ways in which an incident occurred and the potential problems that can arise if a
report threatens the anonymity or con�dentiality of a submission. If too many details are provided
about the context in which an incident occurred then the readers of a report may be able to infer the
identify of the person who originally instigated a subsequent investigation. Conversely, if too few
details are provided then operators may feel that any recommendations are not properly grounded in
the detailed operational circumstances of their working practices [423]. The elements of the following
list present some of the issues that help to determine the amount of detail that must be introduced
into any reconstruction:

1. what are the boundaries of trust and con�dentiality?
There may be signi�cant constraints upon the amount of detail that an investigator can in-
clude within any reconstruction. Participation rates in any incident reporting system can be
threatened if previous assurances of anonymity are compromised by an investigators publica-
tion of particular items of information. This can lead to a diÆcult ethical decision in which
investigators might choose not to release important information about a potential hazard in
order to safeguard the longer term future of the reporting system [444].

2. how serious is the incident?
If investigators are not constrained by bounds of con�dentiality then the level of detail in
a report can be determined by an assessment of the potential seriousness of an incident.
Chapters 11 and 12 have described how risk assessment techniques can be used to assess the
potential threat the might be posed by the recurrence of an incident. This can be estimated in
terms of the probability and consequence associated with each of the hazards that contributed
to the incident. Investigators must also account for the risk associated with those hazards that
were identi�ed during an investigation but which did not actually occur during a near miss.
In general, these techniques are only likely to provide subjective estimates that cannot easily
be validated until some time after a report has been published and disseminated.
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3. how complex is the incident?
Chapter 1 reviewed Perrow's argument that the increasing coupling of complex application
processes is producing new generations of technological hazards. These hazards are being
generated faster than techniques are being developed to reduce or mitigate those hazards
[675]. If this is correct then it will be increasingly diÆcult to summarise an adverse occurrence
or near miss incident in only a few sentences or paragraphs. The complexity and coupling
of application processes defy attempts to summarise their failure. It is certainly true that
incidents involving the use of high-technology systems, in general, require greater explanation
than those that involve less advanced systems. It is diÆcult, however, to be certain that this
is a result of the inherent complexity of high-technology systems or the lack of familiarity that
many potential readers have with their design and operation.

4. how much of the context can be assumed?
Investigators can often omit contextual information if they assume that such information is
already widely known amongst their intended readership. This provides a partial explanation
for the hypothesised di�erences between reports into the failure of high and low technology
systems. Investigators need not provide additional information about the nature and use of fuel
containers because they can assume that most readers will be familiar with these components.
On the other hand, greater details must be provided for similar reports into the failure of
navigational radar systems. Such assumptions can, however, be ill-founded. As we have
seen, it can be diÆcult to anticipate the many diverse groups and individuals who have an
interest in any particular incident report. In consequence, investigators can make unwarranted
assumptions about their knowledge of particular working practices.

5. how signi�cant are the recommended changes?
Investigators may be forced to provide a detailed reconstruction of an incident or incidents
in order to demonstrate that particular recommendations are justi�ed by previous failures.
If they propose radical changes to particular working practices or considerable investment
in additional plant then safety managers must be con�dent that those recommendations are
warranted by a detailed analysis of a near miss or adverse occurrence. In particular, it can be
important to identify those plants, systems or production processes that have been a�ected
by previous failures. If this is not done then operators can claim exemptions from particular
recommendations on the grounds that any subsequent analysis is not based on evidence from
their production processes.

6. can details be introduced to achieve particular e�ects?
The introductory sections of this chapter argued that investigators must consider the infor-
mation requirements of the various readers of an incident report. Any proposed document
must support the di�erent needs of regulators, safety managers, operators and so on. These
requirements clearly have an e�ect on the level of detail that is required in any reconstruction.
As we have seen, safety managers will require a considerable attention to detail if they are to
accept radical reforms. Conversely, system operators may require less detailed information in
order to motivate them to implement speci�c changes to their daily routines [864]. Not only
can investigators vary the level of detail in incident reconstructions to support the di�erent
end users of a report, they can also adjust these details to achieve speci�c e�ects upon those
readers. For example, the US Coast Guard place their warnings about the dangers of fuel
cannisters in the context of the oyster 
eet even though the same warning might be applied to
everyone at sea. It can be argued that a generic or abstract warning `never put fuel cannisters
next to an ignition source' would have lacked the immediacy and directness of the report that
places the analysis and recommendation within the context of a brief reconstruction of previous
near misses involving particular vessels that were observed by particular Coast Guard oÆcers.

The previous list identi�es a number of factors that can in
uence the level of detail that investigators
provide in the reconstruction of a near miss or adverse occurrence. Several of these concerns can
be illustrated by a case study from the UK MAIB's Safety Digest. This provides a relatively brief
account of a particular set of failures . The location of the incident and the types of vessel involved
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are all clearly identi�ed in the reconstruction. Anonymity is less important than disseminating this
contextual information which, as we have seen, can contribute to the authenticity and `directness'
of a report. As we shall see, however, this detailed example is then used to make some very generic
points about the nature of system failure:

\The Veesea Eagle, a 622gt standby vessel, was on station in the North Sea. Early
one morning, the superintendent received a call saying that No 1 generator had failed due
to an exhaust pipe failure. Shortly afterwards, he received a further report saying that
because of a damaged piston, No 2 generator had also failed. Back on board, the harbour
generator was started to enable repairs to No 2 generator to be undertaken. While the
company arranged for a replacement standby vessel, the chief engineer started to replace
the damaged piston. Meanwhile, the harbour generator also failed. Although the main
engine was still functioning, and steering was available by using the independently driven
Azimuth Thruster, the company decided to tow the vessel back to port for repairs." [517]

This example illustrates how relatively short reports can be well situated within particular locations
and operating environments. The vessel is clearly identi�ed as the Veesea Eagle and its purpose
and methods of operation can be assumed from its role as a standby vessel in the North Sea oil
�elds. The previous list, however, makes the point that such assumptions can be dangerous. Some
potential readers may lack the prior knowledge that is necessary to infer the style of operation from
the �rst sentence in the report.

This MAIB report is instructive for a number of further reasons. At one level, the previous
quotation describes a `freak' collection of failures that successively denies operators of their reserve
power sources. The author of this report, however, takes considerable care to use this particular
incident to make several more generic points about the nature of incidents and accidents. They
achieve this using a relatively simple technique that avoids much of the jargon that often weakens
more academic work on accident models. These points are illustrated by the �ndings that follow the
reconstruction cited above:

1. No 1 generator
Had been running successfully following a complete overhaul, including a new crankshaft,
earlier in the year. After the vessel re-entered service, the chief engineer adjusted the fuel
timing to improve performance. When he left, the relieving chief engineer also adjusted the
fuel timing, but had not been told about the last adjustment. The result of the latter was
massive after burning damage to a piston head, cylinder head, and exhaust trunking.

2. No 2 generator
Had also been running successfully, when a piston failed for no apparent reason.

3. Harbour generator
Failed because of a lack of lubricating oil and it wasn't monitored. [517]

There is no mention of a Swiss cheese model or of dominoes or of latent and catalytic causes. The
analysis does, however, provide clear examples of the ways in which di�erent types of failure combine
to breech redundant defences. It is tempting to argue that the format and layout of the report re
ect
the investigator's intention to explain how each defence was breeched. This implicit approach might,
in time, encourage readers to recognise the value of this style of analysis. Such an analysis is not
as unrealistic as it might sound, given that readers are often expected to infer the more general
lessons that can be derived from such speci�c reconstructions. Unfortunately, there is no way of
knowing whether this was a deliberate intention on the part of the investigator or whether they
simply described the reasons why each power source failed on demand.

13.2.2 Analysis

The previous paragraph illustrated the way in which the MAIB presented the particular �ndings
that were derived from the Veesea Eagle. The following paragraphs build on this analysis to iden-
tify a number of more general issues that must inform the presentation of any causal analysis in
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incident reports. This chapter draws upon case study reports that have been published by maritime
investigation authorities in countries ranging from Australia to Japan, from Hong Kong to Sweden.
Before reviewing the presentation of causal �ndings in these reports, it is important to emphasise
that the case studies re
ect existing reporting practices within the maritime domain. A number of
important characteristics di�erentiate these practices from those that hold in other areas of incident
reporting, for example within commercial aviation or the medical industries. Maritime incident re-
porting systems have some advantages over these other systems. In particular, as we have seen, the
IMO provides a structure for ensuring some degree of consistency between the incident reporting
systems that are operated in member states. Equally, there are a number of features of the maritime
industry that create problems which are less apparent in the aviation domain. For example, many
maritime occupations are characterised by a plethora of relatively small companies. The structure
of the in-shore �shing industries provides a strong contrast with that of the global market in com-
mercial passenger aviation. In consequence, although we focus on particular case studies that are
drawn from the maritime industries the following analysis will also occasionally digress to look at
wider issues that a�ect the presentation of causal analyses in wider domains.

Very few maritime incident investigations exploit any of the semi-formal or formal causal anal-
ysis techniques that have been introduced in Chapters 10 and 11. This is not to say that causal
techniques have not been proposed or developed for these industries. For example, Pate-Cornell
has demonstrated how a range of existing techniques might have been applied to the Piper Alpha
accident [665]. Wagenaar and Groeneweg's paper entitled `Accidents At Sea : Multiple Causes And
Impossible Consequences' exploits a variant of the Fault tree notation introduced in Chapter 9 [852].
Unfortunately, this pioneering work has had little or no impact on the reports that are disseminated
by investigation agencies. The situation is best summarised by recent proposals for a research pro-
gram to `tailor' causal analysis techniques so that they can match the requirements of the maritime
industries. The US Subcommittee on Coordinated Research and Development Strategies for Human
Performance to Improve Marine Operations and Safety under the auspices of the National research
Council helped to draft a report advancing a `prevention through people program' [835]. This report
proposed that in order for the Coast Guard to interpret information about previous successes and
failures `a methodology using root cause (or factor) analysis tailored for the marine industry and
taking legal issues into account, could be developed'. Such `a system of analysis' would `trace the
chain of events and identify root causes or factors of accidents in maritime transportation system'.
The general lack of established causal analysis techniques within the maritime industry is also il-
lustrated by very similar European research initiatives. For instance, the European Commission
recently funded the Casualty Analysis Methodology for Maritime Operations (CASMET) project
[154]. This was to facilitate `the development of a common methodology for the investigation of
maritime accidents and the reporting of hazardous incidents, to improve the understanding of hu-
man elements as related to accidents and account for these aspects in the common methodology'.
Although the project developed a high-level architecture for such a method it did not have the
impact on regulatory organisations that was anticipated. As we shall see, the CASMET criticisms
of previous practices could equally be applied today as they were when the project was launched
in 1998. They argued that `present schemes are rooted in a compliance culture, in which the com-
petence and focus are by tradition oriented towards guilt-�nding' [154]. Even those countries that
have established independent investigation units will still initiate legal proceedings if an investiga-
tion reveals a violation. They further argue that this inhibits individuals from contributing to an
incident reporting system. This quotation re
ects the results of a survey that the CASMET project
conducted into existing incident and accident investigation techniques within the European mar-
itime industries. The emphasis was on identifying situations in which individuals and organisations
failed to comply with regulations. Few attempts were made to perform any form of deeper causal
analysis to understand why such failures occurred. Their analysis raises important issues but it is
slightly super�cial. Chapter 5 has analysed the limitations of `no blame' systems in comparison
to the `proportionate blame' approaches that have been adopted within areas of the aviation and
healthcare communities. There are a number of further reasons why maritime incident reports are
not guided by the causal analysis techniques that have been applied in other domains. One im-
portant consideration is that statutory requirements often focus on the �ndings that are derived
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from a causal analysis rather than the process that is used to produce them. The use of particular
techniques is, typically, less important than that any incident should be investigated and reported
on within particular time limits. For instance, the UK Merchant Shipping (Accident Reporting and
Investigation) Regulations 1999 simply state that the master will `provide the Chief Inspector with
a report giving the �ndings of such examination and stating any measures taken or proposed to
prevent a recurrence' within fourteen days of a serious injury [347].

Such requirements do not simply re
ect a concern with identifying violations, they also re
ect the
need to address important safety concerns within a speci�ed timelimit. They also re
ect a pragmatic
desire to maximise limited investigatory resources. These are particularly stretched by the transient
and dynamic nature of the maritime industry. It is an obvious point but the location in which an
incident occurs does not remain in the same position as it might do in many other industries. Indeed,
it may move outside of the territorial waters of the nation in which the incident occurred. This gives
rise to the National Research Council's concern that any causal analysis technique must recognise the
particular legal concerns that characterise the maritime industry [835]. The complexity of addressing
these legal issues often results in a high-level of ambiguity in the international recommendations that
are intended to guide both the conduct and the publication of any causal analysis. For instance,
the IMO's Code for the Investigation of Marine Casualties and Incidents simply de�nes a cause to
mean `actions, omissions, events, existing or pre-existing conditions or a combination thereof, which
led to the casualty or incident' [387]. While this indicates a relatively broad view of causation, it
provides little concrete guidance to investigators who must �rst identify appropriate causal analysis
techniques and then determine how best to publish the �ndings of such techniques. In contrast, the
IMO code continues by identifying the high-level, organisational processes that might support any
analysis. It avoids imposing any constraints on the techniques that might be used; `marine casualty
or incident safety investigation means a process held either in public or in camera conducted for the
purpose of casualty prevention which includes the gathering and analysis of information, the drawing
of conclusions, including the identi�cation of the circumstances and the determination of causes and
contributing factors and, when appropriate, the making of safety recommendations' [387].

The lack of speci�c guidance on appropriate causal analysis techniques and or presentation
formats for the �ndings of such approaches does not imply that international regulatory organisations
are insensitive to the problems of analysing incident and accident reports. The 20th session of the
IMO assembly adopted resolution A.850(20) on the `human element vision, principles and goals'
for the Organisation. This stressed that the ships' crews, shore based management, regulatory
bodies, recognised organisations, shipyards and even legislators contribute to the causes of near miss
incidents and adverse occurrences. It was argued that \e�ective remedial action following maritime
casualties requires a sound understanding of human element involvement in accident causation...
gained by a thorough investigation and systematic analysis of casualties for contributory factors and
the causal chain of events''. It was argued that the \dissemination of information through e�ective
communication is essential to sound management and operational decisions". Unfortunately, the
resolution did not identify appropriate means for reconstructing such causal chains nor did it describe
e�ective means of dissemination. In contrast, the resolution identi�ed a number of high-level goals
that mirror the more general objectives of the IMO's investigation code. Item (e) describes the high-
level objective of disseminating the lessons learned from maritime incident investigations within the
wider context of safety management within these industries:

� \(a) to have in place a structured approach for the proper consideration of human element
issues for use in the development of regulations and guidelines by all committees and sub-
committees;

� (b) to conduct a comprehensive review of selected existing IMO instruments from the human
element perspective;

� (c) to promote and communicate, through human element principles, a maritime safety culture
and heightened marine environment awareness;

� (d) to provide a framework to encourage the development of non-regulatory solutions and their
assessment based upon human element principles;
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� (e) to have in place a system to discover and to disseminate to maritime interests studies,
research and other relevant information on the human element, including �ndings from marine
and non-marine incident investigations; and

� (f) to provide material to educate seafarers so as to increase their knowledge and awareness of
the impact of human element issues on safe ship operations, to help them do the right thing."
[388]

The lack of speci�c guidance provided by national and international organisations is understandable.
Their main concern is often to ensure that incident and accident reporting systems are established
in the �rst place. Unless incident and accident reporting systems are perceived to meet particular
local needs then there is a danger that they will be under-resourced or abandoned. The imposition
of detailed requirements for causal techniques or presentation formats might jeopardise the ability of
individual agencies to tailor their system to meet those local needs [423]. In consequence, di�erent
nations have adopted a radically di�erent approaches to incident analysis even though they are
signatories to the same IMO resolutions. These di�erences have a signi�cant impact on the manner
in which the �ndings of a causal analysis are both presented and disseminated. For instance, the
Japanese maritime incident reporting system is based upon a judicial model.

\The inquiry takes an adversarial form pitting the parties concerned, against each
other. `Open court', `Oral pleadings',`Inquiry by evidence' and `Free impression' are em-
ployed in the inquiry. Moreover the independence of the Judge's authority in exercising
inquiry is laid down by the Marine Accidents Inquiry Law. The examinee, counselor
and commissioner may �le an appeal with the High Marine Accidents Inquiry Agency
within seven days after the pronouncement when he is dissatis�ed with a judgement pro-
nounced at a Local Marine Accidents Inquiry Agency. A collegiate body of �ve judges
conducts the inquiry in the second instance through the same procedure of the �rst in-
stance. When a judgement delivered by the High Marine Accidents Inquiry Agency is
not satisfactory, it is possible to �le litigation with the Tokyo High Court within 30 days
after the delivery to revoke the judgement."[393]

The Swedish reporting system is far less adversarial. The purpose of maritime investigations is
to provide `a complete picture of the event'. The intention is to understand why an accident or
incident occurred so that e�ective preventive measures can be taken to avoid future failures. The
Swedish investigation board argue that `it is to be underlined that it is not the purpose of the
investigation to establish or apportion blame or liability' [768]. Such contrasting approaches have
important implications for the nature of the �ndings that are likely to emerge from any investigation.
They can also have a profound impact upon the techniques that might be used to disseminate those
�ndings. For instance, in the Japanese system the individuals who contribute to an incident will
have direct disciplinary action taken by the investigatory board if they are found to be negligent. In
contrast, the Swedish system arguably adopts a more contextual approach that seeks to understand
the circumstances that contribute to a failure rather than simply punish any particular violation
or error. Such distinctions are an over-simpli�cation. They ignore many of the cultural in
uences
that have a profound e�ect on the manner in which these systems are actually operated. They
also ignore the detailed motivations that justify particular approaches. These caveats are important
because other researchers and analysts have often been too quick to identify a `blame culture' or a
`perfective approach' in systems that they are not involved in. Although it is clear that the Japanese
system exploits a judicial process, this does not mean that it ignores the contextual factors that lead
to errors and violations. Although the Japanese system may ultimately prosecute individuals and
groups, this is the very reason why a judicial process is exploited:

\Marine accidents occur frequently not merely from human act or error but from
a complexity of factors like working conditions, ship and engine structure, natural cir-
cumstances such as harbor and sea-lane, and weather and sea condition. On the other
hand, material and circumstantial evidence is often scant. So it is sometime diÆcult
to grasp what actually happened and to investigate its cause. Since disciplinary pun-
ishment against the holder of a seaman and pilot's competency certi�cate may restrict
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their activities and right, a lawsuit-like procedure is used in marine accidents inquiry to
ensure careful consideration and fairness." [393]

One cannot assess the way in which an incident reporing system is operated simply by the aims
and mission statements that they espouse. Abstract comments about the multi-facted nature of
incidents and accidents need not result in practices that re
ect a broad view of causation. It is,
therefore, important to look beyond such statements to examine the �ndings that are produced by
these di�erent systems. For instance, the Japanese Marine Accident Inquiry Agency have published
a number of the incident reports that they have submitted to the IMO. These include an analysis
of a collision between a dry bulk carrier, Kenryu-Maru, and a cargo vessel, Hokkai-Maru [391].
The reconstruction exploits two location-based chronologies. The events leading to the collision are
described �rst from the perspective of the Kenryu-Maru's crew and then from that of the Hokkai-
Maru. The Kenryu-Maru reconstruction describes how the third mate found the echo of Hokkai-Maru
on the radar but did not report it to the master . The Summary of Events section continues that
`the master went down to his room without a concrete order that the third mate should report him
when the visibility become worth'. Some time later, the third mate again established radar contact
with the Hokkai-Maru `but he did not set eyes on HOKKAI-MARU carefully'. He changed course
`degrees but he did not watch out for HOKKAI-MARU carefully on her radar to determine if a
close-quarters situation is developing and/or risk of collision exits' nor did he use `sound signals in
restricted visibility'. The report describes how the third mate oredered the vessel hard to starboard
when he eventually recognised that the echo of the Hokkai-Maru was crossing their course. He made
an attempt to telephone the master `but he could not dial as it was so dark'. The collision occurred
shortly afterwards.

The style of reconstruction used by the Japanese Marine Accident Inquiry Agency in the Hokkai-
Maru report is very di�erent from that described in previous incident reports. There is a strong
element of interpretation and analysis in the Summary of Events section. For instance, the recon-
struction includes the statement that `the third mate did not know (about) this dangerous situation,
as he did not watch carefully by her radar... he believed each ships could pass on the port each
other'. Such sentences are, typically, to be found in the analysis sections of the reports produced by
organisations such as the US National Transportation Safety Board (NTSB) or the UK MAIB. In
contrast, the �ndings from the analysis of the Hokkai-Maru incident were presented to the IMO as
follows:

1. Principle �ndings:
Both KENRYU-MARU and HOKKAI-MARU did not sound signals in the restricted visibility,
proceed at a safe speed adapted to the prevailing circumstances, reduce her speed to the
minimum at which she can be kept on her course and take all her way o� if necessary, because
they did not keep watch on each other by radars. Both masters did not ordered to report to
them in case of restricted visibility. Also both duty oÆcers did not report to their masters on
restricted visibility.

2. Action taken:
The masters of KENRYU-MARU and HOKKAI-MARU were in
icted reprimand as a disci-
plinary punishment. The duty oÆcers of the both ships were in
icted suspensions of their
certi�cates for one month as a disciplinary punishment.

3. Findings a�ecting international regulations: No reported" [391]

It can, therefore, be argued that the judicial nature of the Japanese maritime reporting system
has a profound impact on the presentation of a reconstruction, on the interpretation of an adverse
occurrence and on the �ndings that are drawn from an analysis. Similar collisions have led other
organisations to look in detail at the precise communications that occurred between members of the
crew immediately before the incident [826]. These �ndings have prompted further research into what
has become known as Bridge Resource Management. Conversely, other incident reports have looked
at the particular demands that are imposed on crewmembers who use radar for two potentially
con
icting tasks. Such systems are typically used both for target correlation, for example to identify
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the position of the Hokkai-Maru, and for navigation support [406]. It should be stressed that it is
impossible to tell whether these broader issues were considered during the investigation and analysis
of the incident. It is clear, however, that the �ndings that are published in the report focus on the
responsibility of the individuals who were involved in the incident.

Chapter 12 has argued that a perfective approach that focuses exclusively on individual respon-
sibility and blame is unlikely to address the underlying causes of many incidents. This does not
imply, however, that the Japanese approach will be counter-productive. We have already cited the
objectives of the investigation agency. These clearly recognise the complex, multi-faceted nature
of many incidents and accidents. It is, therefore, possible to distinguish the broader aims of the
reporting system from the �ndings of judicial enquiries. It is entirely conceivable that other actions
may be instigated within the transport ministry to address the broader problems that are illustra-
teed by the Hokkai-Maru incident even though the investigation agency publishes a narrower view
that re
ects a focus on individual responsibility. Such a hybrid approach avoids situations in which
operators view a reporting scheme as a means of avoiding disciplinary action for their actions. It is,
however, important not to base such wide-ranging observations upon the analysis of a single report.
The Hokkai-Maru case study might not be typical of the other reports that are produced by this
system. It can be argued that the investigator who drafted the �ndings in this report was unusual
in their focus on individual blame. Alternatively, the crews' actions in this incident might genuinely
be interpreted as negligent in some respect. A careful reading of the other submissions to the IMO
does, however, con�rm that this style of analysis is part of a wider pattern. The judicial nature of
the investigatory and analytical processes results in �ndings that focus on individual responsibility
for the causes of adverse occurrences and near miss incidents. For instance, another report describes
the grounding that ultimately led to the loss of the Bik Don, a cargo vessel. The �ndings of this
report again focus on the role of the master rather than the circumstances that helped to in
uence
his actions; `the grounding was caused from that the master did not check the circumstances of
course, which he selected newly for short-cut, on charts or sailing directions' [392]. However, no
disciplinary action was taken even though the vessel was lost and the crew had to be rescued by a
patrol boat of the Japanese Maritime Safety Agency. There are number of puzzling aspects to this
incident report. It is unclear why the analysis identi�es human error as the primary cause and yet
the judicial system does not take any retributive action. This might re
ect a recognition that the
Master had su�ered enough from the loss of a vessel under their command. Alternatively, this might
be an indication that the investigatory authorities had recognised some of the contextual issues that
in
uence human error. There is some evidence for this in the report's `Summary of Events' which
again contains detailed causal analysis:

\He thought she could pass through south of the island safely because he sometimes
saw the same type ships as her navigated that area. He had no experience to pass
through south of Shirashima islands. But he did not con�rm about Meshima island
shallow waters extended from Meshima island, and especially independent shallow water
named Nakase that was apart 1,000 meters from the Meshima island shallow waters by
checking charts or sailing directions before his deciding." [392]

This case study illustrates two key points about the presentation of any causal analysis. Firstly,
readers can experience considerable practical problems if the interpretation of an incident is dis-
tributed throughout a report. It can be necessary to read and re-read many di�erent chapters in
order to piece together the reasons why particular causes were identi�ed. Unless this can be done
then it is diÆcult to justify or explain the recommendations that are proposed in the aftermath of an
incident. In the previous example, the decision not to act against the Master could only be explained
by piecing together elements of the analysis that were presented in the Summary of Events and in the
Principle Findings sections of the IMO report. Secondly, it is important that investigators explain
the reasons why particular conclusions were reached and why other potential causes were excluded
during an analysis. In this case, the incident report focuses exclusively on the actions of the Master.
It does not consider factors such as external pressures to meet contract obligations that motivated
the navigational error. In contrast, the reader is simply informed of the �nding without any of the
intermediate analysis or documentation that might accompany the application of the techniques
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described in Chapter arefpart:analysis and 11, such as MORT or ECF analysis. It is important to
note that the IMO reports, cited above, provide only brief summaries of each adverse occurrences.
The documents are only between �ve and six pages in length. The tractability of these documents
might be signi�cantly compromised if these additional details were included. This, in turn, can act
as a powerful disincentive for many readers who are daunted by the task of carefully reading incident
reports that often run to dozens of pages in length. There are, however, a number of techniques that
might be used to address this problem. For instance, summary reports might explicitly refer to the
more detailed documents that are required to justify a causal analysis. In the Japanese maritime
system this might include summary transcripts of the judicial process that is used to examine causal
hypotheses. ECF charts or other more formal documentation might be provided. Alternatively, the
�ndings of a causal analysis might be justi�ed in a natural language summary. Clearly the choice
of approach must depend on the investigatory process, the resources that are available to support
any analysis and on the nature of each incident. Without this information, however, readers can be
left with considerable doubts about the �ndings of many incident investigations [749].

The Japanese approach to the presentation of causal �ndings within IMO summary reports can
be contrasted with the approach adopted by the Swedish Board of Accident Investigation. The high-
level guidelines that describe their approach to causal analysis are very similar to those presented
by the Japanese Marine Accident Inquiry Agency. They both stress the way in which incidents
stem from multiple causes. As we have seen, the Japanese argue that \...marine accidents occur
frequently not merely from human act or error but from a complexity of factors" [393]. The Swedish
approach is summarised as follows:

\An accident can normally not be attributed to one cause. Behind the event are
often enough a series of causes. An investigation is therefore aimed at the consideration
of di�erent possible causes to the accident. Many of these will in the course of the
investigation be eliminated as improbable. This elimination however means that the
remaining possible causes gain strength and will develop into probable causes. Needless
to say, both direct and indirect causes must be considered." [768]

There are also some interesting di�erences between the Japanese Marine Accident Inquiry Agency's
guidelines and those published by the Swedish Board of Accident Investigation. As might be ex-
pected, the Japanese stress the need to protect those involved in an incident when the �ndings of
any report `may restrict their activities and rights'. A judicial process is required because it can be
`diÆcult to grasp what actually happened and to investigate its cause' [393]. The value of these de-
fences cannot be underestimated in proportionate blame systems. The judicial proceedings provide
for the representation of the individuals concerned in an incident. This contrasts strongly with many
Western systems in which the causal �ndings of an investigation can be reported, often without any
detailed supporting analysis, and with only a minimal participation of those involved in an incident.
The Swedish system focuses less on issues of individual representation and protection. In contrast,
it focuses on the more detailed problems that must be addressed by any causal analysis. They make
the important distinction between direct and indirect causes. This resembles the distinction that
we have made between latent and catalytic failures. Their high-level guidelines also stress the need
to eliminate certain hypotheses in order to identity potential causes. Previous sections have argued
that it is important that readers can understand why particular hypotheses have been eliminated if
they are to have con�dence in the �ndings of any causal analysis [199, 198].

The following paragraphs analyse a case study report that follows the Swedish Board of Accident
Investigation's guidelines. This can be contrasted with the case studies from the Japanese reports
to the IMO, although it should be remembered that these are summary descriptions whereas the
Swedish report provides a more detailed analysis. This incident resulted in a collision between the
Swedish vessel, MT T�arnsj�o and the Russian vessel, MV Amur-2524 [767]. The Swedish report
follows the formatting conventions that have been described in previous section. A summary section
is presented which includes an initial set of recommendations. This is then followed by factual
information. The `Analysis' chapter is then presented before the conclusions and a re-statement of
the recommendations. Our focus here is on the presentation of the analysis section. This begins
with an analysis of the place and the time of the accident. There were \concurring statements
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from the pilots and the crews, the accident took place approximately 100m west or west north west
of Str�omsk�ars northern point" [767]. There was, however, some disagreement about whether the
collision occurred at 18:28 or 18:30. This reinforces the point that reports do not simply focus on
the causal analysis of an incident. They often also include an assessment or interpretation of the
evidence upon which such an analysis is grounded. The T�arnsj�o report continues with an analysis
of the speed at which each vessel approached the point of collision. This again illustrates the way
in which the investigators analyse the various accounts of the incident to make inferences that will
eventually support their causal �ndings:

\The accounts of the course of events show that the T�arnsj�o passed Toppvik about
the same time that Amur-2524 passed Nybyholm. The distance between Toppvik and the
collision site is approximately 2.8 M. Hence the T�arnsj�o sailed about twice as far as Amur-
2524. The T�arnsj�o's average speed on the stretch becomes 10.5 or 9.4 knots... Toward
the end of the stretch, her speed was reduced by the reversing and was approximately 2
knots at the collision. This means that her speed during the �rst part of the stretch must
have been above the average. Taking the lower average speed of 7.6 knots and assuming
the full astern manoeuvre was somewhat hampered by the ice and therefore began 0.3 M
before the collision site, then the T�arnsj�os speed before reversing becomes 10 knots. If
one assumes instead that the reversing was fully e�ective as in the emergency stopping
trial, then the same calculation gives a speed just before the reversing of close to 10
knots. Against this background the Board considers that T�arnsj�os speed when entering
the yaw o� Tedar�o light must have been considerably greater than the 6-7 knots stated
by the pilot." [767]

As mentioned, the analysis of the evidence is used to support particular �ndings about the course
of the incident. These, in turn, support any subsequent causal analysis. In this case, the Swedish
board found nothing to show that the reversing procedure was less e�ective than what the stopping
trial had revealed. From this they concluded that the reversing procedure was probably initiated
too late and that this, combined with the high speed of the T�arnsj�o, prevent the crew from stopping
the vessel before the collision.

Many investigators might have concluded their analysis with the �nding that one of the crews
had failed to apply the full astern manoeuvre in time to avoid the collision. In contrast, the Swedish
report follows the distinction between direct and indirect causes made in the guidelines, cited above.
The investigators go on to analyse the communications that took place between the vessel prior to
the incident. The analysis section goes on to explain that the pilots of the two vessels had met on at
least two occasions prior to the incident during which they discussed the passing manoeuvre. The
report observed that \from then on they did not communicate nor give any information regarding
positions or speeds; neither did they agree upon how they would handle the meeting, in other words,
at what speed they would meet or if one vessel should heave to" [767]. The analysis then focuses
on the role played by the oÆcers of the watch in the interval immediately before the incident.
As before, the investigators use the evidence that was identi�ed during the reconstruction of the
incident to support particular �ndings about the crews' behaviour. In this instance, it is argued
that the T�arnsj�os chief oÆcer and second oÆcer \did not participate in the navigation nor did they
follow what was happening other than temporarily during the passage through the Hjulsta bends"
[767]. In consequence, they were both unsure about the vessel's speed before the collision. Neither
could recall when and where the reversing procedure was started. The report describes a similar
situation on the Amur-2524. The helmsmen and the master did not participate in the navigation
once responsibility for this had been handed to the pilot. After having analysed the evidence that
was obtained for the events immediately before the incident, the analysis section then goes on to
consider more proximal factors. It prefaces this by summarising the outcome of the investigation
which draws upon the analysis of the evidence that was presented in previous paragraphs:

\The immediate cause of the collision was that the meeting was poorly planned. This
in turn was mainly due to faulty communication between the pilots regarding how and
where the meeting would take place. The Board however is obliged to note a circum-
stance that it has had reason to mention in several previous investigations; that is, the
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tendency that vessels with a pilot on board are conned by the pilot alone without use
of the other resources available on the bridge. The accident could have had far worse
consequences had the T�arnsj�o's stem collided with the Amur-2524 a little further aft and
also penetrated the athwartships bulkhead to hold nr 3. If this had happened Amur-2524
would probably have capsized and sunk." [767].

This quotation not only illustrates the way in which the Swedish report gradually build up a causal
analysis from the investigators' interpretation of the available evidence. It also makes explicit the
investigators' assessment of the worst plausible consequences of an incident. Chapters 5, 7and 10 have
all emphasised that such estimates must inform the allocation of resources to an investigation as well
as the implementation of any recommendations. The T�arnsj�o report also illustrates good practice by
the way in which the investigators justify their assessment of this `worst plausible outcome' . Auch
justi�cations are particularly important if readers are to be convinced by this subjunctive form of
reasoning. The report describes how the investigators' �nding was reached without access to the
Amur-2524's stability data under the relevant load conditions. In spite of this they argue that `if
the timber had not entirely �lled the hold but the logs, instead, had been able to move around or
shift while 
oating, the vessels metacentre height could have been decreased by half a metre through
the e�ect of the free water surface alone... (this) could have constituted a serious risk to the vessels
stability" [767].

A further strength of the Swedish report is that the analysis extends beyond the immediate and
the distal causes of the incident to examine the response to the collision. This analysis extends the
initial reconstruction because it does not simply discuss what was done, it also considers what was
not done in the aftermath of the incident. The S�odert�alje TraÆc Information Centre was informed
immediately but the Marine Rescue Control Centre was not informed until approximately ninety
minutes after the collision. Similarly, the analysis goes on to argue that the crew of the T�arnsj�o
should have remained on-site to assist the Amur-2524 after thad determined that they only sustained
minor damage. Instead of illuminating the area and helping the Amur-2524 to break the surrounding
ice, the \T�arnsj�o's master chose to leave the site right after the accident and before the Amur-2524
began her attempt to reach shallow water" [767]. They had to abandon this plan as it became
clear that the vessel was more seriously damaged than had �rst been appreciated. The investigators
acknowledge the inherent diÆculty of performing an accurate damage assessment in the aftermath
of a collision. The investigators use a form of counterfactual reasoning to argue that the T�arnsj�o's
haste contributed to Amur-2524's predicament:

\The T�arnsj�o or the tug could have escorted the Amur-2524 back to Hjulsta bridge
where they could have obtained help to pump out the bilge and investigate the damage.
Even if the vessel had been assisted by the tug during the journey, the Board estimates it
would have been more diÆcult and risky to transfer the crew to the tug if the vessel had
started to list or even capsized. The Board considers it remarkable that the T�arnsj�o's
master chose to proceed immediately following the accident without ensuring that the
Amur-2524 was out of danger. Evidently the vessel left the site without having fully
ascertained the extent of the damage. He was aware that the Amur-2524 was going to
try to reach shallow water, but did not wait to see that she accomplished this." [767].

This counterfactual argument illustrates the importance of looking beyond an initial adverse event
to look at the response to an incident. In this case, the consequences to the Amur-2524 could have
been far more serious than they actually were. It is interesting to note, however, that this line
of analysis is not represented in the conclusions that are drawn by the report. The investigators
argue simply that the immediate cause of the collision was that the meeting of the two vessels
was \poorly planned" [767]. Contributory factors included insuÆcient communication between the
pilots and ine�ective use of the resources available on the bridge. It is also interesting to note the
recommendations that were made on the basis of the extensive analysis that was performed by the
investigators. The proposed interventions were summarised by a single word: None. This raises a
number of questions. In particular, the lack of any recommendations suggests that similar incidents
might recur in the future.
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Presentation Issues for Causal Analysis

The previous paragraphs in this section have used case studies drawn from the Japanese Marine
Accident Inquiry Agency and the Swedish Board of Accident Investigation to illustrate a number of
key points about the presentation of any analysis in an incident report. It has been argued that this
analysis should consider not only the proximal and distal causes of an incident. The report must also
present the �ndings of any analysis of mitigating actions in the aftermath of an incident. Similarly, it
has been argued that incident reports should document the evidence and the analytical processes that
support particular �ndings so that readers can understand why particular conclusions were reached.
The following enumeration builds on these observations and presents a number of recommendations
for the presentation of analytical material in incident reports. It is important to emphasise that
these guidelines are not appropriate for all systems. For example, the informal nature and limited
resources of local systems can impose tight constraints both on the analysis that is performed and on
the documentation of that analysis. Similarly, it can be diÆcult to summarise all of the procedures
that might be used in order to support the �ndings of larger-scale investigations. Equally, however,
it remains the case that many incident reports present �ndings that cannot easily be justi�ed from
the evidence that is presented in a report [749]. This can lead to skepticism about the bene�ts of
participation and can encourage the creation of `war stories' that provide alternative accounts of the
events that were not revealed in the oÆcial report:

1. describe the process used to derive the �ndings.
It is important that incident reports describe the steps that were taken to identify particular
causes. For example, the IMO request information about the `form' of any investigation that
is conducted for more serious classes of incident. The Japanese Marine Accident Inquiry
Agency describe how \the Judges make the announcement of the judgement in the court after
argument" [393]. Similarly, it is important that the readers of an incident report should be
able to identify the validation activities that support particular causal �ndings. For instance,
the Board of Accident Investigation ensures that `interested parties' have the right to follow an
investigation. They can also request \further investigative measures that they deem necessary"
[768]. This does not go as far as the right of reply that is granted under sub-regulations
16(3) and 16(4) of the Australian Navigation (Maritime casualty) regulations. These provide
`interested parties' with the opportunity to have their responses published together with the
�ndings of the investigators' analysis. The key point here is that the investigatory process
should be apparent to the readers of an incident report. Unless people are provided with
this information then they cannot be assured that potential biases will not unduly in
uence
the results of an investigation. The suspicion that �ndings may be based upon an isolated
subjective opinion can be sustained even when investigators have gone to great lengths to
ensure the veracity of their �ndings [199].

2. document the process used to produce the �ndings.
For many incidents, it may be suÆcient simply to outline the processes that were used to
identify and validate particular �ndings. In other situations, however, it is also important
that the readers of a report can assess the analytical procedures that were employed. This is
important if, for instance, the possible consequences of a future recurrence are judged to be
particular severe. Similarly, it is important that readers can critically examine the conduct
of any analysis if the proposed remedies impose considerable burdens upon the recipients of
a report. Very few organisations that recommend techniques, such as the use of Fault Tree
diagrams or ECF analysis, ever publish the documents that are intended to support their
�ndings. This is worrying because it can be diÆcult to avoid making mistakes with these and
similar techniques [529, 424]. In consequence, the readers of a report simply have to trust
that investigators and the other members of investigation boards have correctly applied those
methods that have been adopted. The role of the outside expert is a particular concern in this
respect. Too often, investigation agencies have relied upon the advice of individuals whose
reputation and expertise is suÆcient validation of their insights. This can be particularly
frustrating for other readers with their area of expertise who must struggle to interpret their
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�ndings during subsequent design and redevelopment. Several years ago I wrote a paper
entitled `Why Human Error Analysis Fails to Support Systems Development' [408]. This
summarised the problems that I felt when the analysis of human factors analysis in an incident
report used technical terms, such as `crew resource management' or `high workload', without
showing any evidence or reasoning to support these particular �ndings. This created enormous
problems for the safety managers and operational sta� who then had to take concrete measures
to prevent such failures from recurring in the future. It is insuÆcient simply to state that
these problems occurred without documenting the detailed reasons why such a diagnosis is
appropriate.

3. link evidence to arguments.
A particular strength of the Swedish Board of Accident Investigation's approach is that the
analysis of an incident is directly linked to an assessment of the evidence that is presented
within any reconstruction. The T�arnsj�o case study illustrates the way in which the investi-
gation board is content to leave potential inconsistencies, for instance over the time of the
collision, where they do not a�ect their �ndings. In other situations, the Board actively reject
eye-witness statements that are contradicted by other forms of evidence. For instance, obser-
vations about the progress of the T�arnsj�o are used to infer the speed of the vessel. This is
then used to support the main �ndings of the report that contradict the Pilot's statements. In
other situations, the Board clearly state where they could not obtain the evidence that might
be necessary to directly support their �ndings. For instance, the investigators argue that the
consequences for the MV Amur-2524 could easily have been far worse even though they could
not obtain a detailed stability analysis for the vessel. Such transparency is rare found. Most
incident reports simply describe the results of any causal analysis. This leaves the reader
to piece together the evidence that supports those �ndings from the previous reconstruction
sections of the report. This creates many problems. Firstly, it increases the burdens on the
reader who must also assimilate a complex mass of contextual information that increasingly
characterises incident reporting involving high-technology applications. Secondly, there is a
danger that readers will fail to identify the evidence that support the investigators' �ndings.
In pathological cases, this evidence may not even have been included within the report [426].
Finally, there is a danger that readers may infer causal relationships that were not intended
by incident investigators. In such circumstances it is likely that particular items of evidence,
such as witness testimonies, will be given undue signi�cance. This becomes important if that
evidence is subsequently challenged or is stronger that the evidence that the investigator used
in deriving a particular �nding.

4. justify proportion of blame.
As we have seen, most reporting systems employ a proportionate approach in which deliberate
violations and illegal acts are handled di�erently than human error. It can, however, be
diÆcult to distinguish between violations, slips, lapses or mistakes from observations of an
incident. Such evidence rarely yields insights into operator intention. Investigators must,
therefore, explain why they interpreted observations in a particular manner if readers are to
understand the basis for their �ndings. In other systems, such as the Japanese maritime case
study, incident reports result in punitive actions. The importance of justifying those �ndings
is correspondingly greater. This explains the use of a judicial investigation process. Even in
`no blame' systems there is still an obligation to explain why the analysis of an incident focuses
on certain causes. For instance, it is important to describe why systems failure might have
been considered more signi�cant than operator involvement. `No-blame' systems also assume
additional burdens. By shifting attention away from system operators, they hope to identify
the contextual and environmental factors that contribute to incidents and accidents. They
must, therefore, look to the higher-level organisational and managerial in
uences that expose
systems and their operators to such `adverse' conditions. Too often there is a tendency to
describe environment and contextual factors as part of a more general `safety culture' without
ever address the detailed resons why such a culture is permitted to exist within a particular
organisation. Such approaches not only avoid blaming speci�c individuals, they also ignore
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the importance of managerial responsibility for the consequences of particular incidents.

5. justify any exclusions.
Not only must investigators justify their decision to focus on certain causal factors, it is also
important that they document the reasons why other forms of analysis were excluded or
eliminated. For instance, the NTSB routinely includes a section entitled `exclusions' within
their analysis of incidents and accidents. In their maritime reports, this typically considers
whether adverse weather conditions contributed to any failure. They may also document the
investigators' �ndings that \the vessel's navigation, propulsion, and steering systems had no
bearing on the cause of the �re" [606]. Subsequent paragraphs, typically, exclude inadequate
training or quali�cation. They may also consider the potential in
uence of drugs or alcohol. In
some cases this can lead to quali�ed exclusions. This can be illustrated by a recent investigation
into an on-board �re. Tests indicated that the �rst oÆcer had used marijuana in the weeks
before the �re occurred, however, \based on witnesses descriptions of the �rst oÆcers actions
on the bridge during the emergency, no behavioral evidence indicated that he was impaired
by drugs at the time of the �re" [606]. Such explicit exclusions help to address the alternative
causal hypotheses that readers often form when analysing incident and accident reports. This is
particular important because empirical studies have shown that trained accident investigators
will often sustain such theories in the face of contradictory evidence. For instance, Woodcock
and Smiley describe a study involving incident investigators from the American Society of
Safety Engineers. One of the �fteen participants continued to believe the drugs were a factor
in an incident even though witness statements contradicted this belief [870].

6. clearly assess the `causal asymmetry' of the incident.
Chapter 11 introduced the term `causal asymmetry'. This is used to describe the imbalance
that exists between attempts to identify the e�ects of causes and attempts to identify the
causes of given e�ects. It can be diÆcult or impossible to determine the precise causes of
a given e�ect. Lack of evidence and the existence of multiple causal paths can prevent in-
vestigators from ever �nding a single causal hypothesis. This is particularly true of incidents
involving human intervention. As we have seen, it can be particularly diÆcult to identify those
factors that in
uence particular operator behaviours. Previous chapters have described the
problems that arise when attempting to identify the ignition source of maritime �res [621].
Two particular e�ects are at work here. Small-scale, local reporting systems often lack the
necessary investigatory resources to conduct the detailed analysis that may be required to un-
ambiguously determine causal sequences. Large-scale national systems are, typically, only able
to devote necessary analytical resources to a small percentage of the most serious incidents
that are reported. The opposite aspect of causal asymmetry is that investigators must trace
a path between the cause that is identi�ed in their �ndings and the observed e�ects that are
recorded in the aftermath of an incident. These forms of analysis are, typically, constructed
using the counterfactual arguments that have been described in Chapters 10 and 11. There
are particular problems associated with these forms of argument. In particular, readers often
draw `incorrect' inferences about the potential consequences of any counterfactuals [124]. In
practical terms, the problems of causal asymmetry in incident reports are best addressed by
validation activities. These can be used to determine whether the potential readers of a report
can reconstruct the causal arguments that are presented. These studies can also be used to de-
termine whether readers are convinced by the exclusions that are intended to prune alternative
causal hypotheses. These validation activities are described in later sections of this chapter.

7. present the analysis of catalytic, latent and mitigating factors.
Chapters 10 and 11 have described the importance of analysing a range of causal factors. These
include both the triggering events that led directly to an incident. They also include the longer
term factors that contribute to a failure. We have also emphasised the importance of analysing
the mitigating or exacerbating factors that can arise after an initial failure. Many investigators
routinely consider these factors but then fail to document them within the resulting report.
These omissions can be justi�ed in the summary reports that support the statistical analyses
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described in Chapter 15. Even there, however, it can be important for safety managers and
regulators to gain a clear understanding of the broader context in which an incident occurs.
Too often incident databases simply record the frequency of particular catalytic failures [444].
It, therefore, comes as little surprise when the overall failure rate fails to decline over time. New
catalysts replace those that have been addressed by previous recommendations and the latent
causes of accidents and incidents remain unresolved. Such potential pitfalls can be avoided if
information about latent and mitigating factors is propagated into the reports that document
particular investigations.

8. examine the adequacy of interim recommendations.
The analysis in an incident report may also consider whether or not any interim recommenda-
tions are suÆcient to address those causes that are identi�ed by a more detailed investigation.
It might be argued that this form of analysis should be considered together with the recom-
mendations in an incident report. The NTSB follows the practice adopted by a number of
similar organisations when it includes this form of assessment in the analytical sections of their
incident reports. Investigators categorise each interim recommendation proposed by the Safety
Board as either acceptable or unacceptable and as open or closed. For instance, recommenda-
tion M-98-126 was drafted following a �re on-board a passenger vessel. This required operators
to `institute a program to verify on a continuing basis that the laundry ventilation systems,
including ducts and plenums, remain clean and clear of any combustible material that poses
a �re hazard on your vessels' [606]. 21 of the 22 recipients of the recommendation replied to
indicate that they had taken measures to comply with the proposed actions. As a result, the
Board classi�ed Safety Recommendations M-98-126 as a Closed Acceptable Action.

The previous paragraph described how organisations such as the NTSB often include an assessment
of interim recommendations within the analysis section of their incident reports. We have not, how-
ever, considered how to include particular recommendations within these documents. The following
section, therefore, extend the previous analysis to consider the problems that must be considered
when presenting readers with proposal that are intended to avoid future incidents.

13.2.3 Recommendations

Previous sections have described how the executive summaries are usually followed by incident
reconstructions. These precede paragraphs of analysis that then support any recommendations
that might be made in the aftermath of an incident. Previous sections have also stressed the
diverse nature of the publications that are produced in order to publicise information about adverse
occurrences and near-miss failures. This has important consequences. In particular, Chapter 12
assumed an investigatory process in which investigators presented their recommendations in a �nal
report to a regulatory organisation. They, in turn, were then assumed to provide feedback on
whether or not each recommendation might be accepted for implementation throughout an industry.
As we have seen, however, incident reports ful�ll a more diverse set of roles. For example, interim
reports can be directly targeted at the operators and managers who must implement particular
recommendations. Conversely, statistical reports may not be published in any conventional sense.
Instead, they often summarise the recommended actions so that investigators can survey previous
responses to similar incidents in the future. Investigators must, therefore, tailor the presentation of
particular recommendations to both the audience and the intended use of the document in which
they appear. This point can be illustrated by the list of proposed outputs that are to be derived
from the US Coast Guard's International Maritime Information Safety System (IMISS) [834]:

� Alert Bulletins. These distribute interim recommendations as soon as possible after an incident
has occurred. These recommendations may simply focus on the need to increase vigilance in
order to detect potential failures that, as yet, cannot be prevented by more direct measures.

� For Your Information Notices. Less critical incidents can result in notices that inform per-
sonnel of potential problems. The criticality of the information contained should be clearly
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distinguished from the more immediate alarm bulletins mentioned above. Any recommenda-
tions associated with these notices should be periodically reviewed to ensure that they do not
provide stop-gap solutions to the latent conditions for more serious incidents in the future.

� Monthly Safety Bulletins. These documents can present collections of `lessons learned, safety
messages, areas for improvement, precautions and data trends' [834]. They play an important
role in informing the wider maritime community of signi�cant safety issues. The Notices and
Alerts, mentioned above, can be distributed directly to the safety managers and representatives
who must oversee the implementation of particular recommendations. In contrast, Monthly
Bulletins often present more general recommendations directly to individual operators in the
�eld.

� Periodic Journal and Magazine Articles and Workshops. Individual incident reports can be
analysed by a `data centre'. They may then write articles that examine the e�ectiveness of
recommendations in terms of safety analyses and trends. These should not only be published
through in-house media. They should also be submitted to relevant safety journals or confer-
ences. This provides an important means of obtained external peer review for many of the
activities that are conducted within a reporting system.

� Publicly Available Database. Databases can be established to provide the public with access
to summary information about previous adverse occurrences and near-miss incidents. Increas-
ingly these are provided over the Internet, this approach will be discussed in the following
sections and in Chapter 15. An important bene�t of these systems is that they can enable
`interested parties' to follow the actions that have been recommended in the aftermath of pre-
vious incidents. If they have been unsuccessful in prevent recurrences then this also can be
inferred from these collections.

� Client Work and Research Services. Some incident reporting systems recoup some of the
inherent expenditure that is involved in their maintenance by o�ering a range of additional
commercial services. These can include advances search and retrieval tasks over their datasets.
It can also include services that support other investigatory bodies. For instance, they may be
anxious to identify any previous recommendations that have been made in response to similar
incidents in other `jurisdictions'.

� International initiatives. Incident reports can trigger actions to change international agree-
ments. This can involve the publication of requests to amend the recommendations that have
been agreed to by members from many di�erent states. Clearly, the scope and tone of such re-
quests are liable to be quite di�erent from recommendations that are directed at the operators
and managers within a particular industry.

� Measures of Success. The data derived about the causes of incidents and the proposed recom-
mendations can be used to derive a number og high-level measures of the success of a reporting
system. The problems that can arise from this approach are described in Chapter 15. For now
it is suÆcient to realise that such activities can identify the need to revise previous recom-
mendations. The publication of this data can, therefore, trigger the publication of additional
Alerts and Notices.

Brevity prevents a full discussion of the particular techniques that are used to present incident
recommendations in each of these di�erent forms of report. In contrast, the following pages draw
upon examples of the most widespread formats, for example Information Notices and Alert Bulletins.
These are used to identify general features that also characterise aspects of these more diverse
formats. For example, the UK MAIB's Safety Digest is typically only produced twice or three times
per year. They are, however, intended to ful�ll the same role as the `monthly bulletin' described in
the previous list. These documents present case study incidents and then draw a range of general
recommendations that are intended to inform the future actions of many di�erent operators and
managers within the maritime industries. This can be illustrated by two recent incidents involving
�shing vessels [516]. The �rst incident began when a wooden �shing vessel touched bottom. This
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caused damage to the vessel's planking. Shortly after this a bilge alarm in the �sh hold went o�.
The crew discovered that the hold was 
ooding. They contacted the coastguard and headed for
the nearest port. Watertight bulkheads either side of the hold restricted the 
ooding. The vessel
made port safely and was eventually pumped dry by a �re brigade tender. In the second incident,
a bilge alarm went o� during a severe gale. The crew of the trawler found that their engine room
was 
ooding from a fractured casing of the main engine driven cooling pump. A bilge pump was
started from an auxiliary power source. This incident was particularly serious because the damaged
casing meant that the main engine had to be slowed in order to reduce the rate of 
ooding. This
compromised the vessel's ability to remain close to a lee shore. The engine had to be shut down
when water reached the main engine 
ywheel. The valve to the sea water inlet was closed to stop
any more 
ooding and the engineers then investigated why the bilge pumping had so little e�ect.
Debris had accumulated inside the bilge line valve body and this prevented it from closing. Once it
had been cleaned, the bilge pumping system functioned as intended. A salvage pump from a lifeboat
was also used to lower the water level in the engine room so that the main engine could be restarted.
These incidents inspired a number of recommendations. It is interesting to note, however, that the
MAIB refers to these as lessons. This is an important distinction because the term `lesson' can to
imply the sharing of insight into a particular problem. The term `recommendation' is reserved for
the proposed actions that are identi�ed as part of a formal enquiry into particular accidents. The
Safety Digest, in contrast, identi�es the following �ndings from the two case studies described above:

1. \Both cases illustrate the bene�ts of bilge alarms, functioning bilge pump systems, and water-
tight bulkheads to limit the severity of a 
ooding incident.

2. The second incident shows the importance of maintaining a vessel's bilges free of rubbish so it
cannot be drawn into the bilge system.

3. Valves on a bilge system must be regularly checked for correct operation." [516]

This case study illustrates the way in which the readers of periodical bulletins can be presented
with insights from recent incidents. As can be seen, they typically take the form of reminders.
They emphasise the importance of particular safety-related activities, such as the maintenance of
bilge lines and valves. They also illustrate the potential consequences of neglecting those activities.
The previous example also illustrates the way in which incident reports can be used to emphasise
the importance of particular items of safety equipment. This is particularly signi�cant for highly-
competitive industries in which their might be an economic temptation to avoid the installation and
maintenance of such devices that are not strictly necessary in order to achieve particular production
quotas.

It is diÆcult to capture the diversity of recommendations that appear in incident reports. It
can also be diÆcult to anticipate the particular focus that investigators will take when making
particular proposals. Both of these points can be illustrated by the conclusions of a report by the
Australian Maritime Safety Authority into livestock mortalities on board the MV Temburong [42].
This incident occurred when the deck generator supplying power to a livestock ventilation system
failed. The crew identi�ed that the generator's diesel fuel supply had been contaminated with a
heavier grade of intermediate fuel oil. The power for the ventilation system was then transferred
to the engine room generators. These subsequently failed. The consequences were a complete loss
of electrical power including the shut down of the ventilation system to the livestock spaces. This
second failure was traced to water contamination of the engine room generator's diesel fuel supply.
The report focuses on the adverse outcome of the incident; over 800 cattle died. Less attention
is paid to the potential dangers posed to the crew and other mariners by the loss of power to the
vessel. This focus is entirely justi�able given that the investigators associated with a relatively
low risk with the second and total power loss. This assessment is never made explicit within the
report. The Australian Maritime Safety Authority do not present particular recommendations in
this report. In contrast, they enumerate a number of conclusions. This approach is instructive
because it typi�es incident reporting systems that separate the determination of what happened
from the recommendation of potential interventions:
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\14.1 The failure of both the primary and secondary sources of power was due to con-
tamination of the ships fuel supplies: contamination of the fuel for the primary power
source was water and the contamination in the case of the secondary power source was
heavy fuel oil.

14.2 The situation was compounded by the failure of the ships communications systems
during the incident as a result of an unexplained battery failure.

14.3 The serious nature of the incident was exacerbated by inadequacies on the part
of the ships personnel in their immediate response to the incident and the absence of
contemporary ship management practices.

...

14.6 On departure the operation and con�guration of the ships generating equipment was
in accord with the prescribed regulatory requirements. However the manner of operation
has raised the issue of whether the Marine Order requires redrafting so as to ensure that
the meaning of a secondary power source is more clearly de�ned.

14.7 Whilst the fuel contamination situation was avoidable the incident has nevertheless
raised the general issue of the ability of livestock vessels to recover from a dead-ship
situation. Whilst the Temburong satis�ed class and 
ag rules in this regard the system
was shown to be particularly vulnerable when the well being of the livestock is considered.

14.8 Following the restoration of power the crew performed well in a most diÆcult situ-
ation to remove the dead cattle from the vessel." [42]

As can be seen the �ndings from this investigation address a broad range of system failures. They
consider problems in the crews' management, they address the failure of speci�c subsystems, they
also consider regulatory failure and potential problems in the interpretation of Marine orders. The
previous quotation does not, however, present particular recommendations. These are left implicit
within the �ndings that are derived from the causal analysis. Sentences such as `whilst the the
Temburong satis�ed class and 
ag rules in this regard, the system was shown to be particularly vul-
nerable' imply that the rules or their interpretation may be inadequate to prevent future incidents.
Similarly, the report questions `whether the Marine Order requires redrafting so as to ensure that
the meaning of a secondary power source is more clearly de�ned'. This arguably implies that a rec-
ommendation be made to examine the suÆciency of the relevant Marine Order. Previous paragraphs
have argued that this approach typi�es incident reporting systems in which the identi�cation of what
happened is separated from the recommendation of remedial actions. This represents an extreme
example of the heuristic introduced in Chapter 12 that investigators should leave domain experts to
determine how to avoid future failures. It can, however, lead to a number of potential pitfalls. In
particular, it is essential to ensure that the organisations and individuals who subsequently identify
potential recommendations are independent from those who are implicated in a report. Fortunately,
the investigators in our case study avoid this potential pitfall by passing their report directly to the
Australian Maritime Safety Authority who, in turn, are responsible for identifying means of avoiding
similar incidents in the future [43].

The use of language in an incident report can re
ect the e�ect that particular recommendations
are intended to have upon their audience. The previous recommendations illustrate the focused
use of particular recommendations to reinforce existing safety information. They do not require
signi�cant additional expenditure nor do they imply a major safety initiative on behalf of the industry
involved. In contrast, very di�erent language is used by the US Coast Guard when a Quality Action
Team presents its recommendations into towing vessel incidents on American Waterways [828].
They argued that the incidence of fatalities and injuries can be reduced by a program including
prevention measures, the collection and dissemination of lessons learned, improved investigation and
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data collection techniques and the regular assessment of towing industry performance over time
using a fatality rate model. in order to interpret the language used in these recommendations it
is necessary to understand the nature of the relationship between the Quality Action Team and
the intended recipients of their proposals. The team were anxious to preserve a cordial working
relationship between the Coast Guard and the American Waterways Operators Safety Partnership.
In consequence, they were anxious to stress `non-regulatory solutions'. Under prevention, they
argued that companies should implement a fall overboard prevention program. In particular, they
should:

1. \Formulate and implement fall prevention work procedures consistent with vessel mission.
crew complement, and geographic area of operation. Procedures should emphasise teamwork,
communication, and safe work practices.

2. Ensure that all crewmembers receive initial and recurrent training in such procedures.

3. Assign responsibility for ensuring compliance with procedures to on-board supervision.

4. Enforce fall overboard prevention policies and consider the use of counseling, recurrent training,
and discipline in the enforcement process.

5. Investigate all fall overboard incidents to determine what happened and how such incidents
could be prevented in the future.

6. Inform all employees of fall overboard incidents and use lessons learned as part of a recurrent
training program.

7. Modify fall prevention procedures as necessary based on investigation of fall overboard inci-
dents." [828]

The detailed nature of these requirements arguably illustrates the way in which the Quality Action
Team sought to ensure that the recipients of their report clearly understood the proposed remedies.
This contrasts with the previous recommendations from the UK MAIB report that were far less
detailed in encouraging companies to follow what can be regarded as existing practices. The previous
requirements can be contrasted with further recommendation that were made by the Coast Guard.
These acknowledged the diverse circumstances that characterise towing operations. They, therefore,
encouraged companies to select `best practices' from a list that was developed during the drafting
of the report. This illustrates the cooperative, `non-regulatory' tone of the report.

These is an interesting recursive element to the Coast Guard report. Their recommendations
include the establishment of an incident reporting systems that would be used to `publicise the
�ndings and recommendations of the Towing Vessel Crew Fatalities Quality Action Team through
the American Waterways Operators Letter, sector committee meetings, regional meetings, and the
Interregion Safety Committee' [828]. The recommendations were also applied re
exively to members
of the Quality Action Teams own parent organisation. They argued that the Coast Guard should
publicise their recommendations through the Marine Safety Newsletter and `Industry Days'. Brevity
prevents a more sustained analysis of a detailed and exhaustive set of recommendations to a complex
problem. It is worth noting in passing, however, that this document like many other products of
incident report systems breaks many of the guidelines that were presented in Chapter 12. For
example, we have described the US Air Force's injunction not to recommend further studies [794].
Instead, investigatory and regulatory bodies should propose actions even if they are are contingent
upon on-going studies. In contrast, the Coast Guard's report identi�es numerous areas for further
analysis. American Waterways Operators and the Coast Guard are urged to �nd out more about
the factors in
uencing survivability following a fall overboard Incident. They also recommend that
the Quality Action Team's report be used to guide a more detailed analysis of fatalities in other
segments of the barge and towing industry. Finally, they describe how further studies must be
conducted to determine a means of measuring the impact that fall prevention programs, policies,
and procedures have upon incident rates. The di�erences between this Coast Guard report and the
heuristics that guide investigatory practice in the US Air Force can, in part, be explained by the
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di�erences in the nature of the recommendations that they propose. These di�erences, in turn, stem
from the diverse nature of the reports that are being produced. The Air Force procedures refer
to the recommendations that are produced after speci�c incidents and accidents. Further studies
imply a delay that may jeopardise the safety of existing operations. Hence, the focus is on providing
a rapid and e�ective response to particular failures. In contrast, the Coast Guard report presents
recommendations that are themselves the product of a study into a collection of incident reports.
Given the complex nature of these occurrences and previous problems in reducing the rate of towing
incidents it is hardly surprising that some of the recommendations should focus on the need for
further analysis.

As mentioned, the form and tone in which recommendations are presented can vary depending
on the intended audience and the publication in which it appears. This can be illustrated by
the recommendations from a more detailed investigation by the Transportation Safety Board of
Canada into a `bottom contact' incident involving a bulk carrier [785]. This report cannot easily
be categorised in terms of the previous enumeration of document types because it does not directly
introduce any new recommendations. It does, however, validate the interim measures that were
proposed in collaboration with the Canadian Coast Guard . It is important to emphasise, however,
that the lack of any new recommendations does not imply that the report does not play a role in the
presentation of proposed interventions. In contrast, it provides an important means of disseminating
information about those actions that have already been initiated by other organisations. The main
cause of the incident was identi�ed as the bridge crew's lack of information about a `shallow spot'
in the navigable channel of the Fraser River. This was attributed to inadequacies in the current
system of monitoring navigable channels and producing depth information for vessels in that area.
As mentioned, rather than making speci�c recommendations the investigators described the `safety
actions' that had been taken. The report concludes the Transportation Safety Board's investigation
and, therefore, the reader can assume that these actions are considered to be suÆcient to ensure
that similar incidents will not occur in the future:

\The Canadian Coast Guard advised that a formal Working Committee, with rep-
resentatives from the Fraser River Pilots Association, Fraser River Port Authority and
Coast Guard has been established and will be meeting quarterly to review channel con-
ditions and status of the channel monitoring and maintenance dredging program. A
possibility of modelling the sedimentation process to determine various rates of in-�ll
associated with forcasted river 
ow/discharge will be explored." [785]

It is clear from this quotation that the previous recommendations have a relatively limited geo-
graphical scope. They focus on the activities of the Fraser River Pilots Association and the Fraser
River Port Authority. The local nature of such proposed interventions enables investigators to defer
much of the detail about any recommendation. In contrast, previous paragraphs have described how
incident investigations can motivate far more general proposals. These recommendations go beyond
working practices in particular geographical area to address industry-wide operating procedures
throughout the globe. The presentation and form of such recommendations can be very di�erent
from those in the interim and �nal reports that are generated after many incidents. This can be
illustrated by the NTSB's recommendations following a series of �re on board passenger ships. The
Board issued detailed proposals to the International Council of Cruise Lines and Cruise Line Compa-
nies Regarding Fires on Board Passenger Ships. As might be expected, such an action was not taken
without considerable resources being allocated to analysing the causes of many previous incidents.
Although the letter was drafted in July 2000, the initial incidents that prompted their intervention
occurred on board the Universe Explorer in 1996 and the Vistafjord in 1997 [613]. The NTSB issued
safety recommendations to the U.S. Coast Guard in April 1997 that automatic smoke alarms should
be installed to protect both crew berthing and passenger accommodation areas. These recommenda-
tions were, in turn, forwarded by the Coast Guard to the International Council of Cruise Lines and
the International Chamber of Shipping. The NTSB's proposals were opposed on the grounds that
such systems might generate false alarms and could create crowd control problems. Three further
incidents in 1998, 1999 and 2000 prompted the Board to reiterate their recommendations. They
requested that Cruise Line Companies `without delay install automatic local-sounding smoke alarms
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in crew accommodation areas on company passenger ships so that crews will receive immediate
warning of the presence of smoke and will have the maximum available escape time during a �re'
[613]. The same recommendation was also made for the installation `without delay' of the same
devices in accommodation areas on company passenger ship. The International Council of Cruise
Lines were requested to withdraw their `opposition to the amendment of the Safety of Life at Sea
Convention chapter II-2 to require automatic local-sounding smoke alarms in crew accommodation
spaces on board passenger ships and support a full discussion of the technical issues and any further
U.S. Coast Guard actions on this matter before the IMO'. The same request was reiterated for their
opposition to smoke alarms in passenger accommodation spaces. The recommendations concluded
with an appeal that the council should support a `full discussion of the technical issues involved
and any further U.S. Coast Guard actions on this matter before the IMO' [613]. It is important
not to overlook the colour or tone of the language used in this document. The note of exasperation
or frustration re
ects the Board's concern over this issue. Only time will tell whether this choice
of language was an appropriate means of ensuring international agreement over these particular
recommendations.

The analytical procedures that have been described in the previous section have a strong in
u-
ence both on the recommendations that are derived from an investigation and also on the manner
in which any proposed interventions are described in a subsequent report. For instance, the Swedish
Board of Accident Investigation's `no blame' approach is deliberately intended to help them issue
recommendations as soon as possible after an incident has occurred; \...with the ongoing technical
development it is also necessary to quickly get knowledge of shortcomings in an operation that can
cause an accident or contribute to one" [768]. In more judicial systems, the focus is on identifying
recommendations in a more deliberate fashion given that their �ndings can have a profound im-
plication upon the livelihoods of the individuals who are a�ected [393]. The majority of incident
reporting systems can be interpreted to lie between these two extremes. Proportionate blame ap-
proaches, such as that adopted by the US NTSB, will often issue interim recommendations that are
then supplemented by any subsequent �ndings from a secondary investigation. The previous section
has also described how reports assess these initial recommendations in terms of whether or not they
were acceptable and, if so, can their implementation be declared closed. This two stage process
creates considerable problems for those who must publish and disseminate information about po-
tential recommendations. They must �rstly ensure that all of the intended recipients receive copies
of initial advisories. It is important that these individuals and organisations both understand the
intended response to such recommendations and that they have the adequate resources to satisfy
particular requirements. Regulators must then, typically, ensure that the same recipients of the
initial advisories are then provided with the updated recommendations that may be made in any
particular incident report. Of course, these may also `countermand' or replace recommendations
that were made as a result of incident reports that were issued many months or years before the
present investigation.

Such dissemination activities require considerable logistical support. Investigatory organisations
have, therefore, developed a range of databases to monitor and support the dissemination of inci-
dent recommendations. For example, Chapter 12 describe some of the applications that support
US Army reporting systems. Other organisations have developed billboards that help the intended
recipients of a recommendation to monitor amendments and revisions. Such resources are impor-
tant when logistical barriers prevent regulators and investigators from guaranteeing the delivery of
proposed interventions. For example, it can be diÆcult for the crews of many di�erent merchant
vessels to continually monitor the �ndings of incident reports that cover all of their possible ports
of call. Later sections will focus on these dissemination problems in more detail. For now it is
suÆcient to stress that many of these systems ful�ll a dual purpose. Not only do they help monitor
the distribution and receipt of particular recommendations, they can also be used to monitor their
implementation. These databases, typically, restrict access to such information. In contrast, the
New Zealand Transport Accident Investigation Commission maintains a World Wide Web list of
information about marine safety recommendations [630]. They recognise that \not all safety rec-
ommendations and responses are published in the Commission's Occurrence Reports because at the
time of printing some recommendations may have been incomplete or some responses may not have
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been available". The bulletin-board is accessed via a list of previous incidents. For example, the
user would select a link labelled `Report 00-211, harbour tug Waka Kume, loss of control, Auckland
Harbour, 19 November 2000' in order to view any revisions to the recommendations that were made
in that particular report. An alternative approach is to publish revised recommendations in terms
of particular safety-related themes, such as transfers between ships and helicopters. This approach
is similar to that adopted by the Australian Maritime Safety Authority [43]. Assuming that the
reader had selected the New Zealand link, cited above, they would be presented with information
about the recommendations that were made in the initial report. The Commission recommended to
the manager of marine services for the Ports of Auckland Limited that he revise their tug operator
training manual to include detailed information about engine and control system failures. They
also requested that he introduce regular, documented peer reviews to ensure that all tug operators
complied with the relevant safety regulations. These reviews should also assess the training that
the Ports of Auckland Limited provides for its skippers. They should be performed by independent
experts in the operation of similar tugs. The New Zealand Transport Accident Investigation Com-
mission's recommendation summary goes on to describe the Manager's response to these proposals.
This response illustrate the way in which bulletin boards can be used to inform `interested parties'
that particular recommendations have been accepted and are being implemented. The Manager
con�rmed that:

1. \Updates to the tug operator training manuals shall be carried out as follows: engine control
system failures, this section shall be expanded; response to engine control system failures, this
section shall be expanded; handling the tug with one azimuthing unit, this task shall be given
greater emphasis; introduce a system of peer review, this is being done.

2. The requirement to review Ports of Auckland Ltd training skippers by independent experts is
not practical. The trainer we originally used was from Canada no other trainer exists in NZ.
Many of our sta� have gained good skill levels with these vessels and will be adequate for use
in peer reviews." [629]

Unfortunately, further problems complicate the presentation of those recommendations that are
made in aftermath of an adverse occurrence or near-miss incident. In particular, incident reporting
systems must not simply present the �ndings that are derived from isolated near-miss incidents or
adverse occurrences. They must also consider interventions that address common features amongst
a number of previous failures. The problems of presenting these �ndings from multiple incidents are
assessed in later sections. In contrast, the following paragraphs focus more narrowly on guidelines
for the presentation of recommendations that relate to single incidents.

Presentation Issues for Recommendations

As we have seen, previous incident reports have been weakened by factual omissions. This can
prevent readers from gaining a good impression of the events leading to an adverse occurrence or
near-miss incident. Similarly, if parts of an analysis are omitted then it can be diÆcult to follow
the conclusions that are derived from an incident investigation. The level of quality control that
can be observed by reading large numbers of incident reports is, arguably, higher in the preliminary
sections of these documents than it is in the concluding paragraphs that, typically, list any potential
recommendations. One means of validating this claim is by looking at the litigation that follows from
many incidents and accidents. These proceedings, typically, focus on the proposed interventions
in the aftermath of an adverse occurrence. Far fewer proceedings are initiated to question the
evidence that is put forward in an incident report. Such di�erences can also be explained in terms of
the consequences that recommendations have upon the future operation of safety-critical systems.
Incident reconstructions are likely to be less contentious than any proposed interventions because
they need not carry with them the costs that are associated with implementing any subsequent
changes. It makes little practical di�erence whether one explains the focus on recommendations
as being due to 
aws in their presentation or to natural concerns over the cost implications their
implementation. In either case, it is clearly important that analysts devote considerable time and
attention to ensuring that their �ndings are presented in a clear and coherent manner. As we
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shall see, this can involve the publication of preliminary or interim reports to solicit comments of
proposed interventions. It can also involve more restricted forms of pre-publication or consultation
during which analysts validate their recommendations before disseminating them more widely. Such
techniques can be used to ensure that the presentation of recommendations satis�es a number of
detailed requirements:

1. Identify the recipients and draft recommendations accordingly.
Chapter 12 has already described how recommendations should consider what must be achieved
but not necessarily how those goals will be implemented. It has also been argued that the recip-
ients of a recommendation must have the necessary resources to achieve particular objectives
by the dates that are speci�ed in an incident report. Unfortunately, many incident reports fail
to follow these guidelines. For example, the following excerpt is taken from a report issued by
the Hong Kong Marine Accident Investigation Section:

\Non compliance of the safety guidelines for the transport of motor vehicles/cycles
is considered the principle cause of this accident. Had the guidelines been followed,
there would have been no uncleaned fuel tanks of motorcycles containing residue
of volatile hydrocarbon based substance and residual fuel in the engine assemblies,
and as a result no accumulation of hydrocarbon vapour in the container." [364]
http://www.info.gov.hk/mardep/dept/mai/elmi399.htm

This illustrates how recommendations may often be implicit within the �ndings of an inci-
dent report: operating companies must follow the safety guidelines for the transport of motor
vehicles. There are a number of problems with this implicit approach. Firstly, reminders to
operators that they must `try harder' o�er few guarantees about the future safety of an appli-
cation process [409]. Secondly, the implicit nature of such recommendations can lead to a range
of di�erent interpretations of the proposed remedies. Readers might infer that the harbour
authorities ought to initiate more frequent checks to ensure compliance with these regulations.
Alternatively, improved training might be o�ered to the particular working groups that were
involved in loading this vessel. In an ideal world, such alternative interpretations might en-
courage readers to initiate a range of interventions. In practice, however, there is a danger
that any ambiguity can encourage individuals and organisations to pass-on responsibility for
implementing particular recommendations.

2. consider the problems of non-compliance or opposition.
The most observant readers of this work will have noticed a particular trend that is apparent
in the response to many of the recommendations that have been proposed by the NTSB. In
Chapter 9 we looked at the recommendations that were issued in response to a succession
of gas explosions. The OÆce of Pipeline Safety in the Department of Transportation ques-
tioned NTSB initiatives to install Excess Flow Valves [588]. Similarly, previous sections in
this chapter have described the reluctance of the International Council of Cruise Lines and the
International Chamber of Shipping to introduce automatic smoke alarms into crew berthing
and passenger accommodation areas [613]. One explanation for the opposition that is often
provoked by NTSB recommendations is that their investigators focus primarily on the safety
issues rather than the cost implications of implementing particular proposals. As we have seen,
other incident reporting systems take a more cautious approach when they `target the doable'.
The reluctance to implement particular recommendations, arguably, provides a further illus-
tration of the relationship that exists between corporations and federal agencies in the United
States. In either case, such opposition illustrates the importance of explicitly considering what
to do when the recipients of a report object to particular recommendations. As we have seen,
some reporting agencies simply document the �ndings of an investigation without providing the
reader with any idea of whether or not they were actually implemented. Any objections that
block the implementation of a recommendation are then, typically, only revealed in subsequent
reports that document the recurrence of similar incidents. Of course, this approach cannot be
used to identify situations in which objections to a recommendation have not contributed to
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subsequent incidents. This approach creates considerable problems both for incident investiga-
tors and safety managers. It can be diÆcult for them to recreate the di�erent arguments that
support and oppose particular recommendations. As a reader of incident reports, it can often
be frustrating to see investigatory agencies repeatedly advocate the same interventions with-
out any explanation of why their recommendations are consistently not being implemented.
Other reporting organisations have avoided these problems by publicising any dialogues that
take place with `interested parties'. This can be illustrated by the way in which the IMO have
collated the arguments for and against particular recommendations in the aftermath of Erica
oil pollution incident o� the French coast. The IMO collated and published responses from
the IMO Maritime Safety Committee and their Maritime Environment Protection Agency.
These addressed recommendations and proposals made by the International Association of
Classi�cation Societies and a resolution by the European parliament. Their views on changes
to condition assessment schemes provoked further response from the International Association
of Ports and Harbours. Amendments were proposed by maritime organisations in Belgium,
Brazil, the Bahamas, Germany Greece, Japan etc. The IMOMaritime Environment Protection
Agency then commented on these national submissions. Further statements were made by the
International Chamber of Shipping and the International Association of Independent Tanker
Owners. Such multi-national responses represent an extreme example. In most incident re-
ports, it is possible to represent di�erent attitudes to particular �ndings within a �nal report.
This enables investigators to document the reasons why particular groups might oppose the
implementation of any potential recommendations. This explicit statement of objections is
very important. There have been many instances in which operating companies have denied
objecting to recommendations that might have prevented incidents and accidents.

3. de�ne conformance and validation criteria.
Like most guidelines, it is possible to identify a number of problems that must be addressed
when attempting to use the items in this list as a means of informing the presentation of
recommendations that are derived from incident reports. For instance, we have argued that
investigators should, if possible, avoid trying to specify the precise mechanisms and procedures
that might be used to satisfy a particular �nding. This create problems because regulatory
authorities, safety managers and operators must determine appropriate means of meeting
particular recommendations. There is an obvious danger that incident investigators might
conclude that any failure to prevent subsequent incidents indicates a failure to satisfactorily
implement their recommendations rather than concluding that their previous recommendations
were inadequate. It is, therefore, important that if a report documents what must be done
rather than how then the report must also specify conformance criteria that can be used by
operators and regulators to determine whether particular mechanisms have satis�ed particular
high-level objectives. Or put another way, without such criteria investigators may continue
to blame inadequate implementation of previous recommendations rather than investigating
whether those recommendations were adequate in the �rst place. Establish conformance is non-
trivial. We might like to specify that any proposed changes will make it extremely unlikelihood
that an incident will recur. As we have seen, however, many safety-critical incidents have an
extremely low probability. If we consider an incident that occurs once in every 100,000 hours of
operation, we may have to wait a considerable period of time before we can have any assurance
that proposed changes have reduced this frequency. Basic probability theory suggests that even
if we observe a system for 99,999 hours there is no guarantee that an incident will not occur
twice in the remaining hour. These issues will be discussed in greater detail in Chapter 15.
For now, the UK Coastguard Agency's Marine Pollution Control Unit's report into the Sea
Empress Incident illustrates some of the points mentioned in this paragraph [793]. The report
does not focus on the causes that contributed to the grounding of the vessel and subsequent
release of 72,000 tonnes of crude oil into Milford Haven. Instead, it analyses the environmental
response and makes a number of recommendations that are intended to improve the `clean-
up' operation after future incidents. The Sea Empress was grounded in 1996, since that time
there have been no comparable incidents that might be used to judge whether or not the
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recommendations have had their intended e�ect. All that can be done is for the relevant
agencies to test their preparedness in simulated exercises that are intended to demonstrate
that they meet the recommendations outlines in the Coast Guard report. The nature of these
exercises can vary signi�cantly from one local authority to another. This guideline, therefore,
argues that incident reports should document acceptance criteria that can be used to determine
whether or not particular mechanisms have actually satis�ed a recommendation.

4. Link the recommendations to the analysis.
The previous section has argued that incident reports must develop explicit links between the
evidence that supports a reconstruction and the analysis that leads to certain causal �ndings.
This is intended to reassure readers that those �ndings are grounded in the evidence that is
obtained in the aftermath of an incident. Similarly, it is important that an incident report
documents the relationship between particular recommendations and the products of a causal
analysis. Such links create a clear path between the events that contributed to previous
failures and the proposed interventions that are intended to prevent future recurrences. The
importance of these connections can be illustrated by two recommendations from a report that
was issued by the UK MAIB [515]. The incident began when the watchkeeping motorman on a
roll-on, roll-o� cargo vessel started to clean the top of an electrical cabinet. To gain access, he
stood on top of a pipe and lent over a fuel oil booster pump. As he did this, he inadvertently
activated the emergency stop button on the pump. The pump stopped and this caused a
fall in the fuel pressure for the main engine. This, in turn, caused the main engine to stop
resulting in a `black out' when the generator breaker on the main switchboard tripped. The
particular details of this incident are less signi�cant in the context of this section than the
recommendations that were identi�ed. The �rst of these stressed that all emergency stop
buttons should be �tted with bright protective covers that should alert operators to their
presence and function. The relationship between this recommendation and the details of
the incident is relatively clear given the details that were provided in the reconstruction. In
contrast, a further recommendation focussed on the \need for an active Safety Committee" even
though the report tells us nothing at all about the activities of the safety committee of the vessel
involved in the incident. A recommendation that \safety committees should examine all new
regulations, operating requirements and the implications of new equipment to see whether any
a�ect the risk pro�le" seems almost incidental to the occurrence being reported. Such proposals
require further justi�cation if readers are to be convinced that they might play a signi�cant role
in prevent future incidents [124]. Conversely, it is also important to justify a decision not to
derive any recommendations from an incident. This can be illustrated by the conclusion to the
Swedish Board of Accident Investigation's report into the collision between the MT T�arnsj�o
and the MV Amur-2524 mentioned in previous paragraphs [767]. This tersely summarises
the proposed interventions as follows: \4. Recommendations. None". When investigators
propose particular interventions, they must provide safety managers with a justi�cation that
will motivate them to implement any recommendations. Conversely, if investigators decide not
to propose any potential interventions then they must provide the authorities that commission
the report or which regulate the reporting system with a justi�cation for their decision that
no recommendations need be drawn.

5. explain why recommendations have been rejected or modi�ed.
The previous example provides an extreme case in which no recommendations were identi�ed
in the aftermath of what might have been a very serious incident. More generally, it is neces-
sary to explain why particular recommendations were rejected rather than justifying a decision
to entirely reject making any recommendation at all. This is important because readers often
form particular hypotheses about potential interventions that might have avoided an incident.
If investigators propose alternative remedies then there is a danger that operators and safety
managers will choose to follow their own intuitions rather than the proposed alternative. As
we have seen, this can have the knock-on e�ect of complicating any attempts to validate recom-
mendations unless signi�cant resources are used to assess the degree of non-compliance within
an industry. The US Coast Guard avoid this problem by a relatively sophisticated process that
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also helps to validate particular recommendations. The initial investigation restricts itself to an
examination of the facts that are known about an incident. A subsequent section of `Findings'
are then used to present the results of the analysis. A preliminary report is then presented
together with a letter containing proposed recommendations is then sent to the Coast Guard
Commandant. They review each recommendation, typically, with the Commander of the dis-
trict in which the incident occurred. They then draft a letter that is printed at the start of each
report. Their response lists each recommendation and states whether or not they concur with
the proposal. If they do not concur with the speci�c recommendation, they may agree with the
intent and modify the proposal. It is diÆcult to �nd any examples of investigator's recommen-
dations that have been rejected. However, this style of report does present detailed arguments
to explain why some recommendation are considered inappropriate. This, in turn, can help to
justify the alternative recommendations that are proposed by the Commandant and his sta�
[831]. The Transportation Safety Board of Canada report into the Fraser river incident, men-
tioned in previous paragraphs [785], provides an example of an alternative approach. In this
instance, rather than having an external auditor validate the recommendations made by the
investigators, the investigators validate the interim actions that have been taken by local and
regional oÆcers in the aftermath of the incident. As mentioned previously, the report into this
incident describes the investigation as closed without proposing any new recommendations.
The investigators do not modify or revise the interim recommendations presumably because
they are considered to be suÆcient to prevent any recurrence of a similar incident.

6. Distinguish between recommendations and lessons learned.
This section began by listing the publications that are used to report on information submitted
to the US Coast Guard's International Maritime Safety System. These range from formal alert
bulletins that describe interim recommendations through to the informal information notices
that summarise more general problems and which provide background information about po-
tential hazards. This distinction between di�erent forms of publication provides readers with
important cues about the relative importance of particular recommendations. Alert bulletins,
typically, describe particular actions that should be allocated an extremely high priority within
daily working practices. In contrast, information notices may provide general advice that of-
ten simply describes `best practice' without requiring the rapid implementation of particular
procedures. Such di�erences are apparent both in the medium of publication and in the style
of prose that is used to convey these di�erent types of information. For instance, the di�erence
between formal alerts and information notices is intended to re
ect a distinction between inci-
dent recommendations and more general `lessons learned'. The Coast Guard describe the style
and format of lessons in the following terms: \Lessons learned: the information presented
through the links below is mostly anecdotal and primarily intended for those who work on
the many vessels that navigate our oceans and waterways" [832]. In contrast, incident rec-
ommendations follow the more structured format suggested by the previous guidelines in this
section.

This section has presented a number of high-level guidelines that are intended to help investigators
draft reports into adverse incidents and near-miss occurrences. The focus has been on the more
formal style of report that are typically produced in the aftermath of failures that carry relatively
severe potential consequences. This is justi�ed by the observation that many of these reports have
been 
awed by omissions and inconsistencies [426]. It is also possible to selectively use subsets of
these guidelines to inform the presentation of less formal reports. In both cases, it is important
that investigators consider means of validating the documents that they produce. The guidelines
presented in this section are no more than heuristics or rules of thumb. They are the product of
experience in generating incident reports. They may not, therefore, provide appropriate guidance
for the ast range of incident reporting systems that are currently being implemented. It is, therefore,
often necessary to conduct further studies to increase con�dence that incident reports provide their
readers with all necessary information in a format that supports the operation and maintenance of
safety-critical applications.
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13.3 Quality Assurance

This section presents a range of techniques that can be used to support both the validation and the
veri�cation of incident reports. Veri�cation establishes that a document meets a certain number of
technical requirements. These include the need to ensure that a report does not contain inconsistent
information about the course of events leading to an incident. They also include the requirement
to ensure that any recommendations do not rely upon contradictory lines of analysis. In contrast,
validation techniques can be used to establish that a document actually satis�es a range of user
requirements. For instance, it is important to determine whether or not the potential readers
of an incident report gain a clear understanding of any proposed recommendations. Similarly, it
should be possible to demonstrate that the recipients of a report will have con�dence both in the
reconstruction of events and in the analysis that is derived from any reconstruction. It can be argued
that properties such as consistent and a lack of contradiction are basic user requirements and hence
that veri�cation techniques form a subset of the more general validation methods. We retain a clear
distinction between these di�erent approaches by assuming that veri�cation techniques often yield
insights into a document without the direct involvement of the intended recipients. In contrast,
validation techniques involve user testing and the observation of readers using incident reports to
support particular activities.

13.3.1 Veri�cation

It is possible to identify a range of properties that investigators might require of an incident report.
A small subset of these can be summarised as follows:

� consistency. It is important that an incident report should `get the facts correct'. This implies
that the timing of events should be reported consistently throughout a document. If there is
genuine uncertainty over the timing of a particular action then this should be made explicit.
This form of temporal coherence should be supported by location coherence. The position
of key individuals and systems should be consistently reported for any particular moment
during an incident. In other words, people should not appear to be in two places at once.
Similarly, technical details such as the serial number, type and operating characteristics of
particular devices should not change throughout a report unless such changes are explained
in the supporting prose. It might seem unnecessary to state these requirements. However,
a number of previous studies have document numerous violations of these apparently simple
requirements. One of the best known instances involves an incident report in which inconsistent
timings were given throughout the document because the emergency services disagreed over
who reached the scene �rst. This disagreement was not made explicit in the document and the
reader was o�ered no explanation as to why key events were given di�erent times in di�erent
sections of the report [502].

� lack of contradiction. Contradictions can be seen as a particular form of inconsistency. For
instance, mathematical proofs of consistency can be used to identify potential contradictions.
In incident reports, they occur when the same document assets that some fact A is both true
and not true. It is relatively rare to �nd factual contradictions within an incident report. It is
more common to �nd that an event A is reported to occur at a range of di�erent times rather
than an assertion that A did not occur at a particular time. Contradictions are, however, more
often found in the arguments that support particular �ndings in an incident report. They occur
when the same evidence is used both to support and to weaken particular lines of analysis.
As we shall see, the same events can be interpreted within the same report as evidence that
operators were following standard operating procedures and yet were disregarding particular
safety requirements. It is important that investigators identify such situations not because
they are in some sense `incorrect' but because they often require further explanation in order
to convince readers that they do not re
ect a deeper weakness within the interpretation and
analysis of an incident.
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� limited use of rhetorical devices. Chapter 11 has described a range of biases that a�ect the inter-
pretation of information about safety-critical incidents: author bias; con�dence bias; hindsight
bias; judgement bias; political bias; sponsor bias; professional bias; recognition bias; con�rma-
tion bias; frequency bias; recency bias; weapon bias etc. These often stem from the external
pressures that social and political groups can place upon investigators. There is a danger
that these pressures can encourage individuals to support lines of reasoning that may not be
directly supported by the available evidence. There is also a danger that this will result in
reports that use rhetorical devices, which help to persuade readers that alternative hypotheses
should be discounted. As we shall see, it is impossible within any prose document to entirely
avoid the use of rhetorical devices. It is, however, important that investigators are aware
of the potential impact of these techniques. It is also possible to employ structured reading
techniques to ensure that these devices are not used in a way that might mislead the intended
audience about the course or causes of adverse occurrences and near-miss incidents.

� structural simplicity. There are a number of structural problems that complicate the task
of drafting an incident report. The standard formats mentioned in previous sections require
that reconstructions and summaries of the events leading to an incident are presented before
any sections that analyse the causes of an incident. Dozens of pages can, therefore, separate
the presentation of evidence from the arguments that use particular facts about the course of
events. Similarly, recommendations may be presented many pages after the lines of analysis
that support them. Many investigators have addressed this problem by reiterating factual
information within the analysis section. Analytical arguments may also be repeated before
the presentation of any recommendations. This creates further problems because subsequent
editing of either section can introduce the inconsistencies and contradictions mentioned above.
In other reports, key facts can be omited from a reconstruction and may only be presented
before particular recommendations. Previous sections have referred to such practices as the
`Perry Mason' or `Agatha Christie' approach to incident reporting. Readers cannot form a
coherent picture of an incident until they have read the closing pages of the report.

This is a partial list. Investigators can identify a range of other requirements that should be satis�ed
by incident reports. For instance, they might wish to guarantee that suÆcient warrants are provided
to support the evidence that is presented in these documents. Warrants describe the backing or
source that supports particular items of information. Brevity prevents a complete analysis of these
diverse properties. In contrast, the following pages brie
y introduce a number of techniques that can
be used to verify particular properties in incident reports. As mentioned, they can be distinguished
from validation techniques because they can typically be performed by an analysis of the document
prior to publication and they do not require direct access to the intended recipients of a particular
report.

Analysis of Rhetorical Devices

Rhetorical devices, or tropes, represent common and traditional techniques of style and arrangement
that can be used in prose to achieve a number of particular e�ects. These e�ects include emphasis,
association, clari�cation and focus. They also involve the physical organisation of text through
transition, disposition and arrangement. A further class of tropes deals with variety and decoration.
It is diÆcult to write e�ective prose without making use of these di�erent devices. It is also important
to understand the particular e�ects that these devices can have upon the readers of an incident
report. In particular, investigators must recognise when their use of particular rhetorical devices
might have an unwanted or unwarranted impact upon their audience.

There are many good textbooks that provide an overview of rhetorical techniques. Some, such as
the primer by Corbett and Connors, also include progymnasta or classical composition exercises that
are intended to help writers use particular devices [183]. It is ironic that many of these techniques,
that are traditionally intended to persuade others of your own opinion, might be abused in the
context of incident reporting. They provide case studies in the use of language to create an e�ect
that does not stem solely from the information that is contained in the sentence. Brevity prevents
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a complete introduction to all of these techniques. In contrast, the following list brie
y summarises
a selection of the most common tropes and provides examples of their use within a single incident
report. These illustrations come from a report that was published by the Transportation Safety
Board of Canada [784]. In this incident, the Navimar V, a pilot boat, came alongside a bulk carrier,
the Navios Minerva. As she did so, she overtook a wave generated by the carrier and pitched onto
its crest. The Navimar V then surged into the trough of the next wave and plunged into the sea.
The submerged bow slowed the pilot boat but her momentum continued to pitch the vessel until she
turned over. The incident resulted in serious injuries to one crew member and minor injuries to three
more people, including two pilots who were using the accommodation ladder to board the Navimar
V. The subsequent report into this incident can be used to illustrate the role that particular tropes
or rhetorical devices can have upon the reader of an incident report:

� Ampli�cation
This technique involves the restatement of an idea or argument. It often also involves the
introduction of additional details. For example, the report into the capsize of the Navimar V
includes the following �ndings:

\2. Under international regulations, the vessel was required to use a pilot ladder
to transfer pilots.

3. Instructing Marine Communications and TraÆc Services traÆc regulating
oÆcers to tell foreign crews to use the accommodation ladder is a request made by
the pilots but is contrary to international regulations." [784]

The �rst �nding notes that international requirements require the use of a pilot ladder. The
second �nding ampli�es this observation by noting that the request to use an accommodation
ladder is also forbidden. This technique can have the e�ect of drawing the reader's attention
to a particular concept or idea. The ampli�cation not only introduces new facts but it also
supports and reiterates the arguments that are introduced in previous sentences. This tech-
nique can create problems when the ampli�cation of particular aspects of a previous assertion
can detract from other arguments or items of information. The combined e�ect of these con-
�rmatory statements can have a signi�cant impact upon the reader of an incident report. It
is, therefore, also important to provide suÆcient evidence to establish the credibility of both
an initial assertion and the subsequent ampli�cation. For instance, the reader of the Navimar
V report is referred to Chapter 5, Rule 17 of the 1974 International Convention for the Safety
of Life at Sea (SOLAS). This stipulates that pilot ladders must be used for pilotage service.

� Anaphora
This technique uses repetition at the beginning of successive phrases, clauses or sentences. It
can create an impression of climax in which the repetition leads to a particularly important
insight or conclusion. The Navimar V report uses this technique in the paragraphs of analysis
that immediately precede the investigator's conclusions:

\Because the bulk carrier was moving at a speed through the water of about 10
knots, the waves she generated were probably unusually large. During the transfer,
the pilot boat was manuevred onto the crest of one of those waves which was just
forward of the accommodation ladder platform. Because the speed of the wave was
less than the speed of the pilot boat, the `NAVIMAR V' accelerated into the trough
towards the next wave. Because the accommodation ladder was on the vessel's
quarter, the bottom platform was not resting onto the vessel's side and the pilot
boat's bow had to be rested on the vessel's side to line up the after deck under the
accommodation ladder".[784]

This example illustrates the successive use of the phrase `Because the...' to build up a causal
explanation of one aspect of the incident. It is reminiscent of the phrases that can be derived
using the Why-Because Analysis (WBA) described in Chapter 10, although this technique was
not used in this instance. The rhetorical device creates the impression of `building up a case'.
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The investigator uses each successive sentence to `stack up' the evidence in a manner that
supports the analysis. It is important to emphasise that such techniques are not of themselves
either `good' or `bad'. Rhetorical devices can be used to convince us of well-justi�ed conclusions
or to support half-baked theories. It is important, however, to be sensitive to the e�ects that
such techniques might have on the readers of an incident report. For instance, the previous
citation can be interpreted to provide readers with a clear summary of the arguments that
support the investigators' conclusions. It can also be interpreted in a more negative light.
The repetition of such phrases may create an impression of certainty about the causes of an
incident that might not be justi�ed by the evidence. This particular rhetorical device leaves
little room for suggesting alternate hypotheses as this particular argument is being presented.

� Antithesis
This uses juxtaposition to contrasts two ideas or concepts. This can be illustrated by the
use of the term `rather than' in the following sentence: \The custom on the St. Lawrence
River for a number of decades has been for pilots to use the accommodation ladder rather
than the pilot ladder, unless exceptional conditions require a departure from that practice"
[784]. Here the practice of using the pilot ladder is being juxtaposed with the use of the
accommodation ladder. This technique is important because readers may make a number of
additional inferences based upon such constructions. In this context, it is tempting to infer
that the prevailing custom on the St Lawrence is some form of violation. We know that
an incident has occurred and the juxtaposition of existing practice with another procedure,
such as the use of the pilot ladder, suggests ways in which those alternative practices might
have avoided the failure. It can be argued that this analysis makes too many assumptions
about the inferences that readers might draw from such an antithetical device. It is important
to remember, however, that these additional inferences are very similar to those that been
identi�ed by Byrne and Tasso's experimental studies of counterfactual reasoning [124].

� Asyndeton
This device omits conjunctions between words, phrases and clauses. This technique creates
an impression of `unpremeditated multiplicity' [307]. The document creator can think of so
many elements in the list that they hardly have time to introduce explicit conjunctions. This
is illustrated by an enumeration describing the commitment of Transport Canada: \to the
review and approval of construction plans, stability data, and the subsequent inspection of
proposed or existing vessels, to ensure compliance with applicable regulatory requirements."
[784] The omission of the �nal conjunction implies that the list is incomplete. There is also a
sense in which this technique also builds to a particular conclusion. The �nal term `to ensure
compliance with applicable regulatory requirements' may be the most important. Asyndeton
creates precise and concise summaries. It, therefore, o�ers considerable stylistic bene�ts to
more formal incident reports that can otherwise appear to be verbose examinations of complex
failures. There are, however, dangers. The implied omission of closing conjuncts, as in the
previous example, can lead to uncertainty if the reader is unsure of what other information
might have been omitted from a list.

� Conduplicato
This technique relies upon the repetition of key words or phrases at, or very near the begin-
ning, of subsequent sentences. This can be illustrated by the following quotation in which
the investigators stress the e�ects of \modi�cations" on the trimming characteristics of the
Navimar V.

\The series of modi�cations carried out in 1993, 1996, and in the spring of 1997,
prior to this occurrence, were collectively unsuccessful in eliminating the perceived
shortcomings in the vessel's dynamic trimming characteristics. Further modi�ca-
tions, after re
oating the vessel in 1998, were made to reduce once again the detri-
mental after trimming characteristics." [784]
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Conduplicato provides a focusing device because writers can use it to emphasise key features in
preceding sentences. This helps to ensure that readers notice key concepts or ideas that may
have overlooked when they read the initial sentence. The previous example also illustrates
the way in which particular passages can simultaneously exploit several di�erent rhetorical
techniques. Not only is conduplicato used to emphasise the importance of \modi�cations" to
the vessel. The term \trimming characteristics" is also emphasised by its use at the end of
both sentences in the previous example. This technique focuses the readers' attention on the
consequences of those modi�cations. Most investigators draft incident reports without ever
being aware that they are exploiting such rhetorical devices. However, some of the material
in this section is widely taught within courses on technical writing and composition. The
intention behind these courses is to make writers more aware of the techniques that they can
exploit in their documents. Previous paragraphs have stressed the dangers that can stem from
the (ab)use of particular rhetorical techniques. They have also described how the inadvertent
use of some devices can encourage readers to form hypotheses that were not intended by those
who drafted an incident report. It is also important to acknowledge that some familiarity
with the application of tropes might improve the prose that it often used to present these
documents.

� Diazeugma
This rhetorical device involves sentences that are constructed using a single subject and mul-
tiple verbs. It is frequently used in the reconstruction sections of incident reports and can
help to describe a number of consecutive actions. Diazeugmas can provide an impression of
rapid change over time. For instance, the Navimar V report describes the master's actions in
extricating himself from the capsized vessel: \he saw light which he thought was coming from
the surface and swam in that direction, but found himself in the engine compartment" [784].
As can be seen, this rhetorical device captures a sense of urgency in addition to the temporal
information that may be implicit within such structures. There is, however, a danger that
diazeugma can provide misleading information if the actions occur over a prolonged period of
time. There is also a concern that the implied sequences may divert attention from intervening
events. This problem can arise from the use of a single subject throughout the sentence. The
actions of other subjects may be postponed to subsequent sentences even though they may
have been interleaved with those of the initial subject. For instance, the passage cited above
continues as follows:

\In the meantime the deck-hand, who was wearing a 
otation device, surfaced
near the hull. One of the two relief pilots hurried to the bulk carrier's bridge to
inform the bridge team of the situation. At 0012, he reported the accident to the
Quebec MCTS centre" [784].

Chapter 9 describes the problems that can arise when readers must reconstruct partial time-
lines from such prose descriptions.

� Expletive
This technique can be used to emphasise particular concepts by interrupting normal syntax.
Examples include the use of `in fact' or `indeed'. The following excerpt drawn from the
Navimar V report uses the expletive `moreover' as a preamble to form of ampli�cation. This
again illustrates the way in which tropes can be combined to particular e�ect:

\More recent pilot boats generally have a larger embarkation area forward of
the wheel-house than aft of it, which makes it easier for the master to observe the
transfer manuevre. Moreover, today's pilot boats operate at higher speeds during
pilot transfers. Consequently, speci�c attention must be paid to their dynamic lon-
gitudinal trimming characteristics in the design stage, to ensure a safe operation
throughout the vessel's displacement, transition, and full-planing modes." [784]

Such techniques can be used in a variety of di�erent ways. In this example, the expletive
is simply used to focus attention on an additional factors that increases the importance of
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considering the trim characteristics of pilot vessels. There are other instances in which reports
have used expletives to cat doubt upon particular aspects of a testimony. For instance, the
NTSB report into the loss of a clamming vessel contains the following sentence: \Mr Rubin also
testi�ed that he `absolutely' registered his emergency position indication radio beacon with
the National Oceanic and Atmospheric Administration" [831]. In this case the witnesses own
rhetorical use of the expletive `absolutely' is deliberately cited as a precursor to subsequent
arguments questioning the truth of their statement. The witnesses own emphasis, therefore,
imperils the credibility of the rest of their evidence if readers believe the investigators counter-
arguments about the registration of the beacon.

� Procatalepsis
This technique enables an argument to develop by raising and then answering a possible
objection. This is intended to avoid a situation in which the reader's attention is distracted
from any subsequent argument by the doubts that might have arisen during their reading
of the preceding prose. The case study report provides a relatively complex example of this
technique: \it is diÆcult to see how a pilot boat could be completely immune to capsizing
or plunging, but pilot boat design criteria must meet the needs of the industry and pilotage
authorities" [784]. This illustrates the use of procatalepsis because it addresses the implicit
objection that it is impossible to design a pilot boat that is completely immune to capsizing
or plunging. The answer to this possible objection is that `design criteria must meet the needs
of the industry and pilotage authorities'. As with previous techniques, this is not without its
dangers. The purpose behind the use of procatalepsis is to enable investigators to continue
with the main thrust of their argument. There is a danger that such brief comments may do
little to address the underlying doubts of the reader. For instance, the Navimar V does not
consider the form that such criteria might take not does it address the problems of establishing
consensus about the needs of industry and pilotage authorities.

This list presents a preliminary analysis of the rhetorical devices used in incident reports. It builds
on initial work by Snowdon [749]. He has argued that it is possible to apply this style of analysis
as a means of hecking whether or not particular linguistic constructs are (ab)used to support bias
in incident and accident reports. The objective of his work is to teach investigators to perform
a detailed and critical reading-through of their reports prior to publication. The intention is not
that they should be forced to learn the complex names and ideas associated with each trope. It is,
however, intended that greater attention be paid to the e�ect that particular devices can have upon
the readers of an incident report.

Logic

As mentioned, the previous list only provides a partial account of the many rhetorical devices that
can be identi�ed in incident and accident reports. Over sixty of these are identi�ed by Harris'
Handbook of Rhetorical Devices [307]. Brevity prevents a more sustained analysis. It is, however,
worth pausing to consider one additional trope known as enthymeme. This is an informally-stated
syllogism in which either a premise or the conclusion is omitted. This can be illustrated by the
following quotation for the Navimar V case study: \since visibility was good, conduct of both the
vessel and the pilot boat was carried out by visual observation during the approach of the two vessels
and the transfer of the pilots" [784]. This is an enthymeme because it omits the premise that if
visibility is good then such manuevres should be performed using visual observation.

It is also possible to omit the conclusion in an enthymeme if it can be `generally' understood from
the premises. For instance, a meeting was convened between Transport Canada, the Corporation
des pilotes du Saint-Laurent central, the Corporation des pilotes du Bas Saint-Laurent and the
Laurentian Pilotage Authority to decide upon an initial response to the capsize of the pilot vessel.
It was agreed that \Transport Canada would issue a Ship Safety Bulletin if the parties came to a
consensus, but such consensus was not reached" [784]. This omits the conclusion that no Ship Safety
Bulletin was issued. This illustrates a potential danger that stems from the use on enthymemes.
The previous quotation provides no guarantees that such a Bulletin was not issued for other reasons.
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In logical terms the `if' in the preceding extract represents implication not bi-implication. Many
readers of this extract may, however, make the inference that the publication was not issued and
that this can be entirely explained in terms of the lack of agreement between the parties involved in
the investigation.

There are further forms of enthymeme. An initial premise can create a speci�c context that
a�ects the readers' interpretation of subsequent, more general, premises. Readers may then apply
the initial premise to the generalisations in order to infer a number of more particular conclusions.
For instance, the following excerpt refers to a range of human factors issues that may have a�ected
the Navimar V incident:

\The level of care and skill required of a crew manoeuvring a pilot boat are signi�cant
factors in this occurrence. Even the most experienced master may su�er a moment's inat-
tention. An emergency manoeuvre to correct the vessel's behaviour may be as harmful
as poor vessel design. The human factor is also part of the operating system." [784]

The initial sentence states that operator behaviour contributed to this particular incident. The
following sentences provide generalised premises that do not refer directly to the circumstances
surrounding the capsize of the Navimar V. The implicit conclusions that readers might identify
from this enthymeme is that, in this particular incident, key personnel su�ered from a moment's
inattention, an emergency maneuver may have taken place and that human factors issues may have
impaired the operation of the Navimar V.

There are considerable dangers in the use of enthymemes within incident reports. As we have
seen, they often rely upon readers inferring conclusions that are implicit within the premises that
appear in the published account. Unfortunately, there are few guarantees that every reader will
correctly form the implied syllogism. In particular, the distinction between implication and bi-
implication can lead to numerous problems with a negated premise. Statements of the form not A
and if A then B does not enable us to conclude notB . However, we can conclude not B if we have a
premise of the form A if and only if B . These problems may appear to be of esoteric signi�cance.
They have, however, resulted in numerous objections to the accounts that are presented in incident
reports [427]. One solution is to use formal logic as a means of verifying that incident reports
present all of the information that readers require in order to form the syllogisms that are used by
investigators [412]. It is important to emphasise that there are some important di�erences between
this use of logic and that proposed by Ladkin and Loer [470], reviewed in Chapter 11. WBA uses
causal logics to support the causal analysis that must be conducted before a report is drafted.
In contrast, the techniques that I have developed are aimed more at improving the presentation
and argument in incident reports. Philosophically these di�erences are important because WBA
embodies an objective view of causation from Lewis' approach to counterfactual reasoning [491].
This creates some technical problems when there may be rival explanations for the same observed
events; Chapter 11 describes proposals to resolve this by introducing weightings into Lewis' modal
structures. In contrast, the use of logic to verify the content of incident reports can avoid making
any strong assumptions about what actually was the cause of an incident. This can be left up to
the skill and expertise of the investigators. The use of logic in this context is simply intended to
ensure that the account of an incident avoids the problems associated with the inappropriate use of
enthymemes.

The practical application of logic to support the veri�cation of incident reports is very close to
that described in Chapter 9. In this previous chapter, mathematically-based notations were used to
reconstruct the events leading to an incident. Rather than constructing clauses from the primary
evidence that is obtained in the aftermath of an incident, veri�cation proceeds by building a formal
model from the phrases in a report document. This can be illustrated by the previous excerpt from
the Navimar V case study. It was agreed that \Transport Canada would issue a Ship Safety Bulletin
if the parties came to a consensus, but such consensus was not reached" [784]. This an be formalised
using the following clauses, note that some of the parties to the agreement have been omited to
simplify the exposition:

consensus(transport canada; laurentian pilotage authority) )
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issue(transport canada; ship safety bulletin): (13.1)

not consensus(transport canada; laurentian pilotage authority): (13.2)

The �rst clause states that if consensus is reached between Transport Canada and the Laurentian
Pilotage Authority then Transport Canada issues a Ship Safety Bulletin. The second clause states
that consensus was not reached. Unfortunately, the laws of �rst order logic do not enable us to
make any inferences from these premises about whether or not a bulletin was issued. This can be
illustrated by the following inference rule that represents arguably represents the informal inferences
that many readers would apply to the previous quotation. If we know that A is true and that if A
is true then B is true, we can conclude that B is indeed true:

A;A) B ` B (13.3)

Unfortunately, this rule cannot be applied to clauses (13.1) and (13.2) because these take the form
A ) B ;notA. In order to address any potential confusion, we would be forced to explicitly state
that no bulletin was issued by Transport Canada:

not issue(transport canada; ship safety bulletin): (13.4)

Alternatively, we could re-write the prose used in the incident report: Transport Canada would only
issue a Ship Safety Bulletin if the parties came to a consensus, but such consensus was not reached.
The introduction of the modi�er `only' rules out other circumstances that might have led to the
publication of the bulletin and which are not mentioned in that particular passage. This would
result in the following formalisation which includes the , operator (read as `if and only if'):

consensus(transport canada; laurentian pilotage authority) ,

issue(transport canada; ship safety bulletin): (13.5)

not consensus(transport canada; laurentian pilotage authority): (13.6)

The use of the, operator provides a number of additional inference rules that can be used to verify
the informal reasoning process that has been described in previous paragraphs. One of these rules
can be formalised as follows:

not A;A, B ` not B (13.7)

The proof proceeds by applying (13.7) to clauses (13.5) and (13.6) to derive:

not issue(transport canada; ship safety bulletin): (13.8)

The use of formal logics o�ers a number of additional bene�ts to the veri�cation of incident reports.
In particular, it can be used to strip out repetition when it is used as a rhetorical device. For
example, the Navimar V case study includes the following phrases:

\In the compulsory pilotage areas on the St. Lawrence River, most pilots use the
accommodation ladder for access to vessels." (Section 1.12.2, [784])

\The custom on the St. Lawrence River for a number of decades has been for pilots to
use the accommodation ladder rather than the pilot ladder, unless exceptional conditions
require a departure from that practice." (Section 2.2, [784])

\Most St. Lawrence River pilots use the accommodation ladder to board vessels."
(Section 3.1, [784])

Such repetition can have an adverse e�ect on the reader of an incident report. The recurrence
of similar sentences reiterates particular observations. This indirectly lends additional weight to
arguments even though each restatement of the information is based on the same evidence. There
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may be insidious e�ects when, as in the previous examples, no evidence is cited to support particular
assertions about existing practices on the St. Lawrence. The previous citations might be represented
by the following clauses.

size of (pilot(P1); perform(P1; access accommodation ladder);N 1) ^

size of (pilot(P2); perform(P2; access pilot ladder);N 2) ^most(N 1;N 2): (13.9)

As mentioned, such formalisations help to strip out the rhetorical e�ects of repetition. Logical
conjunction is idempotent. In other words, A ^ A ^ A ^ A is logically equivalent to A even though
the rhetorical e�ect may be quite di�erent. It is important to note, however, that we have had to
rely upon a second order notation in order to formalise the notion of `most' in (13.9). This illustrates
a limitation of our application of logic. A range of relatively complex mathematical concepts may
be required in order to formalise the prose within an incident report. There are further limitations.
For example, we have not provided the semantics for most . We might have resorted to the use
of > but this would not have captured the true meaning of the investigators' remarks. Such a
formalisation would evaluate to true if just one more pilot used the accommodation ladder rather
than the pilot ladder. We might, therefore, specify that most(N 1;N 2) is true if N 1 is twice as
big as N 2, three times as big as N 2, four times as big as N 2... The key point here is that the
process of formalisation forces us to be precise about the meaning of the prose that is used within an
incident report. This o�ers important safeguards during the veri�cation of a particular document.
For example, if we consider precise numerical values to support the de�nition of most we might then
require that investigators providing statistical evidence to demonstrate that three, four or �ve times
as many Pilots use the accommodation ladders as use the Pilot ladders.

The previous example has illustrated not only how logic can be used to combat the rhetorical
e�ects of repetition, it has also illustrated the level of precision that this approach promotes during
the veri�cation of an incident report. There are further bene�ts, especially when investigators
consider variants of the enthymeme tropes mentioned above. An enthymeme involves the omission
of a premise or conclusion from an argument. It is relatively rare to �nd incident reports that
deliberately omit major facts from their account [426]. More frequently, evidence can be cited many
pages away from the arguments that it supports This creates problems because readers can easily
overlook this con�rmatory evidence and hence may not draw the conclusions that might otherwise
have been derived about the course and causes of an incident. Similar problems can arise from the
use of the structuring mechanisms that have been described in previous sections of this chapter.
In particular, by stating the conclusions at the end of an incident report it is relatively easy for
readers to forget or overlook the caveats and provisos that may have been used to circumscribe
those �ndings in the previous sections of a report. For example, the Navimar report includes the
following conclusion: \9. the pilot aboard the bulk carrier and the master of the pilot boat did
not come to an agreement by radio communication on the time and position for the transfer" [784].
An initial reading of this �nding might suggest that radio communication ought to have been made
and that this might have helped to avoid the incident. Such an interpretation ignores some of the
contextual factors that convinced both of these experienced mariners that such a course of action
was unnecessary. For instance, the report make the following observations ten or more pages before
the conclusions cited above:

\Since neither the master of the pilot boat nor the pilot on board the bulk carrier
was expecting any problems with the transfer manoeuvre, they did not see any point
in making contact by radiotelephone to determine when the pilot boat should come
alongside and transfer the pilots, nor were they required to do so by regulations." (Section
1.9.2, [784])

In order to correctly interpret �nding 9, cited above, readers must remember that the pilot and mas-
ter were not required to make radio contact and that both considered such contact to be unnecessary
given the prevailing conditions at the time of the transfer. This is a non-trivial task. As we have
seen, most incident reports contain a mass of contextual detail. For example, the Navimar V report
provides details of previous pilot transfers that did not play any direct role in this particular incident.



682 CHAPTER 13. FEEDBACK AND THE PRESENTATION OF INCIDENT REPORTS

It can be diÆcult for readers to identify those details that will be signi�cant to their understanding
of the conclusions in an incident report and those that simply add circumstantial information. Logic
can be used to strip out this contextual information. we have pioneered a style of analysis that
is similar to the WBA, described in Chapter 9. Rather than starting with a temporal sequence of
events leading to an incident, we start with the conclusions in an incident report. For example, the
conclusion about the lack of communication can be represented by the following clause:

notmessage(pilot bulk carrier ;master pilot boat ; transfer details): (13.10)

The veri�cation process then proceeds by a careful reading of the incident report to identify any
previous information that relates to this conclusion. The previous citation might be formalised as
part of this analysis in the following manner:

weather(visibility good) ^

notrequired message(pilot bulk carrier ;master pilot boat ; transfer details) )

notmessage(pilot bulk carrier ;master pilot boat ; transfer details): (13.11)

Ideally, we would like to apply a formal proof rule, such as (13.3), to show that the conclusion was
supported by available evidence. In order to do this we must �rst demonstrate that the visibility
was good and that there was no requirement for the master and the pilot to communicate the
details of the transfer. The report contains detailed meteorological information: \since visibility
was good, conduct of both the vessel and the pilot boat was carried out by visual observation during
the approach of the two vessels and the transfer of the pilots" (Section 1.8.2, [784]). Much less
information is presented about the regulatory requirements, which might otherwise have required
that the communication take place. This example illustrates the way in which logic can be used to
focus on particular aspects of an incident report. The evidence that supports particular conclusions
can be described in a precise and concise manner. This directs further analysis of an incident report.
Investigators must identify those passages that provide the evidence to support these conclusions.
Such extracts can, in turn, be translated into a logic notation to complete the formal proof in a
manner similar to that illustrated in previous paragraphs.

A number of caveats can be raised about our use of logic to verify particular properties of an
incident report. In particular, our formalisations have relied upon relatively simple variants of �rst
order logic. These lack the sophistication of the more complex, causal techniques that have been
derived from Lewis' work on counterfactual arguments [491]. This issue is discussed at greater length
in Chapter 9. As we shall see, however, there are more fundamental objections against the use of any
logic formalism to analyse the arguments that are put forward within an incident or accident report
[775]. For now, however, it is suÆcient to brie
y summarise a number of additional bene�ts that can
be derived from this technique. In particular, it is possible to demonstrate inconsistencies between
two or more accounts of the same incident [427]. For instance, if one report omits a particular piece of
evidence then we must consider not only the impact of that omission itself but we must also account
for the loss of any inferences that may depend upon that evidence. In the previous example, if a rival
report failed to provide any information about the prevailing weather conditions then readers might
doubt clause (13.11) as an `explanation' for the lack of communication. It is also possible to extend
the formal model of an incident report to analyse any proposed recommendations. For instance, in
previous work we have used formal proof techniques to show that proposed interventions following
a rail collision need not prevent the recurrence of a similar incident in the future [427].

Toulmin

Toulmin's `The Uses of Argument' [775] can be seen as a measured attack against the use of formal
logic as a primary means of understanding rational argument. This work, therefore, has considerable
importance for any attempt to use logic as a means of verifying the correctness and consistency of
arguments within incident reports. One aspect of Toulmin's attack was that many arguments do not
follow the formal rules and conventions that are, typically, used to construct logics. An example of
this is the use of warrant, or an appeal to the soundness criteria that are applied within a particular



13.3. QUALITY ASSURANCE 683

�eld of argumentation. These criteria di�er between �elds or domain. The style of warrant that might
be acceptable within a court of law might, therefore not be acceptable in a clinical environment.
Similarly, the clinical arguments that support a particular diagnosis are unlikely to exploit the
same soundness criteria that might establish validity within the domain of literary criticism. The
abstractions of a formal logic are unlikely to capture the argumentation conventions that characterise
particular domains. Toulmin urges us to question the notions of objective or `universal' truth. The
truth of a statement relies upon the acceptance of a set of rules or procedures that are accepted
within a domain of discourse.

This initial analysis of Toulmin's work can be applied to the veri�cation of incident reports. For
instance, it is possible to identify certain norms and conventions within particular reporting systems.
These norms and conventions help to de�ne what is and what is not an acceptable argument about
causes of an incident. For example, eye-witness testimony typically provides insuÆcient grounds for
a causal analysis unless it is supported by physical evidence. Conversely, the data from a logging
system is unlikely to provide a suÆcient basis for any argument about the systemic causes of an
adverse occurrence or near-miss incident. One approach to the veri�cation of incident reports would
be to enumerate a list of these conventions that are often implicit assumptions within an investigation
team. Any report could then be checked against this list to con�rm that it met the appropriate
argumentation conventions. One of the strong features of this �eld-dependent aspect of Toulmin's
work is that it re
ects the di�ering practices that are apparent between di�erent reporting systems.
What might be acceptable as a valid argument about causation for a local investigation into a
low-risk incident might not be acceptable within a full-scale investigation of a high-risk incident.
Similarly, the standards that might be applied to the argument in an incident report within the
nuclear industry might be quite di�erent from those that would be acceptable within a catering
business. This domain-dependent approach contrasts strongly with logic-based techniques that rely
upon formal notions of correctness. The underlying proof procedures remain the same irrespective
of the domain under investigation. This has important practical consequences. The high costs that
can be associated with the application of formal modelling techniques can prevent it from being used
to verify the correctness of low-risk incidents. The complexity of higher-risk failures can also force
investigators to construct abstract models of the information that is contained in accident reports.
These models often fail to capture important details of an incident or accident. In either case,
problems are apparent because of the in
exibility of logic-based techniques. They cannot simply be
tailored to re
ect the di�erent forms of argumentation that are exploited within di�erent contexts.
Some people would argue that this is a strong bene�t of a formal approach; it avoids the imprecision
and inconsistencies that can arise from domain dependent argumentation procedures.

The con
ict between logic-based models and Toulmin's ideas of domain-dependent discourse has
had a profound impact upon the theory of argumentation. Fortunately, many of the consequences
of Toulmin's ideas do not apply within the domain of incident reporting. In particular, large-scale
reporting systems often encourage their investigators to adopt a model of argument in their reports
that closely mirrors aspects of formal proof. Evidence is presented in a reconstruction section,
arguments are then developed within an analysis section, conclusions are then presented on the
basis of the arguments. It can, therefore, be argued that the domain dependent procedures of
incident and accident investigation are similar to our previous application of proof procedures such
as Modus Ponens. This, in turn, explains why so many people have proposed logic based techniques
as appropriate means of verifying the products of incident investigations [469, 412].

Toulmin acknowledges that people rely upon both domain-dependent and domain-independent
procedures to establish the validity of an argument. In contrast to the �eld-dependent issues men-
tioned in the previous paragraphs, , most of Toulmin's work focuses on domain-independent proce-
dures. The simplest of these procedures consists of a claim that is supported by some data. A claim
is an assertion, for example about a cause of an incident. There are three types of claim:

1. Claims of fact. A claim of fact is supported by citing data, such as the results of simulator
studies or of data recorders. This data must be suÆcient, accurate, recent, appropriate.

2. Claims of value. These claims represent moral or aesthetic judgements which are not factual
and cannot be directly supported by data alone. They can be supported by citing unbiased
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and quali�ed authorities. A claim of value can also be supported by arguing that it produces
good results or that negative results may be obtained if it is ignored.

3. Claims of policy. A policy claim is supported by showing that a procedure of regulation is
both feasible and positive. Such arguments tend tpo rely upon a combination of fact and of
value.

Most incident reports rely upon claims of fact. Arguments about the causes of an incident must
be grounded in the evidence that can be obtained by primary and secondary investigations. We
are also often concerned with claims of policy. For instance, there may be little a priori evidence
that a particular recommendation will avoid or mitigating future incidents. The best that can be
done is to follow the advice of relevant experts based on data from similar systems. It is more
rare for an incident report to be concerned with value claims, except in circumstances where moral
decisions must be made, for instance, over the amount of money that might be invested to avoid
future fatalities. as mentioned, incident reports are primarily concerned with claims of fact. The
rest of this section, therefore, focuses on the arguments that can be used to support this form of
argument.

Figure 13.2: Data and Claims in the Navimar Case Study.

As mentioned, data can be used to support particular claims of fact. Data represents a body
of evidence that can be used to determine whether or not a claim is valid. This concept is not
straightforward because there can be further arguments about the validity of an item of evidence.
It is for this reason that data, or grounds, refers to the part of an argument that is not in dispute.
Toulmin avoids some of the practical issues that can arise when the di�erent parties to an incident
investigation cannot agree about what is and what is not acceptable evidence:

\Of course we may not get the challenger to even to agree about the correctness of
these facts, and in that case we have to clear his objection out of the way by a preliminary
argument: only when this prior issue or `lemma', as geometers would call it, has been
dealt with, are we in a position to return to the original argument. But this complication
we need only mention: supposing the lemma to have been disposed of, our question is
how to set the original argument out most fully and explicitly". [775]
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Chapters 6 and 7 describe techniques that are intended to encourage agreement over the reliability
and accuracy of particular items of evidence. In contrast, Figure 13.2 illustrates how Toulmin
approach can be applied to the Navimar case study. As can be seen, the Transportation Safety
Board of Canada report argues that the incident was caused when the pilot boat pitched onto a
wave crest and surged into the trough of the next wave. This claim of fact is supported in the
incident report by evidence of a similar, previous incident in 1997. Figure 13.2 also introduces two
further components of the Toulmin model of argumentation. A warrant describes the assumptions
that help to connect a claim with the grounds or data that supports it. This illustrates a super�cial
relationship between Toulmin and the syllogisms that have been introduced in previous sections [305].
The grounds and warrant can be though of as premises, the claim represent the conclusion to be
drawn. Figure 13.2 also illustrates the notion of backing. This helps to establish a warrant; backing
can also be a claim of fact or value. In this example, the relationship between the previous incident
and the conclusion of the report is never made explicit in the incident report. In consequence,
readers have to infer the reason why this data might support the overall conclusions. Vessels that
have su�ered previous incidents are more likely to su�er future recurrences of similar incidents. This
warrant might be supported by statistical studies to indicate that vessels which are involved in one
incident and then more likely to ve involved in another similar incident in the future.

Figure 13.3: Quali�cation and Rebuttal in the Navimar Case Study.

An argument is valid if the warrant and any associated data provides adequate support for the
claim. It is possible, however, that can investigators' colleagues might raise objections to a particular
argument. Alternatively, the writer of an incident report may themselves have doubts about the
scope and applicability of their analysis. Finally, the readers of an incident report might question
the argument that is embodied within such a document. Toulmin's domain independent model can
be used to capture these alternate positions that challenge or modify an initial position. Figure 13.3
uses the Navimar case study to illustrate such an extension. As can be seen, a quali�cation node
had been introduced to record the observation that a previous incident can induce greater caution
amongst the crew of some vessels. This quali�er e�ects the previous warrant the represents the
implicit argument that vessels involved in previous incidents will be more likely to be involved in
future incidents. The claim can also be quali�ed in a similar fashion, if it has been challenged and its
truth is in doubt. This use of a quali�er does not deny that there may be a relationship between the
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vessels involved in an incident and previous involvement in similar occurrences. Instead, it argues
that this e�ect may not apply to all vessels.

Figure 13.3 also illustrates the use of a rebuttal to challenge the argument that was �rst sketched
in Figure 13.2. The suggestion that vessels are more likely to be involved in an adverse occurrence
if they have been involved in previous incidents is contradicted in this case by arguing that previous
modi�cations were e�ective in addressing the causes of the problem. This rebuttal is supported by the
lack of evidence to indicate that there was a continuing problem. The crew also continued to risk their
lives by operating the vessel in what can be a diÆcult and hazardous environment. Such counter-
arguments can be challenged. For instance by arguing that economic pressures often force individuals
to operate equipment that they know to have safety problems. Similarly, the lack of evidence about
further incidents between spring 1997 and the incident need not provide direct assurance that the
problem would not recur. The vessel might not have faced similar operating conditions. Such
arguments against a rebuttal could be incorporated into the structures of Figures 13.2 and 13.3. The
resulting graphs can quickly become intractable. A number of researchers have, therefore, developed
tools that can be used to support the use of Toulmin's techniques to map out argument structures
[503, 748]. Much of this work has been inspired not by Toulmin's initial interest in studying the
structure of argument but by a more prosaic interest in improving the support that is provided for
particular decisions. This practical application of Toulmin's model can be illustrated by Locker's
recent work on improving `Business and administrative communication' [498]. Locker suggests that
business writers decide how much of Toulmin's model they should use by analysing the reader and
the situation. Writers should make both their claim and the data explicit unless they are sure that
the reader will act without questioning a decision. The warrant should be included in most cases
and the backing should be made explicit explicit. It is also important for e�ective communication
that any rebuttals should be addressed by counter-claims, as suggested above. Authors should also
be careful to explicitly address any limiting or qualifying claims.

Locker's normative application of the Toulmin model suggests how this approach might be used
to support the presentation of incident and accident reports. Given the importance of e�ective
communication in this context, we might require that this approach be used to make explicit the
association between data and the claims that are made in a report. If data is not presented in
the document then the claim is unsupported. This application of the technique is similar to the
manner in which logic might be used to identify enthymemes in other forms of syllogism. It can also
be argued that investigators should explicitly document the warrant that links data and evidence
within an incident report. This is important because, as we have seen, incident reports are often
read by many diverse communities including operators, managers, regulators, engineers etc. It is,
therefore, diÆcult to make strong assumptions about the background knowledge that is required
in order to infer the relationships that exist between data and particular clausal claims. This is
illustrated by the Navimar case study that has been introduced in the previous paragraphs. The
Transportation Safety Board report never makes explicit the relationship between evidence of a
previous incident and the overall conclusion of the enquiry. We have had to infer an appropriate
warrant in Figure 13.2. It is entirely possible that we have made a mistake. Investigators may have
had entirely di�erent reasons for introducing the events in 1997. Unfortunately, we have know way
of telling whether this argument is correct or not from the report into the subsequent capsize.

This requirement to make explicit data, claims and warrant goes beyond Locker's requirements
for e�ective business communication. These di�erences should not be surprising, given that Toulmin
acknowledges the importance of domain independent and domain dependent requirements for e�ec-
tive argument. The `standards of proof' are potentially higher in the case of incident investigation
than they might be amongst more general business applications. Other aspects of good practice
will be common across these di�erent domains. For example, Locker argues that e�ective com-
munication relies upon writers explicitly addressing any proposed rebuttals of an initial argument.
This is equally important within the �eld of incident reporting. For instance, the Navimar report
comments that `it was reported that adding ballast improved but did not completely eliminate the
boat's unsatisfactory trimming behaviour' [784]. This partly addresses the rebuttal in Figure 13.3.
It does not, however, explicitly provide backing for such a counter-argument beyond the rather vague
reference to previous reports.
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Figure 13.4 provides a slightly more complex example of the application of Toulmin's model to
the Navimar case study. In this instance, data about the layout of the pilot vessel is used to support
a claim that the use of the accommodation adder rather than the pilot ladder contributed to the
incident. This argument is supported by the warrant that the use of the accommodation ladder
complicated the task of keeping the pilot boat's transfer deck in position because their boat cannot
rest parallel to the vessel's side during the transfer. The diÆculty of performing such maneuvers
is recognised by international regulations requiring that pilot ladders be used for pilotage transfers.
The argument is also supported by the warrant that the master had to divide his attention between
completing this relatively complex manuevre with the vessel in front of him and the task of looking aft
to ensure that the after deck lined up under the accommodation ladder. This warrant is not backed
by any particular citations in the incident report. There are no direct observations or accounts of
the diÆculty of this task. In contrast, the investigators acknowledge that \there is every indication
that the crew were well rested and highly experienced" [784]. The omission of any backing provides
a further example of an enthymeme trope. If we apply Toulmin's model in the normative manner
proposed above then it can be argued that more information ought to be introduced into the report
to support this warrant. For instance, an analysis of the ergonomics of the bridge design might
provide suÆcient detail for operators to determine whether similar problems might a�ect not simply
transfer tasks but other pilot operations as well.

Figure 13.4: More Complex Applications of Toulmin's Model.

Figure 13.4 also provides a further illustration of a rebuttal that readers might form from the
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information that is presented in the Navimar report. There are a number of drawbacks that a�ect the
use of pilot ladders. Some if these potential problems relate to signi�cant safety concerns, especially
if hybrid pilot and accommodation ladders are joined together. This rebuttal is supported by the
observation that it was common practice to use accommodation ladders in the pilotage areas of the
St. Lawrence River. This had reached such an extent that the Marine Communications and TraÆc
Service centre explicitly informed foreign crews of this practice. Previous paragraphs have argued
that it is important for investigators to address such rebuttals if readers are to have con�dence
in the �ndings of an incident report. This caveat is, therefore, addressed by two counter claims.
Firstly, the free board of the Navios Minerva was less than nine meters. This obviated the need for
a combination ladder of the type mentioned above. The rebuttal is also addressed by the counter
claim that the Marine Communications and TraÆc Service instruction was neither in accordance
with international nor Canadian regulations. The safety concerns mentioned in the initial rebuttal
cannot avoid the conclusion that common practice was in violation of the recommended rules and
regulations that had been issued to the crews.

A number of further comments can be made about the use of Toulmin's model in Figure 13.4. It
is possible to use the resulting graphs to trace the location of information to various sections within
the report. Although most of the information that supports the rebuttal appears together in Section
2.2, some of the material can be found in 1.12.2. This is important because this information provides
evidence that can be used to contradict the initial rebuttal. Similarly, the backing for part of the
warrant, in Section 2.2, supporting the argument in Figure 13.3 is to be found in Section 1.12.1.
This forms part of a more general pattern that can be observed through the application of Toulmin's
model to incident reports. The warrant that outlines a particular line of support for an argument,
typically, appears many pages after the backing that supports it. This separation arises from the
policy of separating the arguments and analysis that explain the signi�cance of key events from the
reconstructions that �rst describe the context in which an incident occurs. This approach helps
to avoid any confusion between what is known and what is inferred about a near miss incident or
adverse occurrence. A further consequence of this is that readers may only learn the signi�cance of
particular items of information after they have �nished reader the report. In consequence, it is often
necessary to read and re-read such documents several times in order to follow the complex argument
that may be distributed across hundreds of pages of prose. Snowdon has argued that these problems
might be reduced if, instead of using Toulmin to check an argument in an incident report, the readers
of a report were provided with diagrams such as those shown in Figures 13.2, 13.3 and 13.4, [748].
These could be printed inside an incident report to provide readers with a `roadmap' of the various
arguments that are being proposed by an investigator. This approach might also increase con�dence
in any conclusions by explicitly indicating the counter-arguments that might be deployed against
particular rebuttals.

Figure 13.4 illustrates the relatively complex diagrams that can emerge from the application of
Toulmin's techniques to incident reports. It also illustrates some of the problems that arise in the
practical use of this approach. Toulmin's focus was on explaining the domain dependent and domain
independent components of argument structures. His purpose was \to raise problems, not to solve
them; to draw attention to a �eld of inquiry, rather than to survey it fully; and to provoke discussion
rather than to serve as a systematic treatise" [775]. His model was never intended to be used as
a tool to support the development of incident reports. One consequence of this is that is can be
diÆcult to categorise the paragraphs within an incident report. For example, it can be argued that
the rebuttal in Figure 13.4 might be reclassi�ed as a form of quali�er. It does not directly contradict
the argument that the decision to use the accommodation ladder contributed to the incident. In
contrast, it explains why many operators chose not to use pilot ladders. This could be interpreted as
a quali�er because it refers to previous instances in which the use of the accommodation ladder had
not resulted in an adverse outcome. Further problems complicate this application of the Toulmin
model. For instance, we have constructed our analysis at the level of individual paragraphs within
the Navimar report. Rather than translate the original prose in a manner that might support the
classi�cation of those paragraphs within the Toulmin approach, we have chosen to retain verbatim
quotations within our analysis. The drawback to this application of the model is that some of the
paragraphs may themselves contain more detailed argument structures. For example, the backing
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for the rebuttal in Figure 13.4 contains a claim that most pilots use the accommodation ladder in
the St Lawrence River pilotage areas. This might, in turn, be supported by additional data. The
introduction of this data would then need to be supported by an appropriate warrant and so on.

The previous objections relate to the diÆculty of applying Toulmin's model to the complex
prose and argument structures that are used in many incident reports. It is possible to reverse these
objections by arguing that this very complexity increases the importance of any techniques that
might be able to identify potential errors of omission and commission. The principle bene�t of this
approach is that it provides a graphical representation of various positions within an incident report.
These diagrams can then form a focus for subsequent discussion amongst an investigation team
prior to publication. The very accessibility of these diagrams helps to ensure that any disagreements
about the classi�cation of particular sentences and paragraphs can be checked by an investigator's
colleagues. It also forms a strong contrast with the use of more formal logic-based approaches. The
accessibility of the Toulmin model, however, comes at the price of far weaker concepts of proof or
correctness. The adequacy of an argument can only be assessed in terms of the domain dependent
procedures that are accepted within an investigation team. These procedures guide the normative
application of Toulmin's model, proposed for business communication by Locker [498] and sketched
for incident reporting in previous paragraphs. Problems can arise when those procedures that are
acceptable within one domain of argument are questioned or rejected by other groups who employ
di�erent standards of `correctness' .

A number of authors have proposed further extensions to the Toulmin model of argumentation.
For instance, the initial proposals provide backing for the propositions that are captures in a warrant.
They did not provide similar support for the data that backs a claim. As mentioned above, data is
assumed to be accepted. If it is questioned then it must be addressed by a secondary argument. In
contrast, Ver Linden has argued that the Toulmin model should be expanded to include `veri�ers'
for data [494]. Explicit veri�ers involve a further argument, which concludes that the data in the
original argument is correct. Thee include citations as well as reference to common knowledge
and to personal background. Implicit veri�ers stem from the observation that arguers often do
not express a clear rationale for accepting data. Instead, people provide a range of cues that are
intended to convince the recipient that data is correct. Ver Linden argues that such \sincerity cues
probably di�er from culture to culture and in the general American culture they include the use
of eye contact, tone of voice, and facial expression and other signs of emotion appropriate to the
subject, as well as language that emphasises the arguer's sincerity". Implicit veri�ers are suggested
by the person supporting the claim. In contrast, inferred veri�ers are supplied by the receiver
without explicit suggestion by the claimant. For instance, the reader of an incident report may
believe in an assertion simply because it has been made by a national transportation safety board.
It is important to emphasise that this does not imply that the arguers are unaware of the likelihood
that recipients will form such inferences. For instance, a national transportation safety board might
make an assertion and state it as a fact without citing any source. In such circumstances, they
rely on the belief that their reputation will carry a particular weight with the intended audience.
This analysis has important implications for the presentation and analysis of incident reports. Data
should be supported by explicit veri�ers rather than the suggestive expressions of belief provided by
implicit veri�ers or any reliance on reputation to support the use of inferred veri�ers. Ver Linden's
analysis not only applies to the backing for data, it can also be applied to the backing that supports
warrants and rebuttals. For instance, the backing for the rebuttal in Figure 13.4 clearly relies upon
an inferred veri�er because no evidence is supplied to support the observation that most pilots use
accommodation ladders.

The previous paragraph focused on practical extensions to the Toulmin model. A number of
other authors have raised more theoretical objections to this approach. For instance, Freeman
introduces the notion of `gappiness' between a warrant and some data [280]. Warrants can be
thought of as inference rules that allow us to move from data to a claim. They are only necessary
because the reader senses a gap between the data and the claim that it supports. Freeman's revision
has disturbing implications. It can be diÆcult to predict where readers might sense a `gap' in an
underlying argument. Investigators might, therefore, attempt to exhaustively addresses all of the
possible doubts that a skeptical reader might have about an incident report. Such an approach raises
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further problems. Many supporting arguments would be unnecessary. They exhaustive approach
would address gaps that would never occur to many of the readers of an incident report. For
instance, it might be necessary to justify the reference to SOLAS in Figure 13.4. The importance
and relevance of such agreements would be self-evident to all domain experts. The introduction of
additional warrants would support a minority of readers but it would also increases the size and
scope of incident reports.

To summarise, Toulmin argues that it is possible to identify domain dependent procedures that
help to de�ne convincing arguments within a particular context. Freeman argues that for structural
reasons, some of those procedures relate to the individual reader's perception of gaps between claims
and data. This implies that normative techniques, such as those proposed by Locker [498], may fail
to identify the individual information needs of particular readers. There are currently two practical
means that can be used to address Freeman's more theoretical caveats. One technique involved
the use of user-testing and experimental analysis to determine whether or not domain dependent
procedures are suÆcient for a broad cross-section of the intended readership of an incident report.
This approach is described in more detail in the next section. It will not address the individual
information needs identi�ed by Freeman. It can, however, increase con�dence that the argument
in an incident report provides suÆcient backing to convince a speci�ed proportion of its intended
audience.

Figure 13.5: Snowdon's Tool for Visualising Argument in Incident Reports (1).

Freeman's caveats about the individual perception of `gappiness' in argument structures can also
be addressed by tool support. These techniques enable readers to view the argument that supports
an incident report at a number of di�erent levels of granularity. For example, Snowdon has developed
a tool that is based on the Conclusion, Analysis and Evidence structures that were in introduced in
Chapter 9. This is a simpli�cation of the full Toulmin model that is speci�cally intended to support
the analysis of incident and accident reports [415]. When the reader of an incident report initially
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uses the tool, they are presented with a simple overview of the highest level argument. This typically
consists of a node that lists the conclusions of the report. By clicking on one of those conclusions
they can expand their view of the argumentation in the report to look at the evidence or data that
supports a conclusion. By clicking on that data, they can expand their view of the warrant, or
analysis, that connects the evidence to the conclusion. This interactive process continues until the
user reaches the bottom level in the system. These leaf nodes represent the paragraphs of prose that
have been written by the investigators. Figure 13.5 illustrates a partial expansion of the argument
structure in an aviation incident report. Figure 13.6 represents the end result of continuing to ask
for more information about the investigator's argument. The reader is free to continue to ask for
more justi�cation until they reach the sections of prose written by the investigators.

Figure 13.6: Snowdon's Tool for Visualising Argument in Incident Reports (2).

Snowdon's tool provides an alternative means both of verifying the argument that is presented
in an incident report and of presenting the contents of the report to end users. Investigators can
explore the graphical hierarchy to ensure that suÆcient backing has been provided for key arguments.
Readers can also use the graphical interface to rapidly �ll any gaps between data and claims. The
key bene�ts from their perspective is that they need only request additional information about those
areas of an argument that they perceive to require additional support. Extensions to the system can
also log those areas of a report where users repeatedly ask for additional warrants. Such information
can help to guide the presentation of future incident reports.

13.3.2 Validation

There is no direct evidence that any of the techniques described in the previous section will con-
tribute to a sustained improvement in the quality of incident reports within complex, real-world
applications. These approaches are the product of research initiatives that have been commissioned
by regulatory and other government organisations because of the perceived weaknesses in existing
reporting techniques. A number of groups, including my own, are using several of the more recent
veri�cation techniques as part of an initial `�eld trial'. These studies are intended to yield the evi-
dence that many will require before introducing such `leading edge' techniques. Until such evidence
is available there remains a strong suspicion that the more elaborate approaches, such as the use of
formal logics, may contribute little beyond what can be achieved through a careful reading of the
prose in an incident report. Two principle objections can be raised to this argument:



692 CHAPTER 13. FEEDBACK AND THE PRESENTATION OF INCIDENT REPORTS

1. why do so many people criticise the quality of incident reports if careful reading is suÆcient
to identify the enthymemes and other rhetorical e�ects that re
ect systematic biases and
inappropriate assumptions about the potential readership of these documents?

2. careful reading is, typically, conducted by other investigators. Those investigators often do
not re
ect the broad range of skills and expertise that characterise the intended audience of an
incident report. This is signi�cant because, as Freeman suggests [280], the background of the
reader can help to determine the suÆciency of an argument. In other words, members of an
investigatory organisation may fail to identify the `gaps' that will be identi�ed by the eventual
readership of an incident report.

The following sections explore the substance of these objections. Firstly, we assess empirical work to
determine the nature of existing criticisms against the presentation of incident reports. Subsequent
sections then describe a range of techniques that have been used to identify particular weaknesses in
individual reports. These validation techniques di�erent from the approaches that were described in
the previous section because they focus on end-user testing to assess the utility of these documents.
In contrast, veri�cation techniques look more narrowly at whether particular documents satisfy a
range of technical properties that can, typically, be established without direct user testing.

User Testing

It is surprising how little research has actually been conducted into the presentation of incident and
accident reports. The format described in the previous sections of this chapter has remained largely
unaltered for at least one hundred and thirty years [357]. Most of the previous studies commissioned
by investigatory and regulatory organisations have focussed on recurrence rates to demonstrate
that a reporting scheme has had the desired e�ect. Relatively little work has been conducted to
determine whether any observed improvements might be increased by changing the presentation
and dissemination of incident reports. This omission led Snowdon to survey a number of safety
managers in an attempt to identify particular attitudes towards incident reporting practices. This
study raised considerable practical challenges. In particular, it proved diÆcult to obtain responses by
contacting individuals in their workplace. The sensitive nature of their job can be argued to create a
justi�able nervousness in replying to surveys that address their relationship with investigatory and
regulatory organisations. He was, therefore, forced to issue questionnaires to a random sample of
safety managers at a trade conference. Steps were taken to ensure that the delegates were registered
participants at the meeting but assurances were also provided to protect the respondents' anonymity.
The average age of respondents was 43 years old. The average experience in a �eld relevant to safety
management was 13 years. These constraints limit the generalisations that can be made from the
results of this work. Snowdon argues that it can only be seen as a pilot study but that his observations
are strongly suggestive of the existing limitations with incident and accident reports.

Question Positive responses
(N= 27)

Do you use accident reports to inform you of design problems? 19
Do you only read reports that you feel are related to your areas? 17
Do you read the whole of the report? 24
Do you assess the conclusions by checking the evidence or other forms of analysis? 22

Table 13.7: Summary of Results from Snowdon's Survey of Accident Reporting Practices [749]

Table 13.7 presents an overview of the results from part of Snowdon's survey. As can be seen,
he focuses on attitudes towards the larger-scale documents that report on accidents and high-
consequence incidents. It is interesting to note the relatively high number of respondents who
claim to read the entire report and who check the conclusions against either the evidence or the
analysis that is presented in these documents. He also documents a number of responses to more
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open questions about the nature of such reports [748]. Some of these responses provide additional
evidence for the broad results that are summarised in Table 13.7. For example, one safety manager
was able to illustrate their detailed knowledge of a report that had a direct impact upon their work-
ing life. The level of detail in the following response is highly indicative both of the checking that
this individual had been motivated to perform and of a careful reading of the entire report:

\They are poorly structured and are often not tailored to their audiences mixed
ability to get an overall picture. Many scenarios are hidden in di�erent parts of the
report, e.g. in the Watford junction tain accident in paragraph 143/4 it says a signal
sighting committee should have been set up before the accident. After the accident this
committee suggested that the removal of some trees would increase the sighting distance.
In paragraph 171 it says that if the train had braked earlier, i.e. given the removal of
the trees, there would not have been an accident." (Cited in [748])

Some of these responses reveal the continuing perception that many of these documents re
ect
a blame culture: \investigators usually assume that the victim is the sole cause even when the
equipment has glaring design defects that entrap the user". Other responses are less easy to interpret.
For instance, one safety manager identi�ed the \tendency on the part of the reporter to write report
to support his or her conclusions rather than openly evaluate all of the information/evidence that
collected about the event." At one level, this seems to re
ect an awareness of the conformation bias
that is described in Chapter 11. At another level, it is diÆcult to know how an investigator could
consider every aspect of the evidence that is obtained from a primary and secondary investigation.
As we have seen, the drafting of an incident or accident report inevitably involves a �ltering or
selection process.

Snowdon's survey also provides some con�rmation of the analysis that is presented in previous
sections of this chapter. Ver Linden's [494] comments on the importance of `veri�ers' are illustrated
by the following comment; \they present their account as de�nitive without acknowledging missing
evidence or contradictory opinions". Some of the comments also relate to the concept of `gappiness'
proposed by Freeman [280]. One safety manager wrote that \conclusions draw that do not appear
to be `in line' with facts presented; change in level of strength of assertions - report starts with `it
may have been due to' and ends with `this was because'." Other feedback relates more strongly to
the normative application of Toulmin's ideas proposed by Locker [498]. For example, the following
quotation emphasises the importance of explicitly addressing both the quali�ers and rebuttals that
can limit the scope of an argument:

\A good report is one w(h)ere all possibilities are considered and a balanced view is
taken. If the report is not able to be conclusive then so be it. All possible causes are
listed." (Cited in [748])

As with the previous comment about accounting for every item of evidence, this response illustrates
the high expectations that many safety managers have for the presentation of information in accident
and incident reports. Chapter 11 describes how causal asymmetries prevent investigators from
identifying all of the possible causes for any observed set of e�ects. The results of previous studies
into the theoretical and technical foundations of causation have, therefore, had little impact on the
practical actitivies of safety managers. This is surprising given that some of the responses to the
survey show a considerable level of knowledge about previous studies of accidents and incidents.
These studies have clearly provided a vocabulary with which to voice their criticisms:

\The report just contains direct causes of accident but information of underlying
factors of accident is not available. Accident report should encompass not only direct
causes but also proximal causes as well as distal causes. It means that failures mechanism
should cover not only operative's failure but also management and organisational failure
including design failure". (Cited in [748])

The main impression gained from an analysis of these various comments was that many safety
managers are unhappy with the structure and format of the information that is presented in inci-
dent reports. Several comments related to the problems of using these documents to inform their
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daily activities: \...the information I am interested in (human error contribution to the accident
and cognitive factors in general) is dispersed over di�erent sections of the report, and that related
information might be `hidden' and I will have to spend a lot of time and e�ort trying to �nd it".
It can be argued, however, that incident and accident reports are not intended to be used in this
way. Their primary purpose is to trigger regulatory action by the bodies that commission individual
reports. They are not intended to inform local initiatives by local safety managers. Such a response
ignores the high level of interest in these documents that is reported by the safety managers that
Snowdon surveyed. They seem to perceive these documents as important components of any safety
management system that should be, and are, read as part of their normal working activities. The
negative reaction to existing reporting techniques can be summarised by the following response:

\It is becoming less uncommon to �nd a report that re
ects little e�ort at gathering
evidence. Consequently the analysis and conclusions are shallow. Often when the analy-
sis is shallow, the few facts available are over-emphasised, as if the writer knows the facts
are insuÆcient and attempts to cover by reaching �rm conclusions." (Cited in [748])

Unfortunately, there are theoretical and practical barrers that prevent investigators from addressing
some of the criticisms that were voiced in Snowdon's survey. As we have seen, it is often impossible to
accurately summarise all of the evidence that is collected in the aftermath of an adverse occurrence
or near miss incident. Similarly, it is infeasible to consider every possible cause of a failure. Freeman
[280] provides a possible solution when he emphasises the subjective nature of the problems that
many readers experience when they read complex documents. He argued that the notion of a
`convincing' argument depends upon the information that a reader requires in order to bridge the
devide between a claim and some evidence. It, therefore, follows that any claims to the suÆciency
of an argument make little sense without additional validation to assess whether or not the intended
audience can make the necessary connections.

User testing provides one means of assessing whether or not particular groups of individuals are
convinced by the argument in an incident report. This approach is described in a large number
of introductory textbooks. The following pages, therefore, brie
y summarise the main features of
the available techniques. The interested reader is directed to [686] and [740] for a more sustained
analysis. It is possible to distinguish between two di�erent approaches to validation that can be
applied to assess the quality of incident reports. Summative techniques can be used at the end
of the production phase when a report is ready to be issued. In contrast, formative evaluation
techniques can be used to determine whether particular sections of a report provide the necessary
feedback the safety managers and regulators need to complete their tasks.

Formative evaluation helps to guide or form the decisions that must be made during the drafting
of an incident report. The importance of this form of incremental user testing depends on the scale
of the incident report. It also gives rise to an important paradox. Reports into `higher-risk' incidents
are, typically, longer and more complex than lower risk occurrences or near misses. In consequence,
there is a greater need to identify potential problems in the presentation of material about the
incident. Any potential `gaps', omissions or inconsistencies should be identi�ed well before the
document is published. In contrast, it is precisely these documents that create the greatest concerns
about security and media interest prior to publication. These concerns, mentioned in the opening
sections of this chapter, create considerable practical problems when recruiting subjects to provide
feedback on the information that is contained in a draft report.

In contrast to formative evaluation, summative evaluation takes place immediately prior to the
publication of an incident report. This approach can be problematic unless it is supported by other
forms of quality control. It can be costly and time-consuming to make major structural changes to
the argument that is presented in an incident report at this late stage in the investigation process.
User testing can, occasionally, identify rebuttals that are not addressed either by existing arguments
or by available evidence. This is particularly the case when investigators may not have the same
degree of domain expertise as the individuals reading the report [248]. Summative evaluation can
identify these potential doubts at a time when there are insuÆcient resources available to commission
additional studies of the available evidence.

User-testing methods have been widely applied to computer systems and to the documentation



13.3. QUALITY ASSURANCE 695

that is intended to support them. As we shall see, some of these techniques can be applied to
support the validation of incident reports. The following list identi�es some of these approaches and
indicates whether they o�er the greatest bene�ts for summative or formative evaluations:

� Scenario-Based Evaluation. Scenarios or sample traces of interaction can be used to drive both
the drafting and evaluation of an incident report systems. This approach forces investigators
to identify key requirements of an incident report. These requirements are summarised as brief
descriptions of the sorts of prototypical tasks that di�erent readers might want to perform with
such a document. The resulting scenarios resemble a more detailed form of the descriptions
that are presented in Table 13.1. This identi�ed the reporting requirements that must be
satis�ed by the various accident and incident reports that are published by the Hong Kong
Marine Department. As the drafting of a report progresses, investigators can ask themselves
whether the document that they have prepared might be used to complete the tasks that are
identi�ed in each of the scenarios. The `evaluation' continues by showing a colleague what
it would be like to use the document to achieve these identi�ed tasks. This technique an
be used at the very earliest stages of drafting a report and hence is a useful approach to
formative evaluation. The problems with the use of scenarios are that it can focus designers'
attention upon a small selection of tasks and users. For instance, a scenario might require
that the Director of Marine Operations should be able to rapidly identify any regulations
that were violated in the course of an incident. Such a scenario would not provide con�dence
that an engineer would be able to use the same document to rapidly identify detailed design
recommendations. A further limitation is that it is diÆcult to derive empirical data from the
use of scenario based techniques. Investigators may be able to convince their colleagues that a
draft report satis�es the proposed requirements. This need not increase con�dence that others
will reach the same conclusions.

� Experimental Techniques. The main di�erence between the various approaches to evaluation
is the degree to which investigators must constrain the reader's working environment. In
experimental approaches, there is an attempt to introduce the empirical techniques of scienti�c
disciplines. It is, therefore, important to identify the hypothesis that is to be tested. The next
step is to devise an appropriate experimental method. Typically, this will involve focusing in
upon a particular aspect of the many tasks that might eventually be supported by an incident
report. For example, a safety-manager might be asked to reconstruct the events leading to an
incident after having read a report for some speci�ed amount of time. The reconstructions
might then be examined to demonstrate that potential readers can more accurately recall these
events in one version of the report than in another.

In order to avoid any outside in
uences, tests will typically be conducted under laboratory
conditions. Individuals are expected to read the draft report without the usual distractions
of telephones, faxes, other readers etc. The experimenter must not directly interact with the
reader in case they bias the results. The intention is to derive some measurable observations
that can be analysed using statistical techniques. There are a number of limitations with the
experimental approach to evaluation. For instance, by excluding distractions it is extremely
likely that investigators will create a false environment. This means that readers may be able
to draw inferences from a report more quickly and with greater accuracy than might otherwise
be obtained within a noisy, complex working environment. These techniques are not useful
if investigators only require formative evaluation for half-formed hypotheses. It is little use
attempting to gain measurable results if you are uncertain what it is that you are looking for.

� Cooperative evaluation techniques. Laboratory based evaluation techniques are useful in the �-
nal stages of summative evaluation. In contrast, cooperative evaluation techniques (sometimes
referred to as `think-aloud' evaluation) are particularly useful during the formative stages of
drafting an incident report. They are less clearly hypothesis driven and are an extremely good
means of eliciting feedback on the initial drafts of a document. The approach is extremely
simple. The experimenter sits with the reader while they work their way through a series of
tasks with a potential report. This can occur in the reader's working context or in a quiet
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room away from the `shop-
oor'. The experimenter is free to talk to the reader but it is ob-
viously important that they should not be too much of a distraction. If the reader requires
help then the investigator should o�er it and note down the context in which the problem
arose. These requests for help represent the `gaps' identi�ed by Freeman [280]. Additional
evidence or warrants may be necessary to support the claims that are made in an incident
report. The main point about this exercise is that the reader should vocalise their thoughts as
they work with the draft. This low cost technique is exceptionally good for providing rough
and ready feedback. Readers can feel directly involved in the drafting of a �nal document.
The limitations of cooperative evaluation are that it provides qualitative feedback and not the
measurable results of empirical science. In other words, the process produces opinions and not
numbers. Cooperative evaluation is extremely bad if investigators are unaware of the political
and other presures that might bias a reader's responses.

� Observational techniques. There has been a sudden increase in interest in the use of obser-
vation techniques to help `evaluate' a range of computer-based systems [751], of management
structures [396] and of safety-critical working practices [120]. This has largely been in response
to the growing realisation that the laboratory techniques of experimental psychology cannot
easily be used to investigate the problems that individuals can experience in real-world set-
tings. Ethnomethodology requires that a neutral observer should enter the users' working lives
in an unobtrusive manner. They should not have any prior hypotheses and simply record what
they see, although the recording process may itself bias results. This approach provides lots
of useful feedback during an initial requirements analysis. In complex situations, it may be
diÆcult to form hypotheses about readers' tasks until investigators have a clear understanding
of the working problems that face their users. This is precisely the situation that a�ects many
incident reporting systems; the individuals who run these applications often have very limited
information about the ways in which others in their organisation, or in other organisations,
are using the information that they gather [748]. There is a natural concern to be seen to meet
existing regulatory requirements. Consequently it can be diÆcult to interpret an organisations'
response when asked whether or not a particular report has guided their operating practices.
Ethnography focuses not on what an organisation says that it does but on what key individuals
and groups actually do in their everyday working lives. Unfortunately, this approach requires
considerable skill and time. It is extremely diÆcult to enter a working context, observe work-
ing practices and yet not a�ect the users behaviour in any way. There have been some notable
examples of this work. For example, Harris has shown how these techniques can be used to
improve our understanding of midwife's behaviour in a range of safety-critical applications
[306]. Her work also illustrates the potential drawbacks of the approach; her observations are
grounded in several years of experience observing their working environment.

As mentioned, these techniques have been widely applied to evaluate the usability and utility of
computer-based systems and of more general forms of documentation [686]. They have not been
widely used to have validate the presentation of incident reports. It is for this reason that McGill
conducted a series of initial investigations to determine whether some of these approaches might
support such evaluations [530]. This work formed part of a wider study that was intended to
determine whether the use of electronic presentation techniques support or hinder the presentation
of incident reports. These wider �ndings are discussed in the closing sections of this chapter. For
now it is suÆcient to observe that the tasks were designed to determine how well readers could use
the published report to: identify key events that occurred at the same time during an incident but
that occurred in di�erent areas of the system; discover the timing and location of key events; identify
whether or not an individual was involved in particular events. His study used laboratory-based,
cooperative evaluation techniques but he also derived a number of high-level performance measures
during these tasks. Brevity prevents a complete analysis of McGill's results. It is, however, possible
to illustrate some of the �ndings. For instance, readers were relatively pro�cient at using paper-
based reports to �nd answers to factual information. Questions of the form `write down the time
that the Chief OÆcer left the mess room to return to the bridge' were answered in an average of 4
minutes and 28 seconds using a relatively small sample of only �ve readers. In contrast, tasks that
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involved the resolution of con
ict or that related to causal hypotheses took far longer to resolve. For
instance, none of the users were able to answer `OÆcer A gave con
icting evidence as to the time
at which he left G deck to to the mess room - write down the page reference where these con
icting
statements are highlighted'. Mc Gill's work, like that of Snowdon [748], is suggestive rather than
conclusive. It provides an indication of some of the problems that readers face when attempting
to use existing incident reports to perform a particular set of tasks. The study makes a number of
recommendations about how those problems might be addressed for an individual incident report
and hence indicates how lab-based studies might be used to support both formative and summative
evaluation.

These preliminary studies raise more questions than they answer. The subject groups are too
small to provide results that can easily be generalised beyond the speci�c context of the particular
evaluations. Previous studies have also been conducted away from the reader's working environ-
ment. Snowdon's study looked at safety managers' attitudes during the `atypical events' of a trade
conference. McGill's study took place within a University laboratory. Neither of these environ-
ments approaches the ecological validity that is a focus for the ethnographic techniques that are
summarised in previous paragraphs.

McGill's work also identi�ed signi�cant problems in accounting for learning e�ects. In order to
demonstrate that any changes to an incident report had addressed the problems identi�ed in previous
studies, he was forced to retest subjects. Unfortunately, the readers of the reports were able to use
the knowledge gained with earlier versions of the report to perform some of subsequent tasks. He,
therefore, used elaborate counter-balancing to ensure that some of the readers were presented �rst
with the revised version of the report and others with the initial version. Unfortunately this leads to
further problems where preliminary drafts provide greater support for some tasks that the subsequent
versions. The complex nature of prose incident reports make it very diÆcult to be certain about
which particular aspects of a document actually support particular user tasks.

The previous observation leads to further reservations. As mentioned, we know remarkably little
about the diverse ways in which readers exploit incident reports. The same documents have been
used to inform the drafting of recommendations that are intended to avoid future incidents, they
have also been analysed as part of wider statistical summaries, they have been added to international
databases that can be searched by interactive queries etc [413]. It is, therefore, diÆcult to identify
appropriate tasks that might help to drive any experimental evaluation. Those studies that have
been conducted have all commented on the diÆcult of `pinning down' reporting organisations to a
precise list of the tasks that these documents are intended to support.

Figure 13.7: MAIB On-Line Feedback Page



698 CHAPTER 13. FEEDBACK AND THE PRESENTATION OF INCIDENT REPORTS

Even if we could agree upon an appropriate selection of tasks, it is diÆcult to envisage ways in
which studies might move beyond the test-retest approach taken by McGill. This approach attempts
to identify small di�erences between di�erent formats by testing and retesting users with various
versions of a report over a short period of time. It is likely, however, that any changes to the format
of incident reports may be introduced as part of more systematic changes and that these changes
could have consequences for the long-term application of the information that they contain. I am
unaware of any longitudinal studies into the strengths and weaknessed of particular presentation
styles for incident reports. This forms a strong contrast with the many studies that have been
conducted into the usability and utility of design documents [94, 512]. None of the investigation
agencies that I have contacted throughout the preparation of this book have reported the use of
direct user-testing to improve the quality of their incident and accident reports. This does not
imply that such organisations are not concerned to elicit feedback about the information that they
provide. For instance, Figure 13.7 illustrates how the UK MAIB provides a web-based form to
elicit feedback about its work. Unfortunately, there is no publically available information about the
insights that such systems provide about the presentation of incident reports. It is instructive to
observe, however, that this feedback page asks respondents to indicate whether their information
related to \ship's oÆcer/crew, shipping company, �shing skipper/crew, �shing company, leisure craft,
insurance, training/education, legal, government or other". This diverse list again illustrates the
problems of devising appropriate reports that might satisfy the di�erent information requirements
for all of these groups. The use of electronic feedback froms to elicit information from the intended
readers of an incident report is a relatively new innovation. It re
ects a far wider move towards
the use of electronic systems in the presentation and dissemination of information about near-miss
incidents and adverse occurrences.

13.4 Electronic Presentation Techniques

Many of today's accident reports exploit the same presentation format and structure that was
�rst used at the beginning of the twentieth century. This would not be a concern if the nature
of accident investigation had not changed radically over the same time period [248]. Chapter 3
has described how the introduction of computer technology has rapidly increased the integration
of heterogeneous production processes. This has now reached the point where isolated operator
errors or single equipment failures have the potential to create complex and long lasting knock-
on e�ects within many di�erent applications. Accident reports must now not only consider the
immediate impact of an accident but also the way in which emergency and other support services
responded in the aftermath of an incident. This was illustrated by the Allentown incident, described
in Chapter 9. Technological change is only one of the factors that have changed the nature of
accident reporting. There has, for example, been a move away from blaming the operator. This
wider perspective has resulted in many regulatory organisations looking beyond catalytic events to
look at the organisational issues that form the latent causes of many failures. These two factors,
technological change and new approaches to primary and secondary investigation, have increased
the length of many incident reports. The scale and complexity of such documents imposes clear
burdens upon the engineers, managers and operators who must understand their implications for
the maintenance, development and running of many safety-critical systems. Recently, however, a
number of regulatory authorities have begun to use the web as a primary means of disseminating
accident reports. The MAIB \are in the process of converting all reports into a format suitable
for viewing and downloading from this web site" [518]. Electronic media are perceived to o�er
considerable support for the communication of these documents.

It is diÆcult to obtain direct evidence that the changing nature of incident investigation and the
complexity of technological failures has increased the length of incident reports. Tables 13.8 and
13.9 show how the number of pages required by marine occurrence reports has risen between 1991
and 1999 for the ATSB. These two years were chosen because 1991 is the earliest year for which it
is possible to obtain a relatively complete collection of reports. The fact that it can be diÆcult to
obtain particular documents is itself worth noting. 1999 is the most recent year for which a complete
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1991
Report Number Number of Pages
27 27
28 28
29 Unavailable
30 44
31 23
33 Unavailable
42 21
32 29
34 18
35 34
36 23
37 38
38 29

Table 13.8: ATSB's 1991 Marine Report Page Counts

1999
Report Number Number of Pages
143 40
144 27
145 23
146 35
147 29
148 37
149 40
150 42
151 35
152 42

Table 13.9: ATSB's 1999 Marine Report Page Counts

collection can be obtained, given that some investigations that were started towards the end of 2000
have not published their �ndings. It was possible to obtain copies of 11 of the 13 reports that were
published in 1991. These extended to an average of 28.5 pages, the standard deviation was 7.6 and
the total number of pages was 314. In 1999, the average had risen to 35 pages per report over 10
incidents with a standard deviation of 6.63. A certain degree of caution should be exercised over
the interpretation of these �gures. For instance, the style of presentation has changed radically over
this period. In particular, the introduction of photographic evidence has considerably lengthened
later reports. It can also be argued that this trend is atypical. The ATSB reports focus on high-risk
incidents, they also represent the publications of a single national agency.

Further evidence can be found to support the hypothesis that changes in the scope and complexity
of incident investigations has had the knock-on e�ect of increasing the length of many incident
reports. Table 13.10 illustrates how word counts can be used to strip out the formatting di�erences
that distort the page counts shown in Tables 13.8 and 13.9. These word counts were derived from the
less critical incidents that are reported by the UK MAIB's Safety Digest publication. Unfortunately,
a number of further problems a�ect such an analysis. The 1996 volume examined approximately
54 incidents while the 2000 edition considered more than 110. It is for this reason that Table 13.10
considers the word counts for the �rst �ve incidents in the �rst number of each volume for each
of the years. As can be seen, however, the results of this analysis provide only partial support for
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Volume and number Year No. of Words
First 5 Incidents

Safety Digest 1/00 2000 2845
Safety Digest 2/99
1/99 unavailable

1999 2658

Safety Digest 1/98 1998 4577
Safety Digest 1/97 1997 2720
Safety Digest 1/96 1996 2178

Table 13.10: UK MAIB Safety Digest Incident Word Counts

the general hypothesis of increased page counts. The sudden rise in 1998 cannot be explained by a
change in the investigatory process nor any sudden increase in the complexity of maritime incidents.
In contrast, this sudden rise can be explained by the introduction of more detailed `lessons learned'
summaries into individual incident reports.

Recent initiatives to exploit electronic presentation and dissemination techniques cannot be ex-
plained simply in terms of the changing nature of incidents or new investigatory techniques. There
are strong �nancial incentives that motivate the use of web-based systems to support incident re-
porting. There are considerable overheads involved in ensuring that investigatory and regulatory
organisations have an `up to date' inventory of previous reports. The growth of the Internet also
o�ers the possibility of dissemination reports to organisations and individuals who might not have
taken the trouble to order and pay for paper-based versions of an incident report. Of course, there
are obvious security concerns associated with such electronic techniques. There are also a host of
additional bene�ts for the automated indexing and retrieval of large scale incident collections. These
retrieval issues will be discussed in the next chapter. In contrast, the following pages identify a range
of techniques that are intended to support the electronic presentation of incident reports.

13.4.1 Limitations of Existing Approaches to Web-Based Reports

Two primary techniques have been used to support the electronic dissemination of incident re-
ports: the Hypertext Mark-up Language (HTML) and Adobe's proprietary Portable Display Format
(PDF). Figure 13.8 illustrates the use of HTML by the UK MAIB in their Safety Digest, mentioned
above. Users can simply select hyperlinks to move between the pages that describe similar incidents.

Figure 13.8: MAIB Safety Digest (HTML Version)

This use of the web o�ers a number of bene�ts for the presentation of incident reports. It
avoids the overheads of maintaining a catalogue of paper-based documents. It is important to note,
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however, that very few agencies intend to entirely replace paper-based incident reports. For instance,
the Transportation Safety Board of Canada include an explicit disclaimer on their web-site that:

\These documents are the �nal versions of occurrence investigation reports as ap-
proved by the Transportation Safety Board. The TSB assumes no responsibility for any
discrepancies that may have been transmitted with the electronic versions. The printed
versions of the documents stand as the oÆcial record." [788].

HTML o�ers a number of further bene�ts. No special software is needed beyond a browser, such
as Netscape Navigator or Internet Explorer, that are now installed as a standard feature of most
personal computers. The introduction of hyperlinks and on-line keyword search facilities also helps
to reduce the navigation problems that frustrate the readers of paper-based documents. There are,
however, a number of limitations. Previous research has identi�ed both perceptual and cognitive
problems associated with the on-screen reading of technical documents [657]. This explains the
subjective diÆculties that reader's report when using large HTML documents. The improved com-
prehension that can be obtained through the appropriate use of hyperlinks as structuring tools can
be jeopardised if on-line documents simply replicate the linear structure of paper based reports [670].
It can take almost twice as long to read electronic copy [555]. Readers are more prone to error when
reading on-line documents [875]. HTML tags work well when they are interpreted and displayed by
current web browsers. They do not work well when the same browsers are used to obtain printed
output from HTML documents. Figures and photographs are often embedded as hypertext links in
existing HTML reports. These will be missing in the printed version. Readers must manually piece
together their hardcopy.

Many of these limitations can be avoided through the use of Adobe's proprietary PDF. It is
for this reason that the MAIB publish their Safety Digest in both HTML and PDF formats. This
exhaustive approach is, however, rare. Most agencies use either PDF or HTML. Figure 13.9 presents
an excerpt from a PDF report into a marine incident published by the ATSB . The freely available
PDF viewer integrates images and text to emulate the printed document on the screen. Readers can
also obtain well-formatted, printed copies. This reduces the psychological and physiological problems
of on-screen reading. However, these important bene�ts must be balanced against a number of
problems. Firstly, it can be diÆcult for people to obtain and correctly install the most recent version
of the PDF reader. This is important because these programmes are, typically, not a standard part
of most browsers. Although PDF �les are compressed, users can also experience signi�cant delays
in accessing these documents compared to HTML reports. Finally, it can be diÆcult to extract
information once it has been encoded within a PDF document. This is a signi�cant barrier if
readers want to compile their own index of related incidents within an industry. The ATSB avoid
this problem by providing extensive summaries of each incident in HTML format. Readers access
the full PDF version of the report by clicking on a hyperlink within the HTML summary. This
enables search and retrieval tools to index the HTML summary so that readers can easily �nd it
using many of the existing search engines. They can then read and print the report in the PDF
format that is less easy to index because of Adobe's proprietary encoding.

The hybrid use of both HTML and PDF by the ATSB and the MAIB does not address all of the
problems that a�ect the electronic presentation of incident reports. These formats are, typically,
used to reproduce the linear document structure that has been exploited since the beginning of
the twentieth century. This imposes signi�cant burdens upon the reader and may fail to exploit
the full potential of web based technology [158]. It can be argued that investigatory authorities
have focussed upon the electronic dissemination of accident reports over the web. Few, if any,
have considered the opportunities that this medium provides for the e�ective presentation of these
documents. The following paragraphs, therefore, describe how visualisation techniques from other
areas of human-computer interaction can be used to support the electronic presentation of incident
reports.
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Figure 13.9: ATSB Incident Report (PDF Version)

13.4.2 Using Computer Simulations as an Interface to On-Line Accident
Reports

Chapter 8 describes a range of simulation techniques that are intended to help investigators gain
a better overview of the events leading to an incident. It is surprising that this approach is not
more widely integrated into the on-line presentation of accident reports. For instance, Figure 13.10
shows how the NTSB's PDF report into a rail collision uses a still image from a 3-D simulation to
provide readers with an overview of the train collision. This simulation was undoubtedly available
to accident investigators. It would have been relatively simple to provide access to other readers
alongside the PDF report. Instead the reader has to piece together events from more than 40 pages
of prose.

Figure 13.10: NTSB Incident Report (PDF Version)

Such examples, arguably, illustrate a missed opportunity to exploit novel means of presenting
information about near-miss incidents and adverse occurrences. Several of my students have, there-
fore, begun to use simulations as an interface to on-line reports. Users are presented with animations
of the events leading to an incident. Their browser also simultaneously present a set of links to those
sections of the existing report that deal with the stage of the accident that is currently being simu-
lated. The links are automatically updated as the simulation progresses. Users can stop a simulation
at any point during its execution. They can then use their browser to retrieve the relevant sections
of the text-based report.

Figures 13.11 and 13.12 illustrate two di�erent applications of this approach. The system in
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Figure 13.11: Douglas Melvin's Simulation Interface to Rail Incident Report (VRML Version)

Figure 13.11 uses the scripting facilities in the Virtual Reality Mark-up Language (VRML) to gen-
erate a scale model for part of the Channel Tunnel. The technical details of the VRML approach are
brie
y introduced in Chapter 8. A free helper application is integrated into the browser so that users
can view the pseudo-3D images. The user can select areas of the image to replace the simulation
with an HTML from the report into the incident. The intention is that the simulation will provide
a hgh-level overview of the events leading to the failure. Readers can then use the animation as a
means of indexing into the analysis and more detailed reconstructions that are presented in a more
conventional format.

Figure 13.12: James Farrel's Simulation Interface to Aviation Incident Report (VRML Version)

The approach in Figure 13.12 exploits similar techniques but focuses on cockpit interaction
during an air accident. A series of still images can be updated using the controls in the centre of
the screen. On either side of the simulation are sections that present the transcripts both from the
cockpit voice recorders and from the Air TraÆc Controllers. The prose from the accident report is
presented at the bottom of the screen. All sections of the interface are updated as the user moves
through the simulation. Unfortunately, simulations cannot be used to support the presentation of
all aspects of an incident report. Chapter 8 reviews the problems that arise when these techniques
are used to model the distal causes of an incident. It is relatively easy to simulate the immediate
events surrounding a particular occurrence, it is less easy to recreate the management processes and
regulatory actions that create the context for an incident. Similarly, it can be diÆcult to represent
near-misses or errors of omission. readers and `viewers' often fail to detect that something which
ought to have happened has not, in fact, been shown in the simulation.
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13.4.3 Using Time-lines as an Interface to Accident Reports

The previous simulations attempted to recreate the events leading to failure. It is also possible to
exploit more abstract visualisations to provide readers with a better overview of an incident [502].
For example, we have used the Fault tree syntax that was introduced in Chapter 9 as a gateway
into an incident report. As shown in Figure 9.9, 9.10 and 9.12 these diagrams can be used to map
out both the proximal and distal causes of an incident. They can also be annotated in various ways,
for instance events can show the time or interval during which they are assumed to have occurred.
Imagemap techniques provide a means of using these diagrams to directly index into an incident
report. Imagemaps work by associating the coordinates of particular areas on an image with web-
based resources. The net e�ect is that if the user clicks on a node in a Fault Tree the browser can
be automatically updated to show those sections of prose in an incident report that are represented
by the graphical component. However, such representations quickly su�er from problems of scale.
This is a signi�cant limitation if the scope and complexity of incident reports is increasing in the
manner suggested by the opening paragraphs of this section.

Again the desktop virtual reality provided by VRML and similar languages can be exploited to
ease some of these problems. We have developed the pseudo-3D time-line shown in Figure 8.7 and the
perspective wall, shown in Figures 8.8 and 8.9, to provide novel means of interacting with incident
reports. These visualisations enable readers to access reports over the web. Rather than having
to scroll over large, two-dimensional imagemaps of graphical structures such as Fault Trees, users
can `walk' into these structures along the Z-plane. The claimed bene�ts of this approach include
a heightened sense of perspective and the ability to focus on particular aspects of the structure by
choosing an appropriate viewpoint. As before, readers can use their mouse to select areas of the
3-dimensional models. The system then automatically updates an area of the browser to present
the relevant areas of a textual report.

Figure 13.13: Peter Hamilton's Cross-Reference Visualisation (VRML Version)

Unfortunately, the models shown in Figure 8.7, 8.8 and 8.9 were all built manually . This requires
considerable skill, expertise and patience. Together with Peter Hamilton, I have developed a similar
range of three-dimensional interfaces that can be directly generated from textual incident report.
This approach is illustrated in Figure 13.13. A colour-coded index is presented on the left of the
image. This refers to each of the bars on the three dimensional representation shown on the right
hand side. The image on the right represents time advancing into the Z plane. Each bar, and
therefore each colour in the index, relates to a chapter in the incident report. Links are drawn
between any two bars that refer to the same instant in time during the accident. It is, therefore,
possible to `walk' into the structure on the right to see whether di�erent chapters treat the same
events from slightly di�erent perspectives. The lower area of the browser is used to present the
HTML version of the report. Selecting a bar at any point in the Z plane will result in the image
being updated to show any text relating to that moment in time in the selected chapter .
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Many of these tools satisfy two di�erent sets of requirements. For instance, the perspective
wall and the three-dimensional time-line were introduced in Chapter 8 as tools to help investigators
reconstruct the events leading to an incident. In this chapter, we have also argued that these
techniques might also support the presentation of accident and incident reports. Similar comments
can be made about the use of location-based simulations. For example, the QuicktimeVR images
shown in Figure 8.4 have been integrated into several incident reports. Similarly, the imagemap
shown in Figures 8.1 and 8.2 was initially intended as an alternative interface to an incident report
rather than as an aid to incident investigators .

These interfaces also support a number of additional tasks. For instance, Scho�eld has pioneered
the use of similar simulations within a range of legal proceedings [730]. This application of forensic
animation is still very much in its infancy. The Civil Procedure Rules (CPR) substantially changed
the legislative framework that governed the use of these systems in English courts. These rules
came into force in April 1999 and gave judges considerable powers to control both the conduct and
preparation of trials [292]. However, there is insuÆcient precedent for the use of these techniques
and so much of the focus of Scho�eld's work has been to build up collections of `case law' from other
legal jurisdictions.

It is clear that the cost associated with the more innovative visualisations proposed in this
section can only be justi�ed for high-risk incidents. On the other hand, all of the interfaces shown
here were produced using mass-market, software that is available without charge or under shareware
license agreements. It is also important to stress that the development costs were minimal. They
were developed over a period of approximately 1-2 weeks by �nal-year undergraduate students
participating in my course on safety-critical systems. The intention behind this exercise was to see
whether people who knew little about incident reporting but who knew more about the computer-
based presentation of information might come up with some innovative presentation ideas.

There are, however, a number of caveats that must be raised about the potential bene�ts of these
innovative presentation techniques. These can be summarised as follows:

1. The problems of navigating in current desktopVR environments. Many users experience con-
siderable diÆculty in moving along the three dimensional time-lines shown in the previous
paragraphs. This problem has been widely reported in previous work on the validation of
desktopVR [202]. Several solutions have been proposed. For instance, recent versions of our
software have made extensive use both of virtual way-points and of sign posts [637]. This
approach takes users on a `conducted tour' of an incident . Users do not have to concentrate
on achieving a particular orientation at a particular point in three-dimensional space in or-
der to view particular events. They can simply click on a menu item that will take them to
those events. Their viewpoint and orientation in the virtual world is automatically updated
to provide them with the best view of the surrounding events. These navigation problems do
not a�ect all accident simulations. For instance, the interface in Figure 13.12 uses animation
techniques that enable the developer to treat the simulation as a `movie'. They can specify
the viewpoint and the sequence of events so that the reader need not navigate within a three
dimensional environment.

2. Unknown rhetorical e�ects. Many of the techniques that are presented in this paper introduce
new rhetorical techniques, or tropes. The introduction of a simulation can have a profound
impact upon many readers. Initial �eld trials have indicated that people are more willing to
believe the version of event shown in a simulation or model than they are in a paper based r
eport. On the one hand this illustrates the importance of these new techniques. Investigation
agencies can use them as powerful tools to convince readers about a particular view of an
incident. On the other hand, these new techniques may persuade people to accept a simulated
version of events that cannot be grounded in the complex evidence that characterises modern
accidents.

3. The problems of validating novel interfaces. DesktopVR interfaces and simulations have a
subjective appeal [406]. This should not be under-estimated. Investigatory and regulatory
agencies have organisation reasons for being seen to embrace new technology. The Rand study
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[482] and the Institute of Medicine report [453] cited in previous chapter both criticised a range
of perceived problems that have limited the e�ectiveness of more `traditional' approaches to
incident reporting. This pressure to innovate can be reinforced by the strong subjective appeal,
mentioned above. However, the attraction can quickly wane. There is a danger that the users
of these novel interfaces will reject the additional facilities that they o�er if those techniques
are not perceived to support their diverse working tasks. Previous sections have described
the very limited nature of those studies that have been conducted into the longitudinal use of
conventional, paper-based incident reports. We have even less information about the potential
long-term use of these more innovative approaches.

There have been some limited evaluations of these novel presentation techniques. For instance, the
McGill study mentioned in previous sections was extended to compare the use of a VRML time-
line with the use of a location-based imagemap. The imagemap presentation was introduced in
Chapter 8 and is illustrated in Figures 8.1 and 8.2. As mentioned, the readers of the report use
a web browser to view a cross-sectional diagram of the ship that was involved in the incident. By
selecting areas of that image, they can access a time-line of the events that happened in particular
locations. These events are accompanied by a brief summary of their importance within the wider
causes of an incident.

McGill's laboratory evaluation also considered the use of the VRML time-line illustrated in
Figure 8.7 as a presentation format for incident reports. Readers used a web-based interface to
`walk' or `
y' through an abstract map of the events leading to a particular adverse occurrence or
near-miss incident. By clicking their mouse on certain areas of the structure, they accessed web
pages that presented more detailed textual or graphical information. The participants in the study
were asked to perform a number of tasks within a �xed period of time .

In order to minimise the e�ects of fatigue, each participant was stopped when they had spent
a maximum of �ve minutes on any individual task. The study was counter-balanced so that each
task was performed using a di�erent presentation technique and the same number of participants
performed each task using a particular approach. McGill also altered the order in which particular
tasks were performed to help minimise any e�ects of fatigue or of learning from answering previous
questions using a di�erent presentation technique. The �ve tasks were as follows:

1. Write down the time that the Chief OÆcer left the mess room to return to the bridge.

2. Write down the key events which happened on the bridge at approximately 18:23.

3. OÆcer A gave con
icting evidence as to the time at which he left deck G to go to the mess.
Write down the page/paragraph reference where these con
icting statements are highlighted.

4. What events happened at 18:28?

5. Write down the time that crewmember B returned to his cabin.

Table 13.11 summarises the times that were obtained for �ve users performing these di�erent tasks
using cooperative evaluation under laboratory conditions. The small number of participants in the
study meant that a very limited number of readers used each interface to perform each task. It can
also be argued that his choice of questions may have produced results that are favourable towards
particular presentation formats. McGill concludes that the electronic versions o�ered signi�cant
bene�ts over the paper-based presentation of the incident report. This is revealed principally in the
time take to perform the speci�ed tasks but also in a range of attitudinal questions that assessed
the readers' subjective response to these systems. These subjective questions indicated a strong
preference for the VRML time-line over the image map for most tasks. McGill did not compare
subjective responses for the paper-based report because he assumed that the electronic formats
would supplement rather than replace more traditional presentation techniques.

The results summarised in Table 13.11 hide a number of factors that in
uenced the course of the
study. For instance, subject 3 in Task 4 missed one of the events. McGill awarded a time penalty
for each incorrect answer when presenting his results [530]. His decision to add thirty seconds to
the time reported for task completion seems arbitrary. These penalties have not, therefore, been



13.5. SUMMARY 707

Paper report Image Map VRML Time-line
User 1 Task 1: Did not complete

Task 4: 133 sec.
Task 2: 52 sec.
Task 5: 144 sec.

Task 3: 35 sec.

User 2 Task 2: 227 sec.
Task 5: 173 sec.

Task 3: 62 sec. Task 1: 19 sec.
Task 4: 45 sec.

User 3 Task 3: Did not complete Task 1: 189 sec.
Task 4: 179 sec.

Task 2: 38 sec.
Task 5: 27 sec.

User 4 Task 2: Did not complete Task 1: 177 sec.
Task 5: Did not complete

Task 3: 61 sec.
Task 4: 69 sec.

User 5 Task 1: 236 sec.
Task 5: 254 sec.

Task 2: 40 sec.
Task 4: 273 sec.

Task 3: 42 sec.

Table 13.11: McGill's Timing Results for Tasks with Electronic Incident Reports

included in Table 13.11. The preliminary results provided by this study must be supported by more
sustained investigations into the potential errors that might arise from the use of such innovative
presentation techniques. A number of further comments can be made about these results. For
example, user 4 in task 5 insisted on abandoning the image map and resorted to the paper based
report after 3 minutes. Such situations typify experimental studies with users performing complex
tasks over even relatively short periods of time. There are inevitable frustrations from being forced
to use presentation formats that the reader might not accept if they were given a free choice. This
emphasises the need for more sustained longitudinal studies into the `real world' use of electronic
incident reports.

13.5 Summary

Incident reports provide a primary means of ensuring that the weaknesses of previous applications
are not propagated into future systems. This chapter has described a number of the problems that
complicate the task of drafting these documents. Incident reports may have to be tailored to meet
the particular requirements of several diverse audiences. For instance, some reports are produced to
be read by the regulators who must decide whether or not to act on their recommendations. Other
forms of incident report are intended as case studies or scenarios that are to be read by operators
and practitioners. Further factors complicate even these relatively simple distinctions. For instance,
the format and presentation of reports that are to be read by operators within the same organisation
as the investigator can be quite di�erent from those that may be disseminated to a wider audience.
The problems of addressing the needs of intended readers of an incident report are also complicated
by the way in which di�erent types od report may be drafted for di�erent types of occurrences. For
example, incidents that have a high-risk associated with any future recurrence may warrant greater
detail than those that are assumed not to pose any future threat to a system. Di�erent presentation
techniques may also be necessary in order to draft reports at di�erent stages of an investigation. The
format of an interim report in the immediate aftermath of a near-miss incident or adverse occurrence
is unlikely to support the more polished, �nal report that is required by international organisations,
such as the IMO. The task of meeting these various requirements is also exacerbated by the need to
preserve con�dentiality in the face of growing media and public interest in technological failures.

Subsequent sections of this chapter have presented a number of detailed recommendations that
are intended to support the presentation of incident reports. These recommendations are ordered
in terms of the di�erent sections that are, typically, used to structure more formal reports into
high-risk incidents: reconstruction then analysis then recommendations. However, many of the
detailed guidelines can also be applied to documents that analyse less critical failures. For example,
any reconstruction should consider both the distal and the proximal events that contributed to an
incident. It is also important to describe the evidence that supports a particular version of events.
Similarly, the analysis section should not only describe the causes of an incident but also the methods
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that were used to identify those causes. It is no longer suÆcient in many industries to rely simply
on the reputation of domain experts without the additional assurance of documented methods to
support their conclusions [280]. The guidelines for drafting recommendations include a requirement
that investigators should de�ne conformance criteria so that regulators can determine whether or
not particular changes have satis�ed those recommendations. It is also important to explain the
relationship between any proposed changes and the causes that were identi�ed from any analysis of
the incident.

It is important that investigators have some means of determining whether or not a particular
report supports the tasks that must be performed by its intended audience. This can be done in
one of two ways. Firstly, we have described a range of veri�cation techniques that can be used to
demonstrate that particular documents satisfy principles or properties that are based on the guide-
lines, summarised in the previous paragraph. Careful reading of an incident report can also be used
to identify a range of rhetorical techniques. These tropes are often e�ective in more general forms
of communication but can lead to ambiguity and inconsistency within engineering documents. Such
problems can have profound consequences for safety when they weaken the presentation of incident
reports. Mathematical proof techniques provide one means of identifying where enthymemes weaken
the use of syllogism in an incident report. This is particularly important because the ommision of
evidence not only removes particular information from the reader but it also prevents them from
drawing necessary inferences that depend upon the missing information. We have also described
how Toulin's [775] model was produced as a response to criticisms of logic as a means of analysing
argument. This approach rejects any a priori notions of truth or falsehood. Instead it links evidence
and claims through the warrants and backing that support them. It also emphasises the importance
of quali�ers and rebuttals in explaining why someone might hold a contrary opinion.

We have identi�ed limitations that a�ect both the use of logic and of models of argumentation to
support the veri�cation of incident reports. Neither approach provides any guarantee that the prop-
erties which are established of any particular document will actually be signi�cant to their intended
readership. Subsequent sections, therefore, brie
y described a range of user-testing techniques that
can support the validation of particular formats. Surprisingly few of these techniques have ever been
applied to determine whether incident reports actually support the activities of their end-users. The
results of some preliminary studies have been described, however, these raise a host of methodolog-
ical problems that complicate such validation activities. For example, it can be diÆcult to identify
a representative set of tasks that must be supported by a particular incident report.

This lack of evidence about the utility of existing formats is worrying given that a number of fac-
tors are creating potential problems for their continued application. Existing paper-based reporting
techniques have, however, remained relatively unchanged over the last century. During this time,
the introduction of microprocessor technology has signi�cantly increased the integration of heteroge-
neous processes. There have also been changes to the techniques that drive incident analysis. There
is an increasing awareness that contextual and organisational issues must be considered in addition
to any narrow �ndings about operator `error'. The integration of safety-critical interfaces and the
development of organisational approaches to incident analysis have created new challenges for the
presentation of these reports. Their scope and complexity is increasing. At the same time, many
investigatory organisations have begun to disseminate their incident reports over the World Wide
Web. It is, therefore, possible to extend the application of advance visualisation and navigation
techniques from other areas of information technology to support the readers of these documents.
Unfortunately, most agencies focus on the Web as a means of dissemination rather than commu-
nication. Paper based reports are directly translated into HTML or Adobe's PDF. This creates a
number of problems. The HTML approach su�ers from the well-known problems of reading large
on-line documents. The PDF approach prevents many search engines from e�ectively retrieving in-
formation about similar accidents. Finally, the direct translation of paper-based reports into on-line
documents ignores the potential 
exibility of electronic media. The closing sections of this chapter
have described a number of alternative approaches that support the presentation of incident reports.
These formats exploit the opportunities created by the electronic dissemination and communication
of incident reports. They must, however, be treated as prototypes. Further evidence is required
to demonstrate that they support the range of tasks that are currently achieved using paper-based
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documents and their more orthodox counterparts on the web.
The increasing use of electronic media to document information about adverse occurrences and

near-miss incidents not only creates opportunities for new presentation formats. It also, for the
�rst time, creates opportunities to provide automated tools that will help investigators �nd records
of similar incidents in other organisations, in di�erent industries, in other countries. It is far from
certain that we will be able to exploit this opportunity. For example, the vast number of records
that have been compiled in some industries now makes it practically impossible to accurately search
and retrieve information about similar mishaps. The following chapter, therefore, describes a range
of computer-based tools and techniques that have been speci�cally developed to support large-scale
collections of incident reports.
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Chapter 14

Dissemination

The previous chapter looked at the problems associated with the presentation of incident reports. It
was argued that the format and structure of these documents must be tailored so that they support
their intended recipients. It was also argued that care must be taken to ensure that the rhetoric is
not used to mask potential bias in an incident report. This chapter goes on to examine the problems
that are associated with the dissemination of these documents. It is of little bene�t ensuring that
reports meet presentation guidelines if their intended recipients cannot access the information that
they provide. There are signi�cant problems associated with such dissemination activities. For
example, the FDA's Medical Bulletin that presents information about their MedWatch program is
currently distributed to 1.2 million health professionals. Later sections analyse the ways in which
many organisations are using electronic media to support the dissemination of incident reports. This
approach o�ers many advantages. In particular, the development of the Internet and Web-based
tools ensures that information can be rapidly transmitted to potential readers across the globe.
There are, however, numerous problems. It can be diÆcult to ensure the security and integrity
of information that is distributed in this way. It can also be diÆcult to help investigators search
through the many thousands of incidents that are currently being collected in many of these systems.
The closing sections of this chapter present a range of techniques that are intended to address these
potential problems.

14.1 Problems of Dissemination

Chapters 12 and 13 have already described some of the problems that complicate the dissemination
of information about adverse occurrences and near miss incidents. For example, it can be diÆcult
to ensure that information is made available in a prompt and timely fashion so that potential
recurrences are avoided. It can also be diÆcult to ensure that safety recommendations reach all of
the many di�erent groups that might make use of this information. The following pages build on
these previous chapters to analyse these barriers to dissemination in greater detail.

14.1.1 Number and Range of Reports Published

It is important not to underestimate the scale of the task that can be involved in the dissemina-
tion of incident reports. Even relatively small, local systems can generate signi�cant amounts of
information. For instance, one of the Intensive care Units that we have studied generated a total of
111 recommendations between August 1995 and November 1998. 82 of these were `Remind Sta�'
statements. The 29 other recommendations concerned the creation of new procedures or changes
to existing protocols (e.g. `produce guidelines for care of arterial lines'), or were equipment related
(e.g. `Obtain spare helium cylinder for aortic pump to be kept in ICU').

As one might expect the task of keeping sta� and management informed of recent incidents
and recommendations is signi�cantly more complex in national and international systems. This is
illustrated by Table 14.1, which presents the total number of di�erent reports that were published by
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1995 1996 1997 1998 1999 2000 2001
(-Aug)

Hazard Notices 6 12 16 2 6 13 2
Device Bulletins 5 7 4 6 3 5 4
Safety Notices 33 40 20 43 41 28 24
Device Alerts - - - - - 8 5
Advice Notices - - - - 6 1 0
Pacemaker Notes 6 6 3 4 7 4 4

Total Reports 50 65 43 55 63 59 39
Total Incidents 4,298 4,330 5,852 6,125 6,860 7,352 -

Table 14.1: Annual Frequency of Publications by the UK MDA

the UK Medical Devices Agency (MDA) over the last �ve years. It should be noted that the �gures
for 2001 are currently only available until August. As we have seen from the Maritime examples
in the previous chapter, incident reporting agencies produce a range of di�erent publications to
disseminate their recommendations. In Table 14.1, hazard notices are published following death or
serious injury or where death or serious injury might have occurred [542]. A medical device must also
be clearly implicated and immediate action must be necessary to prevent recurrence. Device bulletins
address more general management interests. They are derived from adverse incident investigations
and consultation with manufacturers or users. They are also informed by device evaluations. In
contrast, safety notices are triggered by less `serious' incidents. Their are published in circumstances
where the recipients' actions can improve safety or where it is necessary to repeat warnings about
previous problems. Device alerts are issued if there is the potential for death or serious injury
particularly through the long term use of a medical device. Finally, Pacemaker Technical Notes
publish information about implantable pacemakers, de�brillators and their associated accessories.
For the purpose of comparison, Table 14.1 also contains the total number of adverse incidents that
were reported in the MDA's annual reports [539]. As can be seen, there has been a gradual rise
in the frequency of incident reports while the total number of publications has remained relatively
stable. Such an analysis must, however, be quali�ed. The total incident frequencies are based on
the MDA's reporting year. Hence the �gure cited for 1996 is, in fact, that given for 1996-1997.
However, the number of reports and associated publications provides some indication of the scale of
the publication tasks that confront organisations such as the MDA.

1997 1998 1999 2000 2001
(-Aug)

Safety Alerts 55 55 54 67 38
Drug Labeling 239 519 512 505 241
Biologics Safety - 24 10 29 14
Food and Applied Nutrition 3 2 2 2 2
Devices and Radiology 9 12 9 4 3

Table 14.2: Annual Frequency of Publications by the US FDA's MedWatch Program

The level of activity indicated in Table 14.1 is mirrored by the �gures in Table 14.2. This presents
publication �gures for the US Food and Drug Administration's MedWatch initiative. This Safety
Information and Adverse Event Reporting Programme is intended to `serves both healthcare pro-
fessionals and the medical product-using public' [269]. It covers a braid range of medical products,
`including prescription and over-the-counter drugs, biologics, dietary supplements, and medical de-
vices'. It, therefore, has a slightly wider remit than that of the UK MDA. The primary MedWatch
publication provides Safety Alerts about drugs, biologics, devices and dietary supplements. As can
be seen in Table 14.2, the MedWatch programme also publishes information from several di�erent
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groups within the FDA. It publishes safety-related drug labeling change summaries that have been
approved by FDA Center for Drug Evaluation and Research. It also incorporates recalls, withdrawals
and safety issues identi�ed by the Center for Biologics Evaluation and Research. The program also
publishes selected warnings and other safety information identi�ed by the Center for Food Safety
and Applied Nutrition. Finally, the Medwatch initiative incorporates safety alerts, public health
advisories and notices from the Center for Devices and Radiological Health. We have not calculated
totals for Table 14.2 as we did for Table 14.1 because of the inherent diÆculty of calculating the
frequency of recommendations to change drug labelling in the FDA adverse event reporting pro-
gramme. Some drugs form the focus of several reports in the same year. Recommendations can
be applied to a particular generic named product or to the di�erent brands of that product. We
have chosen to calculate frequencies on the basis of named drugs identi�ed in the Center for Drug
Evaluation and Research warnings.

It is also important to stress that the reports identi�ed in Tables 14.1 and 14.2 only represent
a small subset of the publications that the FDA and the MDA publish in response to adverse
incidents. For instance, the MedWatch programme also disseminates articles that are intended to
support the continuing education of Healthcare professionals. These include information about the
post-marketing Surveillance for Adverse Events After Vaccination and techniques for assuring drug
quality. The FDA also provides more consumer oriented publications to encourage contributions from
the general public. It uses incident information to address speci�c consumer concerns, for instance in
special reports on drug development and the interaction between food and drug. The wide scope of
these publication activities is also illustrated by the User Facility Reporting Bulletins. This quarterly
publication is speci�cally targeted at hospitals, nursing homes and `device user facilities'.

Dissemination activities are not only focussed on the generation of speci�c incident reports or
articles on more general issues. They also include the organisation of workshops, such as the 1998
meeting on `Minimising Medical Product Errors' [261]. The UK MDA host similar events, such as
their annual conference which in 2001 will address the theme `Protecting Patients - Maintaining
Standards' [545]. The MDA also holds more focussed study days. These provide sta� training to
address common problems with particular devices. For example, the MDA set up a recent meeting
for nurses on best practice and the potential pitfalls in operating infusion systems [543].

14.1.2 Tight Deadlines and Limited Resources

The previous paragraphs illustrate the high frequency and the diversity of dissemination activities
that are conduced by many incident reporting organisations. It is diÆcult to under-estimate the
logistical challenges that such activities can impose upon �nite resources. There is also increasing
pressure in many sectors to increase the eÆciency of many reporting bodies. For instance, one
government measure estimates that the MDA managed to increase its output by 9% with a stable
workforce between 2000-2001. These pressures can also be illustrated by some of the objectives being
promoted by the MDA. For 2001-2002, it is intended that all Hazard Notices will be issued within
20 working days; 90% of Safety Notices will be issued within 60 days and 75% within 50 days. It is
also intended to increase the number of adverse incident reports that will be published by a further
9% while at the same time making `eÆciency' savings of 2% [539].

The results of tight �nancial constraints can also be seen in the manner in which the FDA has
altered it's publication policy in recent years [867]. Previous sections have mentioned the User
Facility Reporting Bulletin, this publication is intended for hospitals, nursing homes and other end-
user facilities. The initial twenty, quarterly issues of the Bulletin were printed in the conventional
manner and were posted to any organisation that requested a copy. At its peak, 77,000 subscribers
received copies of these documents that presented summarised reports based on recent incident
reports. Budgetary restrictions forced the FDA to review this policy. In Issue 17, readers were
asked to respond to a retention notice. If they did not respond then they were removed from the
distribution list. It was hoped that the high initial administrative overhead associated with this
initiative would yield longer term savings in distribution costs. By 1999, however, Federal funding
cuts prevented any distribution in paper form. The twenty-�rst issue of the Bulletin was, therefore,
distributed through electronic means including an automated Fax system. The FDA summarised
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their feelings about this situation; `we regret the need to move to this new technology if it means
that many of our current readers will no longer have access to the Bulletin' [867].

The joint pressures imposed by the need to disseminate safety information in a timely fashion
and the need to meet tight �nancial objectives has resulted in a number of innovations in incident
reporting. Many of these systems start with the premise that it is impossible to elicit and analyse
voluntary incident reports across an entire industry. Even with mandatory reporting systems there
will be problems of contribution bias that result in a very partial view of safety-related incidents.
These problems stem partly from the cost and complexity of large scale voluntary reporting systems.
They also stem from the passive nature of most mandatory systems that simply expect contributors
to meet their regulatory requirements when responding to an adverse occurrence. As we have seen,
even if a potential contributor wants to meet a reporting obligation they may fail to recognise that a
safety-related event has occurred. Most regulatory and investigatory organisations lack the resources
necessary to train personnel across an industry to distinguish accurately between reportable and non-
reportable events. Similarly, there are signi�cant �nancial barriers that prevent routine inspections
and audits to review compliance.

Sentinel reporting systems provide an alternative solution that is intended to reduce the costs
associated with incident reporting and, thereby ensure that recommendations are disseminated in
a timely fashion. This approach identi�es a sample of all of the facilities to be monitored. This
sites within the sample are then o�ered specialist training in both mandatory and voluntary incident
reporting. The incidents that are reported by these sentinel sites can then form a focus for more
general safety initiatives across an industry. These ideas are extremely suasive to many governmental
organisations. For instance, the FDAModernisation Act (1997) required that the FDA make a report
to Congress in late 1999 about progress towards such a sentinel system [262]. In September 1996,
CODA Inc. was awarded a contract to conduct a study to evaluate the feasibility and e�ectiveness of
a sentinel reporting system for adverse event reporting of medical device use. The explicit intention
was to determine not whether a sentinel system could supplement passive, voluntary systems, such
as MedWatch, but to replace them entirely. The trial ran for twelve months and the �nal report
emphasised the importance of feedback and dissemination in the success of any sentinel system.
The CODA trial provide several di�erent forms of feedback. These included a newsletter, faxes
of safety notices, responses to questions presented by Study Coordinators. The individual reports
that were received by the project were summarised, anonymised and then published in bimonthly
newsletters for Study Coordinators. These coordinators acted as an eÆcient means of disseminating
safety related information within the sample sites.

This project not has important implications for the eÆcient dissemination of safety-related in-
formation. It also provides important insights about the practical problems that can arise when
attempting to ensure the timely dissemination of incident recommendations and reports. Many
reporting systems endeavour to ensure that operators, safety managers and regulators are provided
with information about incidents according to a sliding timescale that re
ects the perceived seri-
ousness of the incident. This is the case with the MDA targets, cited above. It can, however, be
extremely diÆcult to estimate the seriousness of an incident. Previous chapters have referred to the
`worst plausible outcome' that is often invoked to support such assessments. The practical prob-
lems of applying such heuristics can be illustrated by the CODA pilot study. The project analysts
determined that only 14% of the reports received would have been clearly covered by the existing
mandatory systems. 56% of the reports described less serious incidents that fell within the voluntary
reporting provisions. 30% of all submission, or 96 reports, fell between these two categories; `the
determination of serious patient injury according to FDA's de�nition was diÆcult to make'. Of these
96, 60% were submitted on voluntary forms. 25% of the reports clearly documenting serious patient
injury also were submitted on voluntary forms. If these results provide an accurate impression of
the true severity of the incidents then they indicate that analysts cannot accept the contributors'
severity assessments at face value. Two senior nurse-analysts agreed to review all reports and classify
them urgency using a scale of: very urgent, urgent, routine monitoring, well-known problem or not
important. Approximately one-third (113) were classi�ed as very urgent or urgent. Of these, only
19 were clearly mandatory reports. This is a signi�cant concern given that distribution deadlines
focus on a rapid response to mandatory reports.
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The results of this analysis can be presented in another way. As mentioned, 14% of all reports
clearly fell within the existing mandatory systems. About half of these, according to the nurses'
analysis, needed only routine monitoring. The FDA cite the example of a `problem with a catheter
in which there was medical intervention, but for which FDA already had taken action, so that
additional reports would not make a very valuable contribution to the agency' [262]. However, 50 of
the 175 reports that fell under voluntary reporting rules were rated as very urgent or urgent. This
creates considerable problems for the prompt dissemination of safety-related information. Delays
in a regulatory response do not simply stem from the time required to analyse a report and make
recommendations. They also stem from the amount of time that it takes a contributor to actually
g�le a report in the �rst place. Some of the contributors complained about the time limits that were
recommended for reporting particular classes of incidents. In some cases, what contributors classed
as less severe occurrences went unreported for more than ten days. The previous paragraphs have
questioned the reliability of such severity assessments and so it seems likely that such delays may
be a signi�cant factor in ensuring the prompt dissemination of alerts and warnings.

14.1.3 Reaching the Intended Readership

Chapter 13 argued that the task of drafting incident reports is complicated by the diverse readerships
that these documents can attract. This section extends this argument. The diverse readership of
these documents not only complicates the drafting of an incident report but also exacerbates their
dissemination. There is an immediate need to ensure that individuals within a working unit are
informed of any recommendations following an incident. Chapter 5 argued that such actions are
essential to demonstrate that contributions are being acted on in a prompt manner. In particular,
reports should be sent to the individuals who initially provided noti�cation of an adverse occurrence.
These requirement apply to the dissemination of incident reports in both large and small scale
systems. National and international schemes face additional distribution problems. In particular,
incident reports must forwarded to other `at risk' centres. This is a non-trivial requirement because
it can often be diÆcult to determine precisely which centres might be a�ected by any potential
recurrence. Within these associated working groups, it is important to identify who will assume
responsibility for ensuring the reports are read by individual members of sta�. This can involve
close liaison between the investigators who draft a report and safety managers or other senior sta�
distributed throughout their organisation.

It is possible to identify a number of di�erent dimensions that characterise the distribution of
incident reports. The following list summarises these di�erent dimensions. Particular reporting
system may tailor the approach that they adopt according to the nature of the incident. They may
also use hybrid combinations of these techniques. For example, a closed distribution policy might
be exploited within the organisation that generate the report to ensure that information was not
prematurely leaked to the media. However, a horizontal approach might also be used to ensure that
key individuals in other companies are also made aware of a potential problem:

� Closed distribution.
This approach restricts the dissemination of incident reports to a few named individuals within
an organisation. This creates considerable problems in ensuring that those individuals and only
those individuals actually receive copies of a report. It is also important to note throughout
this analysis that the receipt of a report does not imply that it will be either read or acted
upon.

� Horizontal distribution.
This approach allows the dissemination of incident reports to other companies in the same
industry. The distribution may be further targeted to those organisations that operate similar
application processes.

� Vertical distribution.
This approach allows the dissemination of reports to companies that occur within the same
supply chain as the organisation that was noti�ed about an incident. Reports can be passed
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down the supply chain to ensure that companies, which rely on the products and services of
the contributor organisation, are altered to a potential problem. Supply companies may also
be informed if an incident occurs as the result of problems at previous stages in the supply
chain.

� Parallel distribution.
This approach ensures that reports are distributed to companies in other industries that operate
similar processes. For example, incidents involving the handling and preparation of nuclear
materials can have implications in the defence, medical and power generation industries. It is
for this reason that organisations such as the US Chemical Safety and Hazard Investigation
Board were set up to span several related domains.

� Open distribution.
This approach allows the free distribution of incident reports. Increasingly, this approach is
being adopted by regulatory organisations, including the FDA and MDA, and by independent
research organisations, such as the NHS Centre for Reviews and Dissemination [191] As we
shall see, these open publication initiatives increasingly rely upon Internet-based distribution
techniques.

The healthcare industry provides extreme examples of the problem associated with distributing
incident reports to a diverse audience. In 2000, the MDA received 7,249 reports of adverse incidents
involving medical devices. These resulted in 4,466 investigations after an initial risk assessment.
49 safety warnings were published; the MDA's annual report bases this �gure on the sum of the
numbers of Hazard Notices, Safety Notices and Device Alerts in Table 14.1 [539]. Safety Notices are
primarily distributed through the Chief Executives of Health Authorities, NHS Trusts and Primary
Care Trusts as well as the directors of Social Services in England. These individuals a responsible for
ensuring that they are brought to \the attention of all who need to know or be aware of it" [535]. Each
Trust appoints a liaison oÆcer who ensures that notices are distributed to the `relevant managers'.
Similarly, each local Health Authority appoints a liaison oÆcer to ensure that notices are distributed
to Chairs of Primary Care Groups, Registration Inspection Units, Independent Healthcare Sector
and representatives of the Armed Services. The MDA also requires that notices are sent to the
Chief Executives of Primary Care Trusts who are then responsible for onward distribution to their
sta�. Social Services Liaison OÆcers play a similar role but are speci�cally requested to ensure
distribution to Registration Inspection Units and Residential Care Homes.

The distribution responsibilities of the individuals in the MDA hierarchy are presented in Ta-
ble 14.3. The detailed responsibilities of each individual and group are, however, less important than
the logistic challenges that must be addressed by the MDA when they issue a Safety Notice. For
instance, any individual warning will only be sent to some portion of the total potential audience.
Many Safety Notices are not relevant to the work of Social Services. In consequence, each published
warning comes with a list of intended recipients. These are identi�ed by the �rst level in the distri-
bution hierarchy: Health Authorities, NHS Trusts, Primary Care Trusts and Social Services. Liaison
oÆcers are then responsible for ensuring that information is directed to those at the next level in the
hierarchy. This selective distribution mechanism creates potential problems if, for example, a Social
Service department fails to identify that a particular Safety Notice is relevant to their operations.
The MDA, therefore, issue a quarterly checklist that is intended to help liaison oÆcers ensure that
they have received and recognised all applicable warnings.

The MDA distribution hierarchy illustrates a number of important issues that a�ect all reporting
systems. There is a tension between the need to ensure that anyone with a potential interest in a
Safety Notices receives a copy of the warning. This implies that Liaison OÆcers should err on the
side of caution and disseminate them as widely as possible. On the other hand, this may result
in a large number of potentially irrelevant documents being passed to personnel. The salience
of any subsequent report might then be reduced by the need to �lter these less relevant warning.
These arguments, together with the expense associated with many forms of paper-based distribution,
implies that Liaison OÆcers should target any distribution as tightly as possible. Later sections of
this chapter will return to this tension when examining the generic problems of precision and recall
in information retrieval systems.
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Organisation Liaison OÆcer forwards to For onward distribution to

NHS Trust Appropriate Manager Relevant sta� to include Medical Di-
rectors, Nurse Executive Directors,
Directors of Anaesthetics, Directors
of Midwifery, Special Care Baby
Units/Pediatric Intensive Care, Ma-
ternity Wards, Operating Theatres,
Ambulance NHS Trusts and Acci-
dent and Emergency Units.

Health Authority Primary Care Directors of Primary Care Local
Representatives Committees Chief
Executives of Primary Care Groups
Individual GP Practices Dentists
Opticians Pharmacists

Registration Inspection Units Care in the Community, Homes
(Group Homes), Nursing homes,
Managers of independent sector
establishments, Private hospitals,
Clinics and hospices

Social Services Department In-house services Residential Care Homes (elderly,
learning diÆculties, mental health,
physical disabilities, respite care),
Day Centres, Home Care Services
(in-house and purchased), Occupa-
tional Therapists, Children's Ser-
vices, Special Schools, Other ap-
propriate Local Authority depart-
ments (for example Education de-
partments for equipment held in
schools).

Registration Inspection Unit Any of the above services provided
by the independent sector.

Table 14.3: MDA's Distribution Hierarchy for Safety Notices

The success of the MDA distribution hierarchy relies on individual Liaison OÆcers. They ex-
ercise discretion in disseminating particular warnings to appropriate managers and directors. The
signi�cance of the Liaison OÆcer is also acknowledged by the MDA in a range of practical guidelines
that are intended to ensure the integrity of these distribution mechanisms. For instance, healthcare
organisations must identify a fax number and e-mail address for the primary receipt of Hazard No-
tices and Device Alerts. They must also arrange for someone to deputise in the Liaison OÆcer's
absence. The Liaison OÆcer is responsible for ensuring that Hazard Notices and Device Alerts
are distributed immediately after publication. Safety Notices can take a less immediate route, as
described in previous paragraphs. Liaison OÆcers are also responsible for documenting the actions
that are taken following the receipt of Hazard Notices, Device Alerts and Safety Notices. In partic-
ular, they must record the recipients of these various forms of incident report. The documentation
should also record when the reports were issued and a signed assurance from the recipient that any
required actions have been taken.

Liaison OÆcers not only pass on Safety Notices to `appropriate' managers, they can also choose
to distribute particular warnings to sta�. For instance, such direct actions might be used to en-
sure that new employees or contract sta� are brought up to date with existing warnings. These
groups of workers create particular problems for the distribution of incident reports in many dif-
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ferent industries. Not only do they create the need for special procedures in the national system
operated by the MDA, they also complicate the task of communicating recommendations from lo-
cal systems. Changes in working procedures in individual hospital departments create signi�cant
training overheads for temporary `agency' sta� who may be transferred between di�erent units over
a relatively short period of time. When such training is not explicitly provided then it is likely that
communications problems will occur during shift hand-overs [342].

Previous sections have argued that Liaison OÆcers play an important role within the particular
distribution mechanisms that are promoted by the UK MDA. Aspects of their role are generic;
they characterise issues that must be addressed by all reporting systems. For example, the con
ict
between the need for wide distribution and the problems of overloading busy sta� apply in all
contexts. Many reporting systems must also ensure that new workers and contract sta� are brought
up to date. Similarly, there is a generic tension between enumerating the intended recipients of
a report and allowing local discretion to determine who receives a report. This last issue can
be illustrated by the way in which particular, critical reports constrain or guide the actions of
Liaison OÆcers. For example, a recent Device Bulletin into patient injury from bed rails explicitly
stated that it should be distributed to all sta� involved in the procurement, use, prescription and
maintenance of bed rails. Liaison oÆcers were speci�cally directed to ensure that copies of the
report were forwarded to `health and safety managers; loan store managers; MDA liaison oÆcers
(for onward distribution); nurses; occupational therapists; residential and nursing home managers;
risk managers.' [538] In contrast, other Device Bulletins explicitly encourage Liaison OÆcers to
adopt a far broader dissemination policy. A report into the (ab)use of single-use medical devices
enumerated the intended recipients as all Chief executives and managers of organisations where
medical devices are used, all professionals who use medical devices, all providers of medical devices
and all sta� who reprocess medical devices [536].

Previous paragraphs have focussed on the problems of ensuring that incident reports are dis-
seminated e�ectively within the organisations that participate in a reporting scheme. We have not,
however, considered the additional problems that arise when any lessons must be shared between
organisations that operate their own independent reporting systems. Legislation is, typically, used
to provide regulators with the authority necessary to ensure that safety-related information is shared
through national or industry-wide systems. Such legal requirements often fail to address the concerns
that many companies might have about providing information to such reporting systems. There is
a clear concern that commercially sensitive information will be distributed to competitors. The
exchange of safety-related information often raise questions about con�dentiality and trust:

\(The) FDA is keenly aware of and sensitive to the impacts of these new regulatory
requirements on the pace of technological advancement and economic well-being of the
medical device industry. At the same time, the agency is cognizant of the usefulness
of information about the clinical performance of medical devices in ful�lling its public
health mandate... FDA may require the submission of certain proprietary information
because it is necessary to fully evaluate the adverse event. Proprietary information will
be kept con�dential in accordance with Sec. 803.9, which prohibits public disclosure of
trade secret or con�dential commercial information.." [252]

Less critical information, for instance about near-miss occurrences, may be retained within corporate
reporting systems. Other organisations can then be prevented from deriving any insights that such
reports might o�er. The ability to overcome these barriers often depends upon the micro-economic
characteristics of the particular industry. For instance, it can be diÆcult to encourage the altruistic
sharing of incident reports in highly competitive industries. In other markets, especially those
that are characterised by oligopolistic practices, it can be far easier to ensure the cooperation and
participation of potential rivals. For example, the major train operating companies combined with
the infrastructure provides to establish the CIRAS reporting system on Scottish railways [197]. This
scheme has a lot in common with the CNORIS regional reporting system that has recently been
established across Scottish NHS hospitals [417]. Another feature of these systems is, however, that
the lessons are seldom disseminated beyond the small group of companies or organisations within
the oligopoly.
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The increasing impact of a global economy has raised a number of diÆcult moral issues that
were not initially considered by the early proponents of reporting systems. For example, there
have been situations in which the operators of a non-punitive reporting system have identi�ed
failures by individuals who work in counties that do operate punitive, legal approaches to adverse
occurrences [423]. Such situations can create particular problems when individual employees may
have contributed an incident report on the understanding that they were participating in a `no blame'
system. Although these dilemmas are relatively rare, it is important to acknowledge the increasing
exchange of data between di�erent reporting systems. For instance, the 49 MDA warnings, cited
in previous paragraphs, resulted in 32 noti�cations being issued to other European Union member
states [539].

The direct distribution of reports by the MDA to other EU member states represents one of
several approached to the international dissemination of safety-related information. It e�ectively
restricts the dissemination of information, in the �rst instance, to the other participants in the
political and economic union. Other distribution mechanisms must be established on a country-by-
country basis for the wider distribution of information, for example with the US FDA. The Global
Aviation Information Network initiatives represent an alternative approach to the dissemination
of safety-related incident reports [308]. As the name suggests, the intention is to more beyond
regional distribution to provide global access to this safety information. Similar initiatives can be
seen in the work of the International Maritime Organisation (IMO) and the International Atomic
Energy Authority. Such distribution mechanisms face immense practical and organisational barriers.
The same issues of trust and con�dentiality that complicate the exchange of information between
commercial organisations also a�ect these wider mechanisms. There is also an additional layer of
political and economic self-interest when incidents may a�ect the viability and reputation of national
industries. These problems partly explain the halting nature of many of these initiatives. They are
addressing the distribution problem by making information available to many national and regional
organisations. However, they often fail to address the contribution problem because very few reports
are ever received from some nations.

14.2 From Manual to Electronic Dissemination

Previous paragraphs have argued that the problems of disseminating information about adverse
occurrences and near miss incidents stem from the frequency and diverse range of publications;
from tight publication deadlines and resource constraints and from the diÆculty of ensuring that
the intended readership can access a copy of the report. These problems have been addressed in a
number of ways. For example, the last section examined a number of distribution models that are
intended to ease the logistics of disseminating incident reports. The hierarchical approach adopted by
the MDA was used to illustrate the manner in which key individuals, such as Liaison OÆcers, often
lie at the heart of hierarchical approaches. In contrast, this section moves on from these organisation
techniques to look at the way in which di�erent technologies can be recruited to address some of the
problems that complicate the dissemination of incident reports.

14.2.1 Anecdotes, Internet Rumours and Broadcast Media

It is important not to overlook the way in which information about an incident can be disseminated
by word of mouth. This can have very unfortunate consequences. For instance, the U. S. Food and
Drug Administration's Center for Food Safety and Applied Nutrition describe how the company at
the centre of an investigation �rst became aware of a potential problem through the circulation of
rumours about their involvement [253]. They report that `the �rst news the dairy plant received
that they were being investigated in relation to this outbreak was through rumour on the street'.
The plant operators then demanded to know what was going on; `Apparently someone had heard
someone else talking about the Yersinia outbreak and how it was connected to the dairy plant'. These
informal accounts then had to be con�rmed with a consequent loss of con�dence in the investigatory
procedures that had prevented disclosure of the potential incidents before the rumour began.
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Informal channels are often faster and, in some senses, more e�ective at disseminating informa-
tion than more oÆcial channels. Rumours often circulate about the potential causes well before they
are published by investigatory organisations. Very often oÆcial reports into an adverse occurrence
or near-miss come as little surprise to many of the individuals who work in an industry. The dissem-
ination of safety information by word of mouth is not entirely negative. Many organisations, such
as the FDA and the MDA rely upon such informal measures given limited printing budgets and the
vast audiences that they envisage for some warnings. Similarly, the use of anecdotes about previous
failures has provided an important training tool well before formal incident reporting systems were
ever envisaged or implemented.

There is a danger, however, that the information conveyed by these informal means will provide
a partial or biased account of the information that is published by more oÆcial channels. Word
of mouth accounts are likely to provide an incomplete view before the oÆcial report is distributed.
This can also occur after the oÆcial publication of an incident report if individuals mis-understand
or forget the main �ndings of an investigation. They may also be unconvinced by investigators'
�ndings. In such circumstances, there is a tendency to develop alternative accounts that resolve
uncertainties about the oÆcial report. These unauthorised reports are, typically, intended to gain
the listeners' attention rather than to improve the safety of application processes. It is diÆcult to
underestimate the impact of such informal accounts. They can undermine the listeners' con�dence
in the investigatory agency even though they may retain signi�cant doubts over the veracity of the
alternative account [278].

In recent years, the informal dissemination of incident related information has taken on a renewed
importance. The growth of electronic communication media has provided signi�cant opportunities
for investigatory agencies to distribute `authorised' accounts. The same techniques also enable engi-
neers, focus groups and members of the general public to rapidly exchange information about adverse
occurrences and near miss incidents. The recognition that e-mail, Internet chat rooms and bulletin
boards can facilitate the `unauthorised' dissemination of such information has attracted signi�cant
attention from organisations, such as the FDA. The issues surrounding these informal communica-
tions are extremely complicated. For example, there is a concern that drugs companies and device
manufacturers might exploit these communication media to actively promote their products. This
resulted in a recent initiative to directly consider the position of the FDA towards `Internet Ad-
vertising and the Promotion of Medical Products' [256]. During this meeting, a representative of
one pharmaceutical company argued that they had an obligation to make sure that the information
available to the public was as accurate as possible. Given the lack of Internet moderation, how-
ever, it was impossible for companies to correct every misconception that might arise; `we do not
correct every piece of graÆti that may be painted in some remote area of Australia or Alabama or
Philadelphia, but we do respond where we feel this is signi�cant and we need to clarify the issues'.
A representative of another drug company addressed rumours about adverse events more directly:
\there may be a rumour that a certain product is going to be withdrawn at a certain time and if no
one comes in and steps in who has a authoritative information and says, `This is not true', that kind
of rumour can absolutely snowball and can become uncontrollable if it is not quashed right when it
starts" [256].

Companies are not the only organisations that can have a direct interest in refuting what can be
termed Internet rumours. The FDA recently had to launch a sustained initiative to counter rumours
about the safety of tampons [263]. The FDA identi�ed three di�erent versions of this rumour:

1. One Internet claim is that U.S. tampon manufacturers add asbestos to their products to
promote excessive menstrual bleeding in order to sell more tampons. The FDA countered this
rumour by stating that `asbestos is not, and never has been, used to make tampon �bers,
according to FDA, which reviews the design and materials for all tampons sold in the United
States' [274].

2. Another rumour alleged that some tampons contain dioxin. The FDA reiterated that `although
past methods of chlorine bleaching of rayon's cellulose �bers could lead to tiny amounts of
dioxin (amounts that posed no health risk to consumers), today, cellulose undergoes a chlorine-
free bleaching process resulting in �nished tampons that have no detectable level of dioxin'.
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3. A �nal Internet rumour argued that rayon in tampons causes toxic shock syndrome (TSS) and
could make a woman more susceptible to other infections and diseases. The FDA responded
that `while there is a relationship between tampon use and toxic shock syndrome{about half
of TSS cases today are associated with tampon use{there is no evidence that rayon tampons
create a higher risk than cotton tampons with similar absorbency'.

In order to counter these various rumours, the FDA launched a coordinated distribution of informa-
tion on the Internet and to the broadcast media. This response indicates the seriousness with which
they regard the Internet as a distribution medium for alternative or `unoÆcial' accounts of particular
incidents, in this case involving Toxic Shock Syndrome. Such actions do not, however, come without
a price. They help to ensure that the public are aware of the scienti�c evidence in support of the
FDA claims. They also inadvertently raise the pro�le of those Internet resources that disseminate
the rumours in the �rst place. The FDA's response, therefore, adds a form of re
ected legitimacy
to the original arguments about the link between Tampon's and TSS. It is important to emphasise
that our use of the term `rumour' is not intended to be pejorative. In many cases, the informal
dissemination of information can provide a useful corrective to the partial view put forward by more
`oÆcial' agencies. Such alternative sources of information must, however, support their claims and
statements with appropriate warrants. In particular, it can be argued that these informal sources
of information force oÆcial agencies to focus more directly on the issues and concerns that a�ect
the general public. The Internet rumours about the relationship between tampons and TSS may
have contained numerous statements that could not subsequently be supported, however, they did
persuade the FDA to clarify the existing evidence on any potential links.

The previous case study illustrates some of the complex changes that are occurring in the manner
in which information about adverse occurrences is being disseminated. Internet bulletin boards and
chat rooms help to publicise rumours that are then picked up by the popular media. At this stage,
regulatory authorities must often intervene to correct or balance these informal accounts. It is,
however, insuÆcient simply to publish a response via an oÆcial web site which is unlikely to attract
many of the potential readers who have an interest in a particular topic. The regulatory agency
is, therefore, compelled to exploit more traditional forms of the broadcast media to refute rumours
that were primarily disseminated via the web and related technologies.

This reactive use of the media represents a relatively recent innovation. More typically, investiga-
tory agencies have used the press, radio and television in a more pro active manner to disseminate the
�ndings of incident reports. As we have seen, this use of the media requires careful planning; there is
a danger that the parties involved in an investigation may learn more about their involvement from
the press than from more oÆcial channels. The FDA is similar to many national agencies in that it
follows detailed guidelines on the use of the media to disseminate information. For example, media
relations must be explicitly considered as part of the strategy documents that are prepared before
each product recall. The dissemination of information in this manner must be treated extremely
carefully. It is important that the seriousness of any recall is communicated to the public. It is
also important to avoid any form of panic or any adverse reaction that might unduly in
uence the
long term commercial success of the companies that may be involved in an incident. The sensitive
nature of such recall notices is recognised in the FDA provision that the warnings may be released
either by the FDA or by the recalling �rm depending on the circumstances surrounding the incident
[257]. The political sensitivity of these issues is also illustrated by the central role that is played
by the FDA's Division of Federal-State Relations during Class I recalls. This classi�cation is used
when is expected and when the `depth' of the recall is anticipated to require action by a retailers
and consumers. The Federal-State Relations division is required to use e-mail to notify state and
local oÆcials of recalls that are associated with serious health hazards or where publicity is an-
ticipated. These oÆcials are then issued with enforcement papers that are prepared by the FDA
Press Relations Sta�. This mechanism illustrates the manner in which investigatory agencies may
operate several parallel dissemination activities each with very di�erent intentions. In addition to
the publication of incident reports, press releases are prepared to initiate actions by the public and
by retailers. These may be distributed at press conferences, by direct contact with particular re-
porters and by releases to all Associated Press and United Press International wire services. Further
distribution mechanisms must also ensure that individuals within relevant organisations are `well
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briefed' to respond to questions from the press.

It is also important to acknowledge the central role of press and media relations sta�. Not only
does this department warn other members of the organisation of media interest. They also ensure
that their colleagues are adequately briefed to respond to media interest. Their ability to perform
these tasks is dependent upon them being noti�ed in the early stages of any incident investigation.
FDA regulations require that the Press Relations Sta� are noti�ed by any unit that `publicity has
occurred relating to the emergency condition, as well as pending requests for information from the
media and/or public' [257]. The senior media relations sta� then liaise directly with the oÆcials
closest to the scene to ascertain what information needs to be released and when it should be
disseminated to best e�ect. It can, however, be diÆcult to ensure that such press releases will
be given the prominence that is necessary in order to attract the publics' attention to a potential
hazard. Some warnings have a relatively high news value. The FDA's Consumer magazine often
provides journalists with a valuable starting point for these incidents. For instance, a recent warning
centred on a particular type of sweet or candy that had resulted in three children choking to death.
Some of these products carried warning labels, suggesting that they should not be eaten by children
or the elderly. Other labels warn of a choking hazard and say to chew the sweets thoroughly.
Some were sold without any warning. This story attracted immediate and focussed media interest.
Another warning, which was issued on the same day as the one described above, attracted far less
media attention. This concerned the potential dangers of consuming a mislabeled poisonous plant
called Autumn Monkshood [266] The packages containing the plant were mistakenly labeled with the
statement, `All parts of this plant are tasty in soup'. They should have indicated that consumption of
the plant can lead to aconitine poisoning and that death could occur due to ventricular arrhythmias
or direct paralysis of the heart. Simply releasing information to the media about potentially fatal
incidents does not imply that all incidents will be equally news worthy nor that they will receive
equal prominence in press, radio or television broadcasts.

As we have seen, it can be diÆcult for regulatory and investigatory agencies to use the media
as a means of disseminating safety information. This involves the coordination of press releases and
conferences. It also involves the training of key sta�, such as press liaison oÆcers, and the use of
electronic communications techniques to ensure that other members of sta� are informed how to
respond to media questions. Even if this infrastructure is established there is no guarantee, without
legal intervention, that a particular warning will receive the prominence that is necessary to attract
public attention. Such problems are most often encountered by large-scale national systems. The
issues that are raised by media dissemination of incident information are, typically, quite di�erent
for smaller scale systems. There can also be a strong contrast in media relations when incident
information attracts `adverse' publicity. This is best illustrated by the phenomenon known as `doctor
bashing' which has emerged in the aftermath of a number of incidents within the UK healthcare
industries. Many professionals �nd themselves faced by calls from the government and from the
media to be increasingly open about potential incidents. For example, Alan Milnburn the UK
Health Secretary has argued that the \National Health Service needs to be more open when things
go wrong so that it can learn to put them right" [111]. Together with this increased openness
\they would also have to be accountable for their errors and prepared to take responsibility". Some
doctors have described such statements and the associated media publicity as `hysterical'. Recent
BBC reports summed up this attitude by citing a General Practitioner from the North West of
England; \Shame on the media for sensationalising and exaggerating incidents...shame on you for
failing to report accurately adverse clinical events" [110].

Public and government pressure to increase the dissemination of information about medical
incidents must overcome many doctor's fear of adverse or `sensational' press coverage. At present,
many NHS trusts have still to face up to the consequences of this apparent con
ict. They are
reluctant to disclose information about previous incidents even to their own sta� for fear that
details might `leak' to the press. In this domain at least, we are a very long way from the culture
of openness that the proponents of incident reporting systems envisage as a prerequisite for the
e�ective implementation of their techniques. It is important not to simply view these tensions
as simply the result of media interest in disseminating sensational accounts of adverse incidents.
They re
ect deeper trends in society. The chairman of the British Medical Association's Junior
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Doctors' Committee saw this when he argued that \we have a more consumerist society... people
are complaining more about everything... there is a lot of doctor-bashing in the press" [108]. Such
quotations illustrate the way in which the media not only inform society, as in the case of FDA
warnings, but they also re
ect the concerns of society.

This section has focussed on the `informal' dissemination of information about adverse incidents.
In particular, it has focussed on the way in which electronic and Internet-based communications have
provided new means of distributing alternative accounts of near-misses and adverse occurrences.
We have also described how regulatory organisations have used the same means to rebutt these
alternative reports. The conventional media is routinely used to support these initiatives. It can
also be used to publicise more general safety warnings and can initiate investigations where other
forms of reporting have failed to detect safety-related incidents. This more positive role must be
balanced with the problems of media distortion that dissuade managers from disseminating the
�ndings of incident reporting systems. There is a stark contrast between the use of the media to
publicise necessary safety information and the fear of publicity in the aftermath of an adverse event.

14.2.2 Paper documents

The previous section has done little more that summarise the informal communication media that
support the distribution of safety related information. Similarly, we have only touched upon the
complex issues that stem from the role of the media in incident reporting. These related topics
deserve books in their own right, however, brevity prevents a more sustained analysis in this volume.
In contrast, the remainder of this chapter focuses on more `oÆcial' means of disseminating incident
reports. In particular, the following section analyses the strengths and weaknesses of conventional
paper-based publications to disseminate safety-related information.

One of the most suasive reasons for supporting the paper-based dissemination of incident reports
is to meet regulatory obligations. The importance of this media is clearly revealed in the various
regulations that govern the relationship between the FDA, manufacturing companies and the end-
users of healthcare products. The primary focus of these regulations is on the exchange of written
or printed documentation. This emphasis is not the result of historical factors. It is not simply a
default option that has been held over from previous versions of the regulations that were drafted in
an age before electronic dissemination techniques became a practical alternative. As we have seen,
the recommendations in some incident reports can have a legal force. Companies may be required to
demonstrate that they have taken steps to meet particular requirements. This creates problems for
the use of electronic media where it can be very diÆcult to determine the authenticity of particular
documents. It would be relatively easy to alter many of the reports that are currently hosted on
regulatory and governmental web-sites. Later sections will describe a range of techniques, such as
the use of electronic watermarks, that can increase a reader's con�dence about the authenticity of
the documents that are obtained over the Internet. Unfortunately, none of the existing incident
reporting sites have adopted this technology. In consequence, paper versions continue to exist
as the `gold standard' against which compliance is usually assessed. Copies obtained by other
distribution mechanisms are, therefore, seens as in some way additional to this more traditional
form of publication.

A further bene�t of conventional, paper-based dissemination techniques is that regulatory agen-
cies can exploit existing postal distribution services. A host of external companies can also be used
to assist with the formatting, printing and mailing of these documents. The technology that is
required to perform these tasks is well understood and is also liable to be readily available within
most organisations. These are important considerations. Simplicity and familiarity help to reduce
the likelihood of failures occurring in the distribution process, although as we have seen they are
not absolute guarantees! Minimal sta� training is needed before information can be disseminated in
this way. It is for this reason that most small scale reporting systems initially exploit this approach.
Typically, newsletters are duplicated using a photocopying machine and are then made available
either in sta� common areas or in a position that is close to a supply of reporting forms.

Paper-based dissemination techniques simplify the task of distributing incident reports because
they can exploit existing mechanisms, including sta� distribution lists as well as both internal and
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Very Well Well Not Well Not at All
17,862,477 7,310,301 4,826,958 1,845,243

Table 14.4: 1990 US Census Data for Self-Reported Ability in English

state postal services. There are further advantages. No additional technology, such as a PC with
an Internet connection or CD-ROM, is required before people can access safety-related information.
This is a critical requirement for the dissemination of some incident reports. One participant at
a recent FDA technical meeting was extremely irritated by the continual reference to web sites as
a primary communication medium. He asked the others present whether they knew how many
American could access the Internet or could understand English [260]. Such comments act as an
important reminder that paper-based publications continue to have an important role in spite of
the proliferation of alternative dissemination techniques. For the record, Table 14.4 provides the
latest available �gures from the 1990 US Census describing self-reported English ability. The total
US population was reported as 230,445,777 of which there were some 198,600,798 individuals who
reported that they could only speak English. There were 31,844,979 who described themselves as
being primarily non-English speakers. The self-reported �gures for the standard of English amongst
this community are shown in Table 14.4. The proportion of the population who express problems in
understanding English appears to be relatively small. However, there may be a signi�cant proportion
of the population who did not return a census form and there is a concern that the proportion of
non-English speakers might be relatively high in this community. There is also a natural tendency
to over-estimate linguistic ability in such oÆcial instruments. Such factors motivate the provision
of alternate language versions of safety-related information [822]. The 2000 census provided further
insights into the growth of the Internet amongst the US population [823]. The census asked `Is there
a personal computer or laptop in this household?'. The returns indicated that 54,000,000, or 51%, of
households had one or more computers in August 2000. This was an increase of 42% from December
1998 45,000,000, or 42%, of households had at least one member who used the Internet at hone, This
had risen from only 26% in 1998 and 18% in 1997. Such statistics reinforce the point that signi�cant
proportions of the population in what is arguably the world's most technologically advanced nation
still do not have Internet access. This is liable to be less signi�cant for incident reports that are
targeted at commercial organisations, for which one might expect a higher percentage of Internet
connectivity. The census statistics are, however, a salient reminder for more general reports and
warning such as those issued by the FDA that are deliberately intended for the general public.

Paper-based dissemination techniques are also resilient to hardware failures. It is a relatively
simple matter to �nd alternative printing facilities and postal services. It can be far more complex to
introduce alternative web-servers or automatic fax routing services. The reliability of the distribution
service is only one aspect to this issue. There can also be considerable problems in ensuring that the
intended recipients of incident reports can successfully retrieve alternative formats. Postal services
are seldom swamped by the volume of mail. The same cannot be said by web servers or even
by the use of fax-based distribution techniques. If the intended recipient's fax machine is busy at
the time when an automated distribution service attempts to distribute an incident report, critical
information can be delayed by hours and even days. At peak times of the day, many requests can
either fail entirely or be signi�cantly delayed as users request incident reports from the FDA or
MDA web-sites. One particular problem here is that many government web sites only make limited
use of more advanced techniques, such as predictive cacheing or mirror sites [416]. Similarly, the
servers that provide access to incident reports may also be used to provide access to other documents
that attract a large volume of users throughout the day. There is a certain irony in the manner in
which some incident reporting web sites also elicit user-feedback about the failure of those sites that
are intended to provide access to other forms of incident reports. Even if readers can download a
computer-based report, there is no guarantee that they possess the application software that may
be required to view it. Chapter 13 described how most incident reporting sites exploit either HTML
and PDF. The former supports the dissemination of web-based documents because no additional
support is required beyond a browser. Unfortunately, there is no guarantee that a document, which



14.2. FROM MANUAL TO ELECTRONIC DISSEMINATION 725

is formatted in HTML will be faithfully reconstructed when printed. This is signi�cant because the
psychological literature points to numerous cognitive and perceptual problems associated with the
on-screen reading of long and complex documents [875]. In consequence, many organisations exploit
Adobe's proprietary PDF format. PDF readers can be downloaded for most platforms without any
charge. Problems arise, however, when incident reports that have been prepared for viewing under
one version of the reader cannot then be viewed using other versions. For instance, a recent MDA
report into Blood Pressure Measurement Devices contained the following warning: \Adobe Acrobat
v.4 is required to view on screen the content of the tables at p.9 + 16...Adobe Acrobat v.3 can view
remainder of document and can print in full". Paper-based dissemination techniques avoid such
problems, which present a considerable barrier for many users who might otherwise want to access
these documents.

There are further bene�ts to more traditional dissemination techniques. For instance, the physical
nature of paper-based publications enables regulators to combine documents in a single mailshot.
This is important because potential readers can skim these related items to see whether or not they
are relevant to their particular tasks. This can be far more diÆcult to achieve from the hypertext
labels that are, typically, used to encourage readers to access related items over the web [757]. The

exible nature of printed media can be illustrated by the way in which Incident Report Investigation
Scheme news and safety alerts were directly inserted into printed copies of the Australian Therapeutic
Goods Administration newsletter [45]. Similar techniques have been adopted by many di�erent
investigation schemes. Safety-related information is included into publications that are perceived
to have a wider appeal. This is intended to ensure that more people will consider reading this
information than if they had simply been sent a safety-related publication.

There are also situations in which investigatory and regulatory organisations have no alternative
but to use printed warnings. For example, the FDA took steps to ensure that printed warnings were
distributed about the danger of infection from vibrio vulni�cus as a result of eating raw oysters [254].
The signs and symptoms of previous cases were described and the resulting warnings were posted at
locations where the public might choose to buy or consume these products. The use of the Internet
or of broadcast media provides less assurance that individuals who are about to consume raw Oysters
are aware of the potential risks. This incident also illustrates some of the limitations of paper-based
dissemination techniques. Many of the cases of infection were identi�ed in and around Los Angeles.
The FDA soon discovered that, as noted above, a signi�cant proportion of this community could
not speak or read English at the level which was required to understand the signs that had been
posted. The States of California, Florida, and Louisiana only required Oyster vendors to post signs
in English. In consequence, the FDA supplemented these printed warnings with a 24-hour consumer
`Seafood Hotline' that provided information in English and Spanish.

There are a number of problems that limit the utility of paper-based dissemination techniques
as a means of distributing the documents that are generated by incident reporting systems. The
most obvious of these issues is the cost associated with both the printing and shipping of what
can often be large amounts of paper. These costs can be assessed in purely �nancial terms. They
are also increasingly being measured in terms of their wider ecological impact, especially for large
scale reporting systems that can document many thousands of contributions each year. Many
organisations attempt to defray the expenses that are associated with the generation and distribution
of incident reports by charging readers who want to obtain copies of these documents. This raises a
number of complex, ethical issues. For example, the cost of obtaining a copy of an incident report
can act as a powerful disincentive to the dissemination of safety-related information. This should
not be underestimated for state healthcare services where any funds that are used to obtain such
publications cannot then be spent on more direct forms of patient care. Some regulatory bodies,
therefore, operate a tiered pricing policy. For example, the MDA do not make a charge for any of
the Device Bulletins requested by members of the National Health Service. In contrast, Table 14.5
summarises the prices that must be paid to obtain copies of a number of recent MDA documents by
those outside the national health system [540].

The costs illustrated in Table 14.5 do not simply re
ect the overheads associated with the printing
and shipping of these documents. They also, in part, re
ect the costs of maintaining a catalogue of
previous publications. This can prove to be particularly diÆcult with paper-based reports given the
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Device Bulletins - 2001
Number Title Issue Date Price
DB 2001(04) Advice on the Safe Use of Bed Rails July 2001 $15
DB 2001(03) Guidance on the Safe Transportation of

Wheelchairs
June 2001 $25

DB 2001(02) MDA warning notices issued in 1995 May 2001 Free
DB 2001(01) Adverse Incident Reports 2000 March 2001 Free

Device Bulletins - 2000
Number Title Issue Date Price
DB 2000(05) Guidance on the Purchase, Operation and Main-

tenance of Benchtop Steam Sterilisers
October 2000 $25

DB 2000(04) Single-Use Medical Devices: Implications and
Consequences of Reuse Replaces DB9501

August 2000 $15

DB 2000(03) Blood Pressure Measurement Devices - Mercury
and Non-Mercury

July 2000 $15

DB 2000(02) Medical Devices and Equipment Management:
Repair and Maintenance Provision

June 2000 $25

DB 2000(01) Adverse Incident Reports 1999 Reviews adverse
incidents reported during 1999 and describes
MDA actions in response.

March 2000 Free

Table 14.5: Pricing Policy for Recent MDA Device Bulletins

storage that is required to hold the large numbers of publications that were described in the opening
pages of this chapter. The MDA has published well over 300 di�erent reports in the last �ve years.
The logistics of supporting the paper-based distribution of such a catalogue has led many similar
organisations to abandon such archival services. The Australian Institute of Health and Welfare
now only provide the detailed back-up data and tables for many of their publications in electronic
format [41].

A number of further limitations a�ect the use of paper-based dissemination techniques. The
previous paragraphs have argued that such approaches do not su�er from the problems of server
saturation and network loading that can a�ect electronic distribution mechanisms. Unfortunately,
more convention dissemination mechanisms can su�er from other forms of delay that can be far worse
than those experienced with Internet retrieval tools. Even with relatively eÆcient administration
procedures there can be a signi�cant delay between the printing of a report and the time of its arrival
with the intended readership. These delays are exacerbated when safety managers or members of
the general public require access to archived information about previous incidents. For instance, the
MDA promise to dispatch requested reports by the next working day if they are in stock [541]. If
they are not currently in print then they will contact the person or organisation making the request
within forty-eight hours. These delays can be exacerbated by the use of the UK's second-class postal
service to dispatch the requested copies of the report. This reduces postage costs, however, it also
introduces additional delays. The second class service aims to deliver by the third working day from
when it was posted. In the period from April to June 2001, 92.5% of second class `impressions'
satis�ed this target. This is an important statistic because it implies that even if there is a relatively
long delay before any requested report can be delivered, the duration of this delay is relatively
predictable. In the same period, the UK postal servise achieved close to 100% reliability in terms of
the number of items that were lost. The high volume of postal traÆc does, however, mask the fact
that Consignia received 223,495 complaints about lost items, 40,529 complaints about service delays
and 37,256 complaints about mis-deliveries by the Royal Mail service from April to June 2001.

The delays introduced by a reliance on the postal service or similar distribution mechanisms also
creates problems in updating incident reports. In consequence, organisations may be in the process
of implementing initial recommendations at a time when these interim measures have already been
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revised in the �nal report. Updating problems a�ect a wide range of the publications that are
produced from incident reporting systems. For instance, the FDA explicitly intended that their
Talk Papers, which are prepared by the Press OÆce to help personnel respond to questions from the
public, are subject to change `as more information becomes available' [267]. Even when revisions are
made over a longer time period, it is important not to underestimate the administrative burdens and
the costs of ensuring that all interested parties receive new publications about adverse incidents.
This point can be illustrated by the problems surrounding Temporomandibular Joints (TMJs).
These implants have been used in several dental procedures. They were initially introduced onto the
market before a 1976 amendment that required manufacturers to demonstrate that such products
were both safe and e�ective. TMJs were, therefore, exempt from the terms of the amendment.
From 1984 to June 1998, the FDA received 434 adverse event reports relating to these devices. 58%
of these incidents resulted in injury to the patient. In 1993, the Dental Products Advisory Panel
reclassi�ed TMJs into their highest risk category (III). All manufacturers of TMJ devices were then
required to submit a Premarket Approval Application, demonstrating safety and e�ectiveness, when
called for by the FDA. In December 1998, the FDA called for PMAs from all manufacturers of
TMJ implants. This was followed up by the publication in 1999 of a consumer handbook entitled,
`TMJ Implants - A Consumer Informational Update'. In April 2001 this was updated to present
further information about the changing pattern of incidents involving these devices. As can be seen,
adverse occurrences led to the publication of reclassi�cation information in 1993. This had to be
disseminated to all device manufacturers. This was revised in 1998 when the Premarket Approval
Applications were called for. This change has considerable implications; the FDA have to ensure
that they contact all of the commercial organisations that might be a�ected by such a change. TMJ's
are relatively specialist devices and so only a hand-full of companies are involved in manufacturing
them in the United States. It is important to recognise, however, that the Class III categorisation
also applied to the sale of foreign imports. One solution to the potential problems that might arise in
such circumstances is to use legal powers to require that all device manufacturers take measures to
ensure that they are aware of any changes to the regulatory status of the devices that they produce.
Such an approach is, however, infeasible for members of the general public and even for clinicians.
It would clearly not be a productive use of FDA resources if their administrative sta� had to answer
repeated requests from concerned individuals who were simply wanting to check whether or not they
had received the most recent information about particular devices.

The web o�ers considerable bene�ts for the dissemination of updated information about adverse
occurrences and near-miss incidents. A single web-site can act as a clearing house for informations
about particular products, such as TMJs, users can then access this page in order to see whether or
not the information there had been updated. This approach raises interesting questions about the
relationship between the reader and the regulatory or investigatory organisation that disseminates
the information. In a conventional paper-based approach, a pushmodel of distribution was used. The
incident reporting organisation actively sent concerned individuals updated copies of information
that they had registered an interest in. This enabled regulators to have a good idea about who
read their reports. The overheads associated with this approach persuaded some organisations to
adopt a pull model in which interested readers had to explicitly request particular documents. The
dissemination of reports could then be targeted on those who actually wanted them rather than
simply sending everyone a copy of every report. The administrative costs associated with such a
scheme have persuaded many organisations to adopt the electronic variant of this approach in which
individuals are expected to pull updated reports from a web page of information. This removes
many of the costs associated with the production and distribution of paper-based reports. It also
prevents regulators and investigators from having any clear idea of who has read the incident reports
and associated publications that they have produced. Web server logs can prove to be misleading,
given the prevalence of cacheing and other mechanisms for storing local copies of frequently accessed
information [416].
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14.2.3 Fax and Telephone Noti�cation

Telephone and fax-based systems provide a compromise between the push-based approach of paper
dissemination and the pull-based techniques of more recent, Internet approaches. In their simplest
form, a pre-recorded message can be used to list all of the most recent updates and changes to paper-
based documentation. This can help potential readers to identify the report that they want without
consuming the regulator's �nite administrative resources. It also enable frequent and rapid updates
to be made to the information that is pre-recorded. Unfortunately, the linear nature of recorded
speech can make this approach impractical for agencies that publish many di�erent reports. A
potential reader would have to listen to the recording for many minutes before hearing about a
potential item of interest.

The use of pre-recorded messages to provide an index of updates to incident reports still does
not address many of the administrative and resources problems that can arise from the paper-based
distribution of these documents. At some point, copies of the report have to be printed and shipped to
the prospective readers. One solution to these problems is to use fax machines to distribute incident
reports. This approach has numerous bene�ts. For instance, fax-servers can be pre-programmed
with large sets of telephone numbers. They will then automatically ensure that a faxed document is
sent to every number of the list. More advanced systems will suspect a call if the fax machine is busy
and will then re-try the number later in the run. The use of fax machines can also help regulatory
authorities to keep track of the recipients of particular documents. For example, the UK MDA's
institutional Business Plan for 2001-2002 includes the objective to monitor `�rst time' fax failures
when urgent safety warnings are issued to liaison oÆcers. Of course, it is not possible to ensure
that named individuals will have received and read a document that is sent in this manner. There
can, however, be a reasonable degree of assurance that the fax has been received by the organisation
associated with a particular fax number.

The FDA has pioneered the development and use of a more re�ned version of the systems
described in previous paragraphs. They have developed a fully automated `Facts on Demand' system.
The user dials up the service and they then hear a series of instructions. If, for example, they press
`2' on their keypad then they can hear more detailed instructions on how to use the system. If they
press `1' then they can choose to order a document. If they dial `INDX' or 4639 on the keypad
then they can order an index of all documents on the system. If they choose to order an index,
the system will call them back to fax a catalogue of publications. This currently runs to more
than 50 page, however, it avoids the problems associated with listening to a pre-recorded listing for
several hours! Callers can then use this faxed index to identify the identi�er of the document that
they want to retrieve. They must then call the system again, select the required option and then
enter the document identi�er. The system will then automatically fax them back with the required
publication. The only technical requirement for the user of such a system is that they have access
both to a fax machine and to a touch-tone telephone [264].

Most incident reporting systems continue to use paper-based dissemination techniques. Tech-
nological approachs, such as that described above, provide additional facilities that build on these
more traditional approaches. This situation is gradually changing under increasing �nancial and
administrative pressures. These in
uences can be seen behind the decision to move to the electronic
publication of the FDA's User Facility Reporting Bulletin. In 1997, it was decided this it was no
longer possible to print and mail this document out to anyone who requested it:

\Time, technology, and budget restrictions have come together in the Food and Drug
Administration. Ten years ago, our computer capability allowed us to communicate only
within FDA. Now, with advanced computer technology we can globally communicate
through the Internet and through Fax machines. As you would expect, Congressional
budget cuts have a�ected all parts of government. FDA did not escape these cuts. In
the search for ways to reduce our expenses, printing and mailing costs for distribution
of publications in traditional paper form have come to be viewed as an extravagant
expenditure... Now, budget restrictions prevent future distribution in paper form. We
regret the need to move to this new technology if it means that many of our current
readers will no longer have access to the Bulletin. We would like to remind you that you
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can also obtain copies through our Facts-on- Demand System or the World Wide Web."
[867]

The concerns voiced in this quotation are understandable given the relatively low penetration of
Internet connections into many areas of the US economy in 1997. Fax systems, such as `Facts on
Demand', provided an alternative dissemination technique. It can, however, be argued that they are
likely to be replaced as more and more companies invest in Internet technology. Computers-based
dissemination will then become the primary means of distributing incident reports. Before this can
happen, however, we will need to address security concerns and the legal status of electronic reports.
We will also need to consider the consequences of providing electronic access to large collections of
safety-critical incident reports.

14.3 Computer-Based Dissemination

There are many diverse reasons that motivate the increasing use of information technology to support
incident reporting systems. These approaches o�er the potential for almost instantaneous updates to
be disseminated across large distances. As we shall see, computer-based systems also o�er security
and access control facilities that cannot easily be provided using paper-based dissemination tech-
niques. The same technological infrastructure that supports the rapid dissemination of individual
incident reports also o�ers mass access to historical data about previous incidents and accidents.
There are further motivations for providing this form of access to incident databases:

� supporting risk assessment. An important bene�t of providing wider access to incident
databases is that safety managers can review previous incidents to inform the introduction
of new technologies or working practices. This information must be interpreted with care;
contribution and reporting biases must be taken into account. Even so, incident databases
have been widely used to support subjective estimates about the potential likelihood of future
failures [423].

� identifying trends. Databases can be placed on-line so that investigators and safety managers
can �nd out whether or not a particular incident forms part of a more complex pattern of
failure. This does not simply rely upon identifying similar causes of adverse occurrences and
near misses. Patterns may also be seen in the mitigating factors that prevent an incident
developing into a more serious failure. This is important if, for example, safety managers and
regulators were to take action to strengthen the defences against future accidents.

� monitoring the system. Regulators and safety managers can monitor incident data to determine
whether particular targets are being achieved. Incident databases have been monitored to
demonstrate reductions in particular types of incidents. They have also been used to support
arguments about overall safety improvements. The following chapter will address the problems
that a�ect this use of reporting systems. For instance, any fall in the number of contributions
to a reporting system can re
ect a lack of participation rather than an increased `level' of
safety.

� encouraging participation. If potential contributors can monitor previous contributions, they
can be encouraged to participate in a reporting system. Information about previous incidents
helps to indicate the types of events and near misses that fall within the scope of the system.
Evidence of previous participation can also help to address concerns about retribution or of
accusations about `whistle blowing'.

� transparency and the validation of safety initiatives. Wider access to incident data helps to
validate any actions that are taken in the aftermath of an adverse occurrences. For example,
several reporting systems have used their incident data to draft a `hit' list of the most serious
safety problems [36]. By providing access to the underlying data that supports such initiatives,
manufacturers and operators can see the justi�cations for subsequent regulatory intervention.
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� information sharing. The development of on-line incident databases enables safety managers
and regulators to see whether similar incidents have occurred in the past. This information
technology provides further bene�ts. For the �rst time, it is becoming possible to extend the
search to include the on-line databases of incidents in other countries and even in di�erent
industries. It is important not to underestimate the opportunities that this creates. For
instance, it is possible to directly view incident data relating to the failure of medical devices
in the USA prior to their approval for use in the UK. Conversely, it is becoming possible for
the authorities in the USA to view elements of the submission for approval for particular forms
of drugs that are submitted to the UK authorities. The electronic indexing of all of this data
can help investigators, regulators and safety-managers to search through a mass of information
that would otherwise overwhelm their �nite resources.

The FDA recently summarised the advantages of electronic over paper based systems for incident
reporting in the healthcare domain [271]. Firstly, they argued that automated databases enable
readers to perform more advanced searches of information. This is important because it is likely
that individuals may miss relevant information if they are expected to perform manual inspections
of large paper-based data sets. Secondly, FDA also argued that computer-based retrieval systems
can be used to view a single collection of information from a number of di�erent perspectives. For
instance, it is possible to present summaries of all incidents that relate to particular issues. This
might be done by issuing a request to show every incident that involves a software bug or the failure
of particular infusion devices. Similarly, other requests might be issued across the same collection of
reports to identify incidents that occurred in particular geographical locations or over a speci�ed time
period. Such di�erent views can, in principle, be derived from paper-based documentation of adverse
occurrences and near-miss incidents. The costs of obtaining such information are, however, likely to
be prohibitive. The third justi�cation that the FDA identi�ed for the use of electronic information
systems was that they support the analysis of trends and patterns. Many incident reporting systems
are investigation in new generations of `data mining' applications and `search engine' that can identify
subtle correlations within a data-set over time. Finally, the FDA argued that electronic information
systems avoid `initial and subsequent document mis�ling that may result from human error' [271].
As we shall see, this particular bene�t can be more than o�set by the problems that many users
experience when they attempt to use computer-based systems to retrieve particular incident reports.
Many applications require the use of arcane command languages or pre-programmed queries that
are often poorly understood by the people that must use the information that is returned to them.

14.3.1 Infrastructure Issues

It is important not to automatically assume that all incident reporting systems are following a uni-
form path in the application of information technology. There is an enormous diversity of techniques.
Some systems, such as the CIRAS rail application [197], deliberately avoid the use of computer net-
works. Security concerns have persuaded them to use stand-alone machines. This has profound
concerns for the collation of distributed data. Paper forms are used throughout the Scots rail net-
work and extensive use is made of telephone interviewing, even though it can often be diÆcult to
arrange times when contributors can be contacted in this manner. Other organisations, such as
the Swedish Air TraÆc Control Organisation, have deliberately created computer-based reporting
systems that exploit the bene�ts of networked applications. Individuals can log-onto the system
from many diverse locations both to submit an incident report and to monitor the progress of any
subsequent investigation. The following pages, therefore, review the strengths and weaknesses of
the technological infrastructures that have supported incident reporting systems. The term `techno-
logical infra-structure' is used here to refer to the means of distributing computer-based records of
adverse occurrences and near-miss incidents. Subsequent sections examine issues that relate more to
the retrieval of reports once they have been disseminated. In other words, this section looks at the
techniques that investigatory bodies can use to push information out to end-users. Later sections
look at the systems that end-users can exploit to search through that data and pull out information
about particular incidents.
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Stand-Alone Machines

Many incident reporting systems initially make very limited use of computer-based tools. Typically,
they recruit mass-market desktop applications such as spreadsheets and text editors to help with
managerial and logistical tasks. There are also more mature systems that have deliberately adopted
the policy not to use more advanced computational tools. This decision can be justi�ed in a number
of ways:

� security concerns. The most pressing reason not to exploit more advanced technology in
general, and network connectivity in particular, is that many safety managers have concerns
about their ability to maintain the security of commercially sensitive incident data. Even
if those operating the system have satis�ed themselves that precautions can be taken against
potential threats, senior levels of management may intervene to prevent the use of local or wide
area networks. Security concerns are often most signi�cant when an independent reporting
agency holds data on behalf of operating companies. In such circumstances, the integrity and
privacy of that information is often a prerequisite for running the system in the �rst place;

� cost issues. The declining costs associated with computer hardware have not been matched by
similar reductions in connectivity charges within particular areas of the globe. In consequence,
many small scale reporting systems may not be able to justify the additional expense associated
with anything more advanced than a stand-alone machine. This is particularly important
when the potential contributors to a reporting system are geographically distributed and may
be involved in occupations that do not directly involve the use of information technology.
For example, high wiring costs and legacy buildings have prevented many NHS trusts from
providing direct network access to all of the wards in every hospital.

� lack of relevant expertise. Costs not only stem from the physical infrastructure. They also
relate to the additional technical expertise that is required to connect stand-alone machines
to local and wide area networks. It is relatively simple to register a single machine with
an Internet service provider. Most incident reporting systems, however, depend on gather
information from and disseminating information to large networks of contributors. Previous
sections have also stressed the importance of maintaining connectivity within these networks
to ensure that safety information is disseminated in a timely fashion. These factors combine
to make it likely that any move beyond a stand-alone architecture will incur additional costs
in terms of technical support to maintain the computer-based infrastructure.

� `not invented here' syndrome. The previous justi�cations for the continued use of stand-alone
machines are well considered and appropriate. There is, however, a further reason for the
longevity of this simple architecture that does little credit to the systems that embody it. As
mentioned, many incident reporting systems begin by using commercial, o�-the shelf packages
to collate statistical data about previous incidents. As we shall see, many of the individuals
who maintain the automated support are acutely aware of the problems and limitations that
this software imposes on its users. There can, however, be a reluctance to move beyond these
initial steps to elicit professional support from software engineers. This stems form a justi�able
fear that the use of more advanced systems may imply a loss of control. In consequence, we
see safety-critical data being held on mass-market systems whose licenses explicitly prohibit
their use in such critical applications.

Stand-alone computers, without network connectivity, continue to play a signi�cant role in many
incident reporting systems. It is possible to identify a number of di�erent modes of operation.
They can be used simply to disseminate forms that can then be edited locally. Contributors can
then print out the details of a particular incident and post the completed form back to a central
agency. This is the approach advocated by the US Joint Commission on Accreditation of Healthcare
Organisation's Sentinel Event system [431]. They request that all organisations transmit `root cause
analysis, action plan, and other sentinel event-related information to the Joint Commission through
the mail' rather than by electronic means. The UK MDA also o�er a range of electronic forms
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in PDF and in Microsoft Word format that can be printed and posted back when they have been
completed [537].

The dissemination of incident reporting forms that are then intended to be printed and posted
back to central agencies creates something of a paradox. Organisations that use stand-alone machines
to coordinate their reporting policies must �rst obtain copies of these documents before they can
complete their submission in a secure manner. The most common means of doing this is to use
another networked machine to download the form then copy this across to the isolated machine on
a disk. This is clearly a protracted mechanism. It may also fail to achieve the level of security that
many people believe it ought to. For example, stand-alone machines are equally vulnerable to the
free distribution of passwords and the problems associated with unlocked oÆces [1].

A slightly more complex use of information technology is to distribute a suite of programs that
not only helps with drafting incident reports but also helps with the investigation and analysis of near
misses and adverse events. Many of these systems are not primarily intended to support the exchange
of information between institutions but to ensure that clear and coherent procedures are adopted
within an institution. Rather than supporting the dissemination of information about incidents,
regulators disseminate software support for local reporting systems. A recent collaboration between
Harvard School of Public Health, the MEDSTAT Group, Mikalix & Company and the Center for
Health Policy Studies illustrates this approach [3]. They devised the Computerised Needs-Oriented
Quality Measurement Evaluation System (CONQUEST) system. This is intended to support general
information about quality assurance in healthcare. It does, however, share much in common with
many incident reporting systems. For instance, it was designed to help managers and clinicians
derive answers to the following questions:

1. Did the clinician do the right thing at the right time?

2. Was e�ective care provided to each patient?

3. Was care provided safely and in an appropriate time frame for each patient?

4. Was the outcome as good as could be expected, given each patient's condition, personal char-
acteristics, preferences, and the current state of medical science? [3]

The project began by devising a classi�cation scheme for the information that it was to maintain. It
then \became obvious that a computer database was the logical way to store and retrieve the data".
A mass-market, single-user database application was then chosen as the implementation platform for
this system. This decision re
ects considerable expediency. It is possible to use these applications
to quickly craft a working application that can be used to store information about several thousand
incidents. This is suÆcient for individual hospitals, however, it will not provide inde�nite support
as the number of incidents increases over time. Nor do these systems provide adequate support for
the storage and retrieval of incident information on a national scale.

Further problems complicate the use of stand-alone architectures to support local incident report-
ing systems. Many of the distributed software systems that run on these applications o�er means of
tailoring the format of the data to meet local requirements. In general, this is an excellent approach
because it provides safety managers with a means of monitoring incident-related information that
might have particular importance within their working context but which has been ignored at a
national level. Unfortunately, one consequence of this 
exibility is that local systems often develop
electronic data formats and classi�cation schemes that are entirely inconsistent with those used
by other organisations. These problems even occur when organisations exploit the same version
of incident reporting software. Local changes can, over time, partition incident data so that it is
diÆcult to join the individual approaches into a coherent overview of incidents across an industry.
Technically, it is possible to match variant �elds in di�erent systems providing that it is possible
to identify relationships between this information. This will not, however, resolve the problems of
missing or partial data.
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Electronic Mail

If incident information is only ever to be held and used locally then many of the previous caveats are
of limited importance. In most cases, however, there is a need to support the exchange of incident
information about near-misses and adverse occurrences. Arguably, the most common means of
supporting such transmission is through the use of electronic mail. This generic term is usually
applied to a range of software applications that exploit the Internet-based Simple Mail Transfer
Protocol (SMTP). This enables users to send arbitrary messages between di�erent accounts. The
`Seafood Network' provides a good example of the e�ective use of this simplest form of electronic
communication [687]. This ensures that any message sent to central account, or list server, is
automatically distributed to everyone who is registered with the service. The primary purpose of
this \Internet based seafood network is to facilitate information exchange about the Hazard Analysis
and Critical Control Point (HACCP) system of food safety control in the seafood industry". The
HACCP system can be thought of as a form of incident reporting scheme that also disseminates
more general safety-related information. There are, however, certain pitfalls that can arise from this
relatively simple use of electronic dissemination techniques:

\It has become apparent that some network users may not realise that the e-mail
address, seafood@ucdavis.edu, automatically distributes a message to over 400+ sub-
scribers worldwide. By all means, if you want everyone on the seafood network to read
your message, address it to seafood@ucdavis.edu To communicate privately as a follow-
up, please respond to the individual's e-mail address that is listed on the message.

As mentioned, SMTP supports the exchange of simple text messages. Some email applications also
support Multipurpose Internet Mail Extensions (MIME). These enable senders to attach �les of a
particular type to their mail messages. This is useful if, for example, the sender of a mail message
wanted to ensure that the recipient used CONQUEST or a similar system to open the �le that they
had attached to their email. MIME not only sends the �le but also send information, that is usually
hidden from the user, about those programs that can be used to open the attachment. It is clear
that the recipients of any message must be able to interpret its contents. In the case of standard
SMTP mail, the human reader must be able to understand the contents of any message. In the case
of a MIME attachment, the associated program must be able to interpret the data that is associated
with the mail message. Some industries are more advanced than others in specifying the format
that such transmissions should take. In particular, there are many reasons why this issue should be
of particular interest to healthcare professionals. There must be clear standards for the transmis-
sion of information if doctors are to interpret patient-related information sent from their colleagues.
Similarly, the increasing integration of testing equipment into some hospital networks has created
situations in which results can be automatically mailed to a clinician. In consequence, many profes-
sional bodies have begun to collaborate on standards for the transmission of clinical information. For
example, Health Level 7 is an initiative to develop a Standard Generalised Markup Language similar
to that used on the web, for healthcare documents [184]. These standards are not primarily intended
to support incident reporting. They can, however, provide convenient templates for the transmission
and dissemination of incident reports that are consistent with emerging practices in other areas of
healthcare. This approach is also entirely consistent with attempts to develop causal taxonomies for
incident reporting. The leaf nodes in techniques, such as PRISMA described in Chapter 11, might
be introduced within such languages to record the results of particular investigations.

At present, most reporting systems do not exploit such general standards in the electronic trans-
mission of incident information. Instead, they rely upon a range of formats that are tailored to
particular reporting systems and its associated software. One of the most advanced examples of
this approach is provided by the Australian Incident Monitoring System [36]. Initially, like many
reporting systems, this relied upon the paper-based submission of incident forms from hospitals
and other healthcare organisations. As the system grew, it established a network of representatives
within `healthcare units'. These representatives now collate the paper-based reports and enter them
into a database that exploits the Structured Query Language (SQL). SQL can be viewed as a stan-
dard that describes the language that is used when forming requests for information. The software
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embodies the Generic Occurrence Classi�cation (GOC). This supports the categorisation and sub-
sequent analysis of the incident records that are held within the system. As mentioned, this initial
data entry is performed within the `health units'. At this stage, the system contains con�dential
information on those involved in the incident. It is, therefore, protected from legal discovery under
Australian Commonwealth Quality Assurance legislation. For monitoring purposes, the Australian
Patient Safety Foundation (APSF) then collates information from the individual units. Before this
is done, all identifying information is removed from the individual reports. Current versions of the
AIMS software enable individual units to email this information to the APSF system using the
MIME techniques, described above. An important aspect of this transmission is that the individual
records are encrypted prior to transmission. Later sections will describe how SMTP mail services
are insecure and that such techniques are a necessary precaution against the unauthorised access to
such information.

As mentioned, the AIMS approach is both innovative and well-engineered. There are, however,
a number of potential problems with the techniques that it exploits. It adopts a model that is very
similar to the stand-alone architecture, which was described in previous paragraphs. The collated
database of anonymised incident information is held by the APSF as a central resources. This not
only secures the data it also, potentially, acts as a bottleneck for other healthcare professional who
might have a legitimate interest in analysing the data. In particular, safety managers in individual
health units cannot directly pose queries to determine whether an incident forms part of a wider
pattern. They must go through the mediation of the APSF. Increasing incident reporting systems
are adopting a more egalitarian model in which anonymised incident data is also be distributed
by electronic means. The move has been inspired by work in the aviation community and, in
particular, the metaphor of an information warehouse that has been promoted by the GAIN initiative
[308]. Those who contribute data should also have direct access to the data that is contributed by
peer organisations. This egalitarian approach poses considerable logistical problems, including the
diÆcult of ensuring the security of information transfers. As we shall see, a range of encryption
techniques can be used during transfer. Password protection can also be used to restrict access.
Neither of these techniques addresses the problems of ensuring the consistency of incident databases
that may be replicated in each of the peer organisations. In other words, if the AIMS database were
to be distributed more widely there would be a danger that one hospital might be using a collection
that was updated in 2000 while others used more recent versions of the database. This problem
arises because information about new incidents must not only be sent to the central clearing house
operated by the APSF, it must also be sent to all peer organisations. Email can be used for this
but there is no guarantee that every message will be acted upon and incorporated into the existing
database. It is also likely that the size of many reporting systems would prevent any attempt to
email out the entire collection at regular intervals. It is for this reason that organisations such as the
National Transportation Safety Board (NTSB) exploit a mixture of on-line updates and CD-ROM
digests of their incident databases. Organisations can then either download each new set of reports
as they become available or simply order a CD-ROM of the entire updated collection.

CD-ROMS

Compact Disk-Read Only Memory provides a relatively cheap means of disseminating incident in-
formation without requiring that the recipient exposes their machine to the security risks associated
with a network connection. This technology also avoids the level of technical support that can be
associated with network administration. The popularity of is format is based on storage capacity
of this media. Most CD-ROMs provide nearly 0.7 gigabytes of data; this is equivalent to almost
500 high-density 
oppy disks. The emerging successors to this format, such as Digital Versatile
Disc (DVD-ROMs), expand this capacity to 8.5 gigabytes. CD-ROMs are also highly portable and
light weight making the postal distribution of large amounts of data far cheaper using this format
than printed documentation. It is also possible to encrypt the information on a CD-ROM; this
provides added protection against the problems that can arise if critical documents go missing in
the postal system. All of these technical attributes make this format particularly well suited as a
communication medium for the dissemination of incident databases.
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The CD-ROM format has further advantages. In particular, they provide a maximum data rate
of between 2.8 and 6 megabytes per second on a 40x drive. This might seem a relatively trivial,
technical statistic. However, such speed enable regulators and investigatory agencies to include
multi-media resources, such as short audio and video clips, in addition to textual information and
static images. Previous sections have described how CD-ROMs can be used to ensure consistency
through periodic updates to the many di�erent users of a reporting database. These databases do
not, typically, make use of multimedia resources. In contrast, the additional facilities provided by
the CD-ROM format tend to be exploited by some of the other publications that are generated by
incident reporting systems. Hence, the sheer storage capacity of this medium provides means of dis-
seminating textual incident databases. The access speeds supported by CD-ROM enable regulators
to disseminate multimedia training presentations that are intended to guide safety managers and
operators who must follow particular recommendations in the aftermath of near miss incidents and
adverse occurrences.

The use of CD-ROMs to distribute information about adverse occurrences raises a number of
further problems. In large, distributed organisations it may not be possible to provide all members
of sta� with access to personal computers that can play these disks. A number of innovative
solutions have been devised to address this problem. One of these is illustrated by a sta� training
scheme that was developed by the Royal Adelaide Hospital. This scheme was closely tied to the
Australian Incident Monitoring System, mentioned above. This hospital developed `Mobi-ed' units
that resemble the information booths that are found in public areas such as shopping malls and
airports; `the cabinet has solid wheels with brakes, a handle at the back for moving it around, and
locks the computer behind two separate doors' [40]. They were based on standard desktop PCs.
The booths also had the advantage that they could be left in common areas where a number of
members of sta� might have access to them during many di�erent shift patterns. The units were
deliberately moved between locations in the hospital; \this appearance and disappearance of the
units encourages sta� to check them out whenever they appear in their ward or work area" [40].
Multimedia training material was obtained to address speci�c training needs identi�ed frm incident
reports. The Mobi-Units also provided sta� with access to an on-line tutorial about how and when
to complete a submission to the AIMS reporting system.

It is important to recognise that CD-ROMs are simply a storage technology that supports the
distribution of incident databases and training material. A number of deeper questions can, however,
be raised about the e�ectiveness of the material that is distributed using this technology. Chapter 15
will analyse the e�ectiveness of incident databases. The following paragraphs provide a brief ap-
praisal of multimedia training packages that are increasingly being developed by reporting agencies
for dissemination on CD-ROM. We initially became interested in the e�ectiveness of this approach
when developing materials for Strathclyde Regional Fire Brigade. Their training requirements are
very similar to those of the healthcare professionals in the Royal Adelaide Hospital, mentioned
above. Sta� operate shift patterns and geographically distributed across a number of sites. There
are also di�erences, for instance the training activities of a particular watch will be disrupted if they
are called out in response to a call from a member of the public. Such circumstances increase the
appeal of CD-ROM based training. The intention was to develop a series of multimedia courses that
supported key tasks, which had caused particular concern during previous incidents. Fire-�ghters
could work through a course at their own pace. They could also suspend an activity and return to
it after a call-out. There was also a perception that the use of computer-based technology might
address the subjective concerns of sta� who found conventional lectures to be ine�ective. Figure 14.1
presents the results of a questionnaire that was issued to 27 sta� within the Brigade, At the start
of the project, they did not have access to any computer-based training. They received information
about safety-related issues through paper publications, lectures and videos as well as drill-based
instruction. However, many �re-�ghters viewed `real' incidents as an important means of acquiring
new knowledge and reinforcing key skills. This �nding has important health and safety implica-
tions. Incidents should reinforce training gained by other means. They are clearly not a satisfactory
delivery mechanism for basic instruction.

As mentioned, a series of CD-ROM based training packages were developed to address the percep-
tions identi�ed in Figure 14.1. These applications were developed in collaboration with the Brigade
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Figure 14.1: Perceived `Ease of Learning' in a Regional Fire Brigade

training oÆcer, Bill West, and two multimedia developers who were employed by the Brigade, Brian
Mathers and Alan Thompson. Figure 14.2 illustrates one of these tools. This exploited the desktop
virtual reality techniques, introduced in Chapter 8. Fire-�ghters could use a mouse and keyboard
to `walk' into a Heavy Rescue Vehicle. They could then look inside equipment lockers and obtain a
brief tutorial on the design and use of particular rescue devices. Previous incidents had illustrated
the diÆculty of providing oÆcers with enough time to train on this particular vehicle given an
operational requirement to keep it `on call' as much as possible.

As mentioned, multimedia applications can be devised to address particular concerns that emerge
in the aftermath of near miss incidents and adverse occurrences. The performance characteristics,
in particular the access speeds of CD-ROMS, make this the favoured distribution media for such
materials given network retrieval delays. It is important, however, to both understand and assess
the various motivations that can persuade organisations to invest in tools such as that illustrated in
Figure 14.2. In particular, we have argued that the strong motivational appeal of computer-based
systems can support sta� who �nd it diÆcult to be motivated by more traditional forms of train-
ing. We were, however, concerned that the introduction of computer-based techniques should not
compromise particular learning objectives. We, therefore, conducted an evaluation that contrasted
a computer-based system with more traditional techniques.

A matched subject design was adopted; each �re-�ghter was paired with another oÆcer of equiv-
alent rank and each member of the pair was then randomly assigned to one of two groups. Both
groups were given access to the same computer based training package on techniques to support
the e�ective application of foam to combat particular types of �re. The technology used to produce
the interactive application was similar to that used in Figure 14.2. One group was then given a
CD-ROM based Comprehension Tool. This guided the oÆcers through a series of questions about
the training material and provided immediate feedback if any problems were diagnosed [425]. The
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Figure 14.2: The Heavy Rescue Vehicle Training Package

second group was given a pencil and paper test without any feedback about the accuracy of their
responses. One week later both groups were re-tested using the Comprehension Tool. It was hypoth-
esised that the group that had previous access to the CD-ROM based self-assessment tool would
achieve signi�cantly higher scores than the group that had performed the pencil and paper test. A
weakness in this experimental design is that learning e�ects might improve the results of the group
that already had some experience with the Comprehension Tool. These e�ects were minimised by
ensuring that both groups were entirely con�dent in the use of the tool before the second test began.
Tables 14.6 and 14.7 present the results obtained for the two groups involved in this evaluation.

Rank Number Comprehension Tool or
Paper test?

Score 1 Score 2

Sub oÆcer 1 Paper 72 76
Leading �re-�ghter 2 Comprehension tool 60 56
Leading �re-�ghter 3 Comprehension tool 80 68
Fire-�ghter 4 Paper 36 44
Fire-�ghter 5 Paper 88 84
Fire-�ghter 6 Comprehension tool 64 52
Fire-�ghter 7 Paper 40 40
Fire-�ghter 8 Comprehension tool 52 32

Table 14.6: Results for the �rst group of Fire Fighters

This evaluation forms part of a far wider attempt to validate the use of computer-based learning
techniques. It does, however, provide a case study in the problems that can arise during these vali-
dation exercises. For instance, subtle di�erences in position 1 of the ranking schemes in Figures 14.6
and 14.7 complicate the task of making accurate comparisons. The station oÆcer's performance is
better than that of the sub-oÆcer. There di�erences re
ect the operating characteristics and compo-
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Rank Number Comprehension Tool or
Paper test?

Score 1 Score 2

Station oÆcer 1 Comprehension tool 96 88*
Leading �re-�ghter 2 Paper 80 60*
Leading �re-�ghter 3 Paper 92 80
Fire-�ghter 4 Comprehension tool 68 48
Fire-�ghter 5 Comprehension tool 64 68
Fire-�ghter 6 Paper 52 40*
Fire-�ghter 7 Comprehension tool 84 64
Fire-�ghter 8 Paper 60 60

Table 14.7: Results for the second group of Fire Fighters (* post �re)

sition of this organisation; they could not simply be changed for experimental expediency. Further
problems arose because the second group of �re-�ghters was called out while we administered the
retest. It would have been unethical to prevent them from responding until after they had completed
the evaluation! This study also provided some direct insights into the use of computer-based training
techniques. Statistical T-tests failed to show any signi�cant di�erences in the re-test scores between
those who had access to the CD-ROM based tool and those who sat the pencil and paper test. We
were unable to establish that the computer-based tool was any better than the more traditional
techniques. Or put another way, it was no worse than existing methods for the dissemination of
safety-related information.

The previous paragraphs are intended to correct the euphoria that often promotes the use of CD-
ROM based technology for the publication of safety-related training materials. Often managerial
and political pressures encourage the use of `leading edge' technology without any careful analysis of
whether this technology will support key learning objectives. Cost constraints can also act to limit
many organisation's ability to disseminate the insights gained from previous incidents and accidents
in any other format. Some regulatory and investigatory bodies have, however, continued to resist
these pressures. For example, the State Training Teams of the FDA's OÆce of Regulatory A�airs
support a `lending library' of courses that must be presented by \trained state/federal facilitators
that have already completed the original satellite course" [265]. These trained mentors are support
by course videos, books, exams and answer key forms. It is interesting to note that these courses
cover topics that are perceived to have a relatively high degree of importance in the FDA's regulatory
role. For example, they include two courses on the investigation and reporting of adverse occurrences.
This might imply that many of the issues addressed in previous chapters of this book cannot easily
be taught using computer-based techniques.

Local and Wide Area Networks

The previous section has identi�ed some of the strengths and weaknesses of CD-ROM technology
for disseminating the information that can be derived from incident reporting schemes. They can be
used to distribute the multimedia training resources that are intended to address previous failures. It
can, however, be diÆcult to demonstrate the e�ectiveness of these resources. In contrast, CD-ROMs
o�er numerous bene�ts for the distribution of incident databases. They are relatively cheap. They
o�er relatively high storage capacity together with a relatively compact, lightweight format that is
rugged enough to survive most postal services. Data can also be encrypted to provide additional
security should a CD-ROM be lost or intercepted. There are, however, a number of limitations with
this use of CD-ROM technology. In particular, it can be diÆcult to use this approach to issue more
immediate updates to safety-related information. We have already describe the delays that can be
introduced through the use of postal services to distribute physical media, such as CD-ROM. In
contrast, many organisations are increasingly using computer networks to support the more rapid
dissemination of information about adverse occurrences and near miss incidents. The MDA provide
an example of this in their Business Plan for 2001-2002. They express the intention to develop
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closer links with the National Health Service and the Commission for Health Improvement with the
objective of `improving the dissemination' of information about adverse events. This will be done
by `electronic dissemination through our website and other Internet systems, so that healthcare
professionals will increasingly have important safety information at their �ngertips' [544].

It is convenient to identify two di�erent sorts of incident data that can be accessed over com-
puter networks. Firstly, incident databases help to collate information about large numbers of
adverse occurrences and near misses. Secondly, incident libraries provide access to small numbers
of analytical reports that may summarise the �ndings from many di�erent incidents. In either case,
these electronic documents must be stored in a particular format if they are to be disseminated
across computer networks. Chapter 14 described the strengths and weaknesses of two of these for-
mats. Hypertext Markup Language (HTML) documents can be viewed using standard browsers
and are easily indexed by search engines but cannot easily be printed. Adobe's Portable Display
Format (PDF) avoids this problem but most search engines have to be adapted to search this pro-
prietary format for the keywords that are then used when users issue search requests. Incident
data can also be stored in the �le format that are supported by commercial mass-market databases
and spreadsheets. This approach tends to be associated with incident databases. They are used
to provide access to summary data about large numbers of individual incidents. PDF and HTML
are more commonly used to support the dissemination of analytical surveys and the longer reports
that are contained in on-line `reading rooms'. The distinction between on-line libraries and incident
databases is signi�cant not simply because it in
uences �le formats and retrieval techniques but also
because it re
ects important distinctions in the policies that determine what is, and what is not,
made available over computer networks.

Private Databases and Public Libraries. Some organisations maintain private electronic databases
that are not mounted on machines that are accessible to a wider audience. These same organisations
may, however, provide wider access to the libraries of reports and recommendations that are derived
from these private databases. This approach is currently being exploited by the MDA; `we plan to
introduce web reporting facilities that will feed directly into the Adverse Incident Tracking System
(AITS) software' [544]. AITS is intended to help the Agency keep all its main records in electronic
form for `action and archiving'. It will also provide MDA sta� with `
exible data analysis tools to
identify trends and clusters of incidents and that will enable us to adopt a more pro-active approach
to reducing adverse incidents'. It is not intended that other organisations should have access to
this database. In contrast, electronic access will be provided to what the previous paragraphs have
characterised as `libraries' of analytical overview documents. In passing, it should be stressed that
the technical details of the AIMS software have not been released, not is there a detailed account of
the full system development plan. It may very well be that the objectives outlined in the 2001-2002
Business Plan will be revised as AIMS is implemented.

Public Databases and Public Libraries. Other organisations provide access both to `reading
rooms' of analysis and to the databases of incidents that are used to inform these more analytical
accounts. For example, the FDA's Manufacturer and User Facility Device Experience Database
is freely available over the Internet [272]. It is comparable to AITS because it records voluntary
reports of adverse events involving medical devices. An on-line search is available which allows you
to search the Centre for Devices and Radiological Health's database of incident records. It is also
possible to download the data in this collection over the Internet. These �les are updated every
three months. They are in a text format that enables safety managers and other potential readers to
import them into a commercial database or word processor for further analysis. At the same time,
the information in the MAUDE system is also used to inform more detailed incident investigations
and surveys of common features across several adverse occurrences. The resulting reports are also
available on-line in PDF format via an electronic `reading room' [270]. This open dissemination
policy enables readers to examine the warnings that are contained in a particular safety issue or
alert publication. They can then trace additional details about particular incidents, and related
occurrences, using the MAUDE database. It is important to stress, however, that the provision of
public databases and reading rooms need not imply that sponsor organisations do not also maintain
more private systems that are not made available in the manner described above.

Private Database and Private Summaries. Some incident reporting systems restrict access to
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both their database information and the reports that are derived from them. This policy is re
ected
in the way in which the AIMS system restricts access to its central database and only provides
feedback on comparative performance to the individual units that participate in the scheme. These
private summaries can be distributed over networks, either using the e-mail systems that have been
described in previous paragraphs or using more explicit forms of �le transfer [186]. This approach is
entirely understandable given the sensitive nature of incident reporting within individual hospitals.
There are other circumstances in which computer networks have been developed to support incident
investigation and analysis within an organisation. The intention has never been that the data should
be made public but that it should support speci�c tasks and objectives within the particular teams
that must act upon incident data. This is illustrated by the U.S. Department of Health and Human
Services' PulseNet system [259]. This system was established to distribute information generated
from a molecular technique, pulsed-�eld gel electrophoresis (PFGE), that can be used to identify
similarities between di�erent samples of E. coli O157:H7. The PFGE technique was �rst used during
a food-borne illness in 1993. This enabled laboratories in di�erent locations to determine that they
were �ghting a common strain of bacteria. The lack of eÆcient computer networks to distribute the
information from the independent PFGE tests prevented analysts from identifying these common
features for the �rst week of the outbreak. Seven hundred people became ill and four children
died in the outbreak. PulseNet is intended to reduce the interval taken to detect future incidents
down to approximately 48 hours. This system is not intended to support the public dissemination
of information about such events. It is, however, intended to support the analytical and decision
making tasks that are necessary in order to detect common features between apparently isolated
incidents.

It is important to emphasise that the increasing use of computer networks in incident reporting
is only a small part of a wider move to intergrate diverse information sources about potential
hazards. This integration is intended to support decision making. In other words, the dissemination
of incident-related information is not an end in itself. This is illustrated by the manner in which
epidemiologists can use PulseNet to trace common features in E. coli outbreaks. It is also illustrated
by recent attempts to integrate diverse Federal databases to support the FDA �eld oÆcers that
have to determine whether or not to admit medical devices into the United States of America. The
intention behind this initiative is to provide oÆcers with rapid access to the range of data that they
require in order to reach a decision. This data includes information about any previous adverse events
involving particular products. However, this is only one part of a more complex set of requirements.
For example, oÆcers will also have to access the FDA's Operational and Administrative System for
Import Support (OASIS) and Customs' Automated Commercial System (ACS). These data sources
can be used to identify whether the product violates particular regulations by virtue of its point
of origin. They can also be used to determine whether or not previous samples conformed with
regulations when explicitly tested by the FDA. There is not intention that this integrated system
should be widely accessible over public computer networks. It is, however, possible to access some
of these information sources. For instance, it is possible to view the safety alerts that apply to
particular products over the World Wide Web. This provides an example of the 
exibility that
such computer networks can o�er for the provision of safety-related information. Users can choose
whether to view warning that are sorted by particular industries, by country of origin or by FDA
reference number. Users can also conduct free-text searches over the database of import alerts.

The FDA's import system contradicts the binary distinction between public and private distri-
bution that was made in previous paragraphs. In practise, computer networks enable their users to
make �ne grained decisions about who can and who cannot access incident information. In the case
of the import system, full functionality is reserved for �eld oÆcers. Individual elements of the entire
system are, however, made available for the public to access over the Internet. The same techniques
can also be used more generally to restrict access to particular information about previous incidents.
These approaches implement access control policies. The most common approach is to erect a `�re-
wall' that attempts to prevent access from anyone who is not within the local network that hosts
the system. The following section discusses some of the consequences that such measures have for
the implementation and maintenance of incident reporting systems. In particular, it is argued that
compromises must often be made between restricting access and simplifying the procedures that
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users must follow in order to obtain access to incident data.

14.3.2 Access Control

Security deals with the unauthorised use and access to the hardware and software resources of a
computer system. For example, unauthorized disclosure occurs when a individual or group can read
information that they should not have access to. They, in turn, can then pass on information to
other unauthorized parties. For instance, an unauthorised party might pass on information about an
adverse occurrence to the press or broadcast media before that incident has been fully investigated.
Unauthorised modi�cation occurs when an unauthorised individual or group can alter information.
They might have permission to `read' data items but this does not automatically imply that they
should also be able to modify data. It is, therefore, important to distinguish between di�erent levels
of permission. For example, an individual hospital contributing incident reports to a central database
may have permission to access and modify their own reports. They might, in contrast, only be able to
read reports from other hospitals without being able to modify them. Finally, unauthorised denial of
service occurs when an individual or group can shut-down a system without authority for taking such
an action. Unauthorised denial of service is a general problem in computer security. For example, the
propagation of viruses can deny other applications of the computational resources that they require.
I am unaware of any speci�c instances in which this form of attack has been a particular problem for
incident reporting. It is important to stress, however, that unauthorised denial of service could have
potentially profound consequences as incident reporting system become more tightly integrated into
complex decision support systems, such as the FDA's Import application.

The issue of security a�ects incident reporting systems in a number of ways. For example, the
Central Cardiac Audit Database (CCAD) project identi�es two main threats [184]. The �rst centres
on the security of data during transmission. When data is transmitted across open networks, such
as the Internet, it can be intercepted unless it is encrypted. The second set of security concerns
centres on controlling access to incident information after it has been collated. This is important
because it is often necessary to ensure that di�erent individuals and groups have di�erent degrees
of access to sensitive information. Some may be denied access to particular records. Other groups
may be entitles to read data without being able to modify or `write' it.

Unit 1's Reports Unit 2's Reports Unit N's Reports
Administrator read, write read, write read, write
Regulator read read read
Unit 1 read, write read read
Unit 2 read read, write read
Unit N read read read, write

Table 14.8: General Form for an Access Control Matrix

The distinction between `read' and `write' permissions has led to the development of access control
policies. In their simplest form, these techniques implement a matrix that associates particular
privileges with the users of a system and the objects that are held by that system. This is illustrated
by Table 14.8. As can be seen, system administrators must be able to access and modify the reports
that are submitted from all of the units that contribute to a reporting system. This requirement
is, typically, enforced so that they can implement any revisions or updates that may subsequently
prove to be necessary for the maintenance of the system. For example, they can automatically insert
additional �elds into the record of an incident. External regulators, in this instance, are provided
with read-only access to all reports. Each of the contributing units can also read the reports from
other contributors. They can also modify their own information. It is important to stress that
the exact form of an access control matrix depends upon the nature of the reporting system. For
example, some applications only provide read access to its contributors. They cannot modify their
own data and all updates must be performed through an administrator who is entirely responsible
for any `write' actions. This re
ects elements of the AIMS approach. In this case, the access control
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matrix would only contain write entries in the Administrator row. It is also important to emphasise
that access is only granted if it is explicitly indicated in the matrix. By default, all other permissions
are denied. In Table 14.8, the general public would not have any right to obtain or modify incident
data.

Access control matrices are explicitly embodied within many of the more sophisticated software
applications that have been developed to support incident reporting schemes. When a user makes
a request to access a particular item of information, the system identi�es the row associated with
that user in the matrix. It then looks along the columns until it �nds an entry associated with
the object of the request. If the user does not have the relevant permissions then the request
is denied. Unfortunately, this approach is not a feature of single-user systems. In general, access
control makes little sense when there is only one row in the matrix. This has important consequences
for many reporting systems that continue to use mass-market, desktop applications to support the
dissemination of incident information. Single-user spreadsheets and databases, typically, have no
means of making the �ne grained distinctions implied by Table 14.8. In consequence, if a user is
granted access to the system then they have complete permission to access all data. It is, typically,
possible to apply locking techniques to the information that is held by these systems. This prevents
unauthorised modi�cation. However, this `all or nothing' approach is usually too restrictive for
large-scale systems [186].

Access control matrices provide numerous bene�ts to incident reporting systems. They explicitly
represent the security policy that is to be enforced during the distribution of potential sensitive infor-
mation. They are not, however, a panacea. As we have seen, it is entirely possible for individuals or
groups to abuse their access permissions. For example, Unit 1 might pass on information about Unit
2 to a third party that is not entitled to this access, according to Table 14.8. In such circumstance,
it is possible for system administrators to identify the potential sources of any `leak' by inspecting
the entries in the column that is associated with any disclosed information. Table 14.8 makes a
number of simplifying assumptions. For instance, we have not considered `grant privileges'. These
enable particular users or groups to provide access permissions on certain objects. This is most often
necessary when new Units join the system. The administrator would have to ensure that they were
granted permission to read the contributions from all of the other Units. The entries associated
with the system administrators would, therefore, be revised to read, write, grant. Paradoxically, the
ability yo grant access also implies the ability to remove or deny access permissions. For instance,
if incident information were being leaked to a third party then administrators might take the deci-
sion to remove all read permissions except those that apply to the Unit that contributed particular
reports.

14.3.3 Security and Encryption

Access control matrices de�ne the policy that is to be followed in the distribution and modi�cation
of incident information. In order to implement such a policy, most software systems rely upon
encryption algorithms. As might be expected, these techniques take the original document, or plain
text, and produce a cipher. Ideally, it should not be possible for an unauthorised person or group to
derive the plain text from the cipher. One means of helping to prevent this is to create an encryption
algorithm that relies not only on the plain text but also an additional input parameter known as
a key. This can be illustrates by Caesar's algorithm. Caesar's algorithm replaces each letter in the
plain text with the next letter in the alphabet. The letter `a' would be replaced by `b' in the cipher,
`c' would be replaced by `d' and so on. This is a relatively simple algorithm to guess and so we
might require that the user also supplies a key. The key could be the number of places that each
letter is o�set. For example, in order to decipher the following phrase we must know that each letter
has been shifted by 14 places in the alphabet:

Cipher: VAPVQRAG ERCBEGVAT
Plain text: INCIDENT REPORTING

This simple algorithm is vulnerable to many di�erent forms of attack. For instance, we can examine
letter frequencies in the cipher to make guesses about the identity of particular letters. It does,
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however, illustrate the key features of secret or private key encryption. In order for this approach
to work, it is important that the key is never disclosed to unauthorised individuals. The previous
example also illustrates further aspects of secret key encryption. For instance, this approach can be
strengthened by choosing a suitably complex algorithm. Alternatively, it is often more convenient to
choose a relatively simple algorithm but a very complex key. Without the key, even if the algorithm
is well known, it can be extremely diÆcult for unauthorised individuals to decipher a message. It is
for this reason that encryption software often emphasizes the size of the keys that they support, 64
or 128 bits for example.

Secret key encryption is a feature of many national reporting systems. Regulatory and inves-
tigatory agencies provide each unit in the system with the encryption software and a password.
This is then used to protect incident reports when they are transmitted across computer networks.
This approach was adopted by the APSF's AIMS system when they moved from paper to electronic
submissions [35]. One problem with secret key encryption is that it can be diÆcult to secure the
dissemination of keys. They cannot be transmitted over the computer network because this would
defeat attempts to secure transmission over that network. Conversely, it is impossible to secure the
network until the secret key has been agreed upon.

Public key encryption provides an alternative to secret key encryption. This relies upon algo-
rithms that require di�erent keys to encode and decode the plain text. Typically, users distribute a
public key to anyone who might want to send them secure information. They can do this because
they know that this key can only be used to encode data. Only they have access to the second private
key that is required in order to read any message. This is the approach adopted by the `Pretty Good
Privacy' or PGP mechanisms that are widely available over the Internet. PGP is one of several
systems that are recommended for transmission of data to the Central Cardiac Audit Database,
mentioned earlier [184]. The PGP package provides a variety of utilities for the generation, manage-
ment and use of encryption keys. It has the advantage of being low or no cost and is widely available.
Secure/Multipurpose Internet Mail Extensions (S/MIME) is an application of public key encryption
to the MIME technology that is widely used for the dissemination of incident data. This approach
is supported by recent versions of Netscape Communicator and Internet Explorer. S/MIME applies
encryption to individual �les that are mailed from one machine to another. At is also possible to
create secure links that encrypt information passing between two or more machines. This approach
is deliberately designed to support more interactive forms of communication, such as web browsing,
where information can be passing in both directions over the connection. The best known applica-
tion of this approach is known as the Secure Socket Layer (SSL) protocol. This applies public key
encryption over an entire session rather an individual item of mail.

PGP, S/MIME and SSL have all been used to secure the data that is transmitted between the
contributors of incident reports and regulatory or investigatory agencies [271, 184]. It is important
to emphasise that these technologies do not provide any absolute guarantees about the security
of any electronic communication. It is theoretically possible to break most implementations. The
technical expertise and computation resources do make it extremely unlikely that this will occur, at
least in the short term. These observations re-iterate an important concept; it is seldom possible
to achieve absolute security. Safety managers must adopt an informed approach to risk assessment.
The degree of technological sophistication applied to secure incident data must be proportional to
the sensitivity of that data. It is important, however, that these issues are explicitly considered as
more and more reporting systems use computer-based networks as a cheap and e�ective means of
disseminating information about near misses and adverse occurrences [378].

One way in which cryptography has been used by incident reporting systems is to support
digital signatures. A digital signature is a means of encoding a message in such a manner that it
authenticates the sender's identity. This is important if regulators and investigation agencies are
to ensure that reports of an incident have not been sent for malicious reasons. Both private and
secret key techniques can be used to implement digital signatures. The fact that the recipient can
decode a message that was encoded using the secret key agreed with the sender might, at �rst sight,
seem to be suÆcient for a secret key implementation. No other person should know the secret key.
Unfortunately, this is vulnerable for a number of reasons. This approach is vulnerable to a replay
attack in which a previous message is saved and later resent by some unauthorised agent. Similarly,
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some portion of a previous message may be cut and pasted to form a new message. This is feasible
because it is possible to make inferences about the contents of a message even even if it is impossible
to completely decipher all of its contents. For these reasons, secret key implementations of digital
signatures usually also encode characteristics of the entire message, such as the date when it was
sent and the number of characterise in the plain text. When the message has been decoded the
recipient can check this additional information to ensure the integrity of the content. This technique
can also be used when the message is not, itself, encoded. A signature block can be encrypted at
the end of the message. Again, the recipient can decode the signature block and use the techniques
described above to establish its authenticity. This approach has given rise to a range of more
elaborate techniques that support the concept of electronic watermarks .

Public key implementations of a digital signature can be slightly more complicated. For instance,
a contributor might encrypt a message using it's secret key. It will then encrypt the results of this
encryption using the public key of the regulator. The message is then sent over a computer-based
network. The regulator �rst decodes the message using their secret key. Ideally, no other users
can complete this �rst step assuming that the regulators secret key is not compromised. Next, the
regulator can apply the contributor's public key to extract the plain text. The regulator knows that
the contributor sent the message because only the contributor has access to their secret key.

It might seem that such details are a long way removed from the practical issues that must be
considered in the development and operation of incident reporting systems. The key point about
digital signatures is that they enable organisations to transmit information in a secure manner that
can be granted the same legal status as conventional, paper-based documents. For instance, in 1997
the FDA issued regulations that identi�ed the criteria that would have to be met for the use `of
electronic records, electronic signatures and handwritten signatures executed to electronic records as
equivalent to paper records and handwritten signatures executed on paper' [271]. These regulations
applied to all FDA program areas and were intended to support the widest possible use of electronic
technology `compatible with FDA's responsibility to promote and protect public health'. The FDA
requirements illustrate the importance of understanding some of the concepts that have been intro-
duced in previous paragraphs. For instance, Section 11.70 requires that `electronic signatures and
handwritten signatures executed to electronic records must be linked to their respective records so
that signatures cannot be excised, copied, or otherwise transferred to falsify an electronic record
by ordinary means'. Such concerns have motivated the development of message-speci�c signature
blocks mentioned above.

There are many reasons why incident reporting systems are forced to introduce some of these
more advanced security measures. The FDA regulations re
ect a concern to ensure that electronic
reports of adverse occurrences have the same legal status as their paper-based counterparts. These
more advanced security techniques can also be implemented in response to the concerns expressed by
potential contributors. There is often fear that an individual's identity will be revealed. Similarly,
safety managers in the healthcare industry must also respect patient con�dentiality. There is,
however, usually a trade-o� to be made between the security of a system and the ease with which it
can be used by its operators. For example, the use of cryptographic techniques implies a considerable
managerial overhead both on the part of systems administrators and the users who must remember
the passwords that protect and sign their information. Recent studies have suggested that for every
user of a system there is a request for support sta� to reset a forgotten password every three-four
months [1].

It is diÆcult to under-emphasise the human element in any secure system. For example, recent
attempts to introduce public and private key cryptography into one national reporting system pro-
duced a series of responses from potential contributors. They commented that these human issues
would compromise the most advanced technology. It is possible for an owner to `lend' a �le, as a
collaborative fraudulent gesture, or to unwittingly assist a fraudulent colleague in an `emergency'.
The FDA has acknowledged that `such fraudulent activity is possible and that people determined
to falsify records may �nd a means to do so despite whatever technology or preventive measures are
in place' [271]. There are also more `mundane' threats to the security of incident reporting systems.
Previous research has suggested that people are often very lax in their selection of passwords [880].
The use of recognisable words, of names of friends, of addresses makes the entire system vulnerable
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to dictionary attacks. These take the form of repeated requests to access a system where a di�erent
word or phrase is supplied from an electronic dictionary in response to each password request. Even-
tually this form of attack will succeed unless care has been taken in selecting a password. Further
problems arise when passwords are distributed to friends and colleagues. More commonly, however,
systems are compromised by simply leaving a machine connected to the network. Users issue the
requested password and then leave the machine unattended. I recently saw an example of this on
a hospital visit. A screen-saver was used with the warning `unauthorised access on this machine is
prohibited'. Anyone who ignored this message could have directly accessed and altered the patient
records for that ward while the nurse was away from her station.

Mnny of the usability problems that a�ect secure systems can be reduced through the use of bio-
metric authentication. These techniques avoid the need for users to remember arbitrary passwords.
They include the use of �ngerprints, retinal patterns, signatures and voice recognition [441] This
technology has not yet been widely used to secure the transmission of incident data. It is, however,
likely that it will be used within future systems. Part of the reason for this is apparent in recent
observations made by the Central Cardiac Audit Database Project. They argue that such security
techniques appear to be `an extremely expensive solution to a non-problem, but public fears about
Internet security, mostly unfounded but encouraged by the popular media, would need to be allayed
before widespread medical data transmission via the Internet would be acceptable' [184].

14.3.4 Accessibility

`Accessibility' can be thought of as the converse of access control. Just as it is important to ensure
that unauthorised people are denied access to an incident report, it is equally important that autho-
rised individuals can obtain necessary information. This implies that any computer-based resource
should be evaluated to ensure that the human-computer interface does not embody inappropriate
assumptions about the potential users of such as system. This is particularly important because the
computer-based dissemination of incident reports can o�er particular advantages to certain groups
of users providing that their requirements are considered during the early stages of systems develop-
ment. People with visual disabilities can use a range of computer-based systems to access incident
databases in a manner that cannot easily be supported using paper-based techniques. Unfortunately,
the use of icons and complex menu structures can prevent many users from exploiting screen readers
and similar devices. It is for this reason that many organisations publish minimum standards in
this area, such as Federal Regulations Section 508 on the accessibility of electronic information. In
order to satisfy these requirements it is important that the developers of incident reporting systems
provide some means for users to communicate any diÆculties they might have experiences in access
their data. This can, however, create a recursive problem in which the users of the information re-
source cannot access the information resource in order to learn of alternative format or other forms
of help:

\The U.S. Department of Health and Human Services is committed to making its
web sites accessible to all users. If you use assistive technology (such as a Braille reader,
a screen reader, TTY, etc.) and the format of any material on our web sites interfere
with your ability to access the information, please use the following points of contact for
assistance. To enable us to respond in a manner most helpful to you, please indicate
the nature of your accessibility problem, the preferred format in which to receive the
material, the web address of the requested material, and your contact information..."
[31]

Although Section 508 of the US Accessibility Act focuses on users with special needs, there is also
a more general requirement to ensure that people can access incident information. In consequence,
observational studies and laboratory-based evaluations may be conducted to ensure that users can
operate computer-based information systems. This implies that designers must consider the pre-
vious expertise of their users and of their ability to exploit particular human-computer interaction
techniques. Brevity prevents a more detailed introduction to the design and evaluation of interactive
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computer systems in general. Preece et al provide a survey of techniques in this area [686]. In con-
trast, the following pages focus more narrowly on techniques that can be used to identify patterns
of failure in large-scale collections of incident reports.

14.4 Computer-Based Search and Retrieval

Previous sections have considered the dissemination of information about individual incidents. In
contrast, this section focuses more narrowly on the problems that arise when providing access to
databases of previous incidents over computer networks. Recent technological innovations, often
associated with mass-market applications of the World Wide Web, are creating new opportunities
for rapidly searching large number of incident reports that can be held in many di�erent countries
across the globe. Before looking in more detail at these `leading edge' systems, it is �rst necessary
t understand why organisations are exploiting computer-based dissemination techniques for their
incident databases.

The sheer scale of many reporting systems motivates the use of electronic dissemination tech-
niques for incident databases. The number of incident reports that are submitted to a system can
accumulate rapidly over a relatively short period of time, even in local or highly specialised systems.
For instance, the Hyperbaric Incident Monitoring Study was started in 1992 to collects reports of
incidents and near misses in hyperbaric medicine. Hyperbaric Oxygen Therapy is the most common
form of this treatment. The patient enters a chamber that is �lled with compressed air until a
required pressure is reached. The patient breaths `pure' oxygen through a mask or a transparent
hood. In addition to diving recompression, this techniques has been used in the treatment carbon
monoxide poisoning, wound healing and post radiation problems. This system is currently operated
through the APSF, the same organisation that maintains AIMS. The Hyperbaric Incident Monitor-
ing Study was launched internationally in 1996 and the associated forms have been translated into
4 di�erent languages. By early 2001, there were some 900 reported incidents in the database [38].
This partly re
ects the success of this system. It also creates considerable practical problems. The
costs associated with maintaining even a relatively simple paper-based indexing system would be
prohibitive. It would also be diÆcult for other organisations to access this data without replicating
each paper record or posing a succession of questions to the sta� who are responsible for maintaining
the paper indexing system.

It is feasible but unlikely that the Hyperbaric Incident Monitoring Study database could be
implemented using paper-based techniques. In contrast, other national reporting databases could
not be maintained without electronic support. Firstly, the sheer volume of reports makes it essential
that some form of database be used to collate and search that data. Secondly, the large number
of individuals and groups who might legitimately want to retrieve incident information increase
the motivation to provide access to these databases over computer networks. For instance, the
FDA's Adverse Event Reporting System (AERS) for adverse events involving drugs and therapeutic
biological products contains more than 2 million reports. Table 14.9 provides a break-down of the
number of incidents that are entered into the FDA's databases within a single year. The Center for
Biologics Evaluation and Research's Error and Accidents Reporting System records incidents that
occur in the manufacture of biological products. An error or accident is a deviation from the `good
manufacturing practice' set down by FDA regulations. The Drug Quality Reporting System receives
reports of similar incidents that a�ect the manufacturing or shipping of prescription and over-the-
counter drug products. These incidents can result in problems for the formulation, packaging,
or labeling of these products. Post-marketing surveillance for vaccines is handled by the Vaccine
Adverse Event Reporting System. Approximately 15 percent of the reports describe a serious event,
de�ned as either fatal, life-threatening, or resulting in hospitalization or permanent disability. The
Manufacturer and User Device Experience (MAUDE) Database receives between 80,000 and 85,000
reports per year. The 1984 Medical Devices Reporting regulation required manufacturers to report
device-related adverse events to the FDA. In 1990, the Safe Medical Devices Act extended this
regulatory structure to include user facilities such as hospitals and nursing homes. Serious injuries
that are device-related must be reported to their manufacturers. Fatalities must be reported both
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to the manufacturer and directly to the FDA. The MAUDE database was established in 1995 to
support the Safe Medical Device Act and now contains more than 300,000 reports. Another 500,000
reports are collected in a pre-1995 database. Finally, table 14.9 records that the FDA's risk-based
summary reporting system receives some 30,000 reports per annum. Products that are approved for
this summary reporting process are `well known' and have a `well-documented' adverse event history
[276]. This approach involves the periodic submission of adverse event statistics in a tabular form
that yields `economies for both the devices industry and FDA'.

Reporting System No. of reports per annum

Adverse Event Reporting System 230,000
(CBER) Biologics Error and Accidents Reporting System 13,000
Drug Quality Reporting System 2,500
Vaccine Adverse Event Reporting System 12,000
Manufacturer and User Device Experience 80,000
Risk-Based Summary reports 30,000

Table 14.9: Annual Number of Incidents Included in FDA Databases

The volume of data that can be gathered by successful national systems justi�es the use of
information technology. However, the use of this technology does not provide a panacea for the
management of large-scale databases. For instance, the cost implications and the requirement to use
specialist hardware and software often convinces many public or Federal agencies to involve contrac-
tors to run these systems. The FDA's Drug Quality Reporting System database, mentioned above,
is run in this manner. FDA sta� interact with the system via an on-line interface that is intended
to help them pose particular queries or questions that are then relayed to the database, which is ad-
ministered by the contract organisation. The management of the Vaccine Adverse Event Reporting
System database is even more complex. This is jointly administered by the FDA's Center for Biolog-
ics' Division of Biostatistics and Epidemiology and the Centers for Disease Control and Prevention,
Vaccine Safety Activity, National Immunization Program. Representatives of both agencies oversee
data processing and database management that is again performed by a contractor. Such complex
relationships occur in other industries. For instance, the ASRS is largely funded by the FAA. NASA
manages the system, which is in turn operated under contract by the Battelle Memorial Institute.
In most cases, these relationships have proven to be highly successful. There are, however, consid-
erable problems in ensuring that technological requirements are accurately communicated between
all of the stake-holders in such complex, interactive applications. In consequence, previous studies
have revealed considerable frustration from users who feel that many incident databases no longer
support all of the retrieval tasks that they must perform [472, 413].

Further problems a�ect the management of large-scale incident databases. For example, it is
often convenient for national regulators to establish a number of di�erent schemes that focus upon
particular incidents. For instance, Table 14.9 summarises the di�erent schemes that are operated
by the FDA, This can create problems because the same incident can fall within the scope of more
than one database. This problem can be exacerbated if di�erent agencies also run apparently com-
plementary reporting systems. For instance, the FDA has to monitor medication error reports that
are forwarded by clinical sta� to the United States Pharmacopeia and to the Institute for Safe
Medication Practices. Some of these incidents are then incorporated into the FDA's own databases.
Similarly, the FDA must also review the medical device reports that are submitted to the MED-
WATCH programme in case they have any relevance for possible medication errors. In addition to
all of the systems mentioned in Table 14.9, the FDA also maintains a central database for all reports
involving a medication error or potential medication error. This contains some 7,000 reports. In
total contrast to this amalgamated database, the FDA's Vaccine Adverse Event Reporting database
is entirely `independent of other FDA spontaneous reporting systems' [276]. This diversity creates
a 
exible approach that is tailored to the various industries which are served by the FDA. It also
creates considerable managerial and technical problems for those individuals who must support the
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exchange of data both within and between the various systems. For instance, some of these systems
provide public access to incident data. There is a web-based search engine that can be used to �nd
the detailed records held in the MAUDE system. Other applications are strictly con�dential and no
public access is provided. This can create problems if incident data is transferred from one system
to the other. Con�dential reports can be made public if they are transferred to the open system.
Alternatively, if potentially relevant reports are not disclosed then valuable device-related safety
information will be withheld and the MAUDE data will be incomplete. This would create doubts
about the value of the system as a means of tracing more general patterns from information about
previous incidents.

Further legal and ethical issues complicate the use of on-line systems to help search through
incident databases. For example, a number of countries now have powerful disclosure laws that
enable people to access databases in the aftermath of near miss incidents and adverse occurrences.
This provides an opportunity to search through the database and identify previous failures with
similar causes. In subsequent litigation, it might then be argued that responsible organisations
had not shown due care because they had failed to learn from those previous incidents. Several
safety managers have described their concerns over this scenario during the preparation for this
book. One even commented that their company was considering deleting all records about previous
incidents. These concerns are partly motivated by the diÆculties that many organisations have
in storing and retrieving information about previous incidents. Incidents often recur not because
individuals and organisations are unwilling to learn from previous failures but because they lack the
necessary technological support to identify patterns amongst thousands of previous incident reports.
For instance, many users of incident databases cannot accurately interpret the information that is
provided by database systems. It is also diÆcult for safety managers to form the commands that are
necessary to retrieve information about particular types of incident. The following sections describe
these problems in greater detail and a number of technological solutions are proposed.

14.4.1 Relational Data Bases

There are two central tasks that users wish to perform with large-scale incident databases. These two
tasks are almost contradictory in terms of the software requirements that they impose. On the one
hand, there is a managerial and regulatory need to produce statistics that provide an overview of how
certain types of failures are reduced in response to their actions. On the other hand, there is a more
general requirement to identify common features amongst incident reports that should be addressed
by those actions in the �rst place. The extraction of statistical information typically relies upon
highly-typed data so that each incident can be classi�ed as unambiguously belonging to particular
categories. In contrast, the more analytical uses of incident reporting systems involve people being
able to explore alternative hypotheses about the underlying causes of many failures. This, in turn,
depends upon less directed forms of search. It is diÆcult to envisage how investigatory bodies could
construct a classi�cation scheme to re
ect all of the possible causal and mitigating factors that
might arise during the lifetime of a reporting system. Unfortunately, most schemes focus on the
development of incident taxonomies to support statistical analysis. Relatively, few support the more
open analytical activities, described above. This is re
ected in the way in which most reporting
systems currently rely upon relational databases.

As the name suggests, relational database techniques build on the concept of a relation. This
can be thought of as a table that holds rows of similar values. For example, one table might be used
to record values associated with the contributor of an incident report. The cells in the table might
be used to store their name, their contact information, the date when they submitted a report and
so on. Each row of the table would represent a di�erent contributor. Of course, each contributor
might make several incident reports and so another table would be used to hold this relation. The
columns in this table might include the name or identi�er of the person making the report, the date
of the report, the plausible worst case estimate of the severity of the incident and so on. Each row
in this incident table would store infromation about a di�erent report.

Relational database o�er a number of important bene�ts for the engineering of incident databases.
One of the most important of these is the relative simplicity of the underlying concept of a relation.
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Figure 14.3: Overview of the MAUDE Relations
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Unfortunately, the operational demands of many reporting systems have created the need for complex
relational schemas. A schema can be thought of as a high-level model of the relationships between
the di�erent information �elds that are held in the system . They are often structured in terms of
objects that would be recognisable to the users of the system. Hence, as we shall see, the MAUDE
schema groups information about devices, patients, manufacturers. Figure 14.3 provides a slightly
simpli�ed overview of the schema that is used to structure the FDA's MAUDE data. This overview
has been reverse-engineered from the technical information that was released to enable interested
parties to make use of data that is released under the US Freedom of Information provisions [268]. It
is also based on a study of the way in which information is retrieved by the FDA's on-line databases.
As can be seen from Figure 14.3, the data is structured around four di�erent relations: a master
event relation; a device relation; a patient relation and a text relation. For convenience, these are
stored and can be retrieved over the Internet in four di�erent �les.

The Master Event Data holds information about the person or group that reports an event. This
is the most complex of the relations. It distinguishes between a total of seventy-two di�erent items of
information. It also illustrates previous comments about the way in which relatively simple ideas can
quickly be compromised by the operation demands of an incident reporting system. The high level
structure of this �le is illustrated by the top component of Figure 14.3. It is based around the idea of
a nested relational schema because any entry in the Master Event Data relation is, itself, composed
of more complex relations. These relations hold summary data about the nature of the event, about
who has reported the event and about the devices that were involved. Section A of the meta-relation
holds identi�cation information relevant to the report. This is compulsory for all reports because,
as we shall, see this acts as an index that can be used to cross-reference between the information
that is held in other relations within the MAUDE system. Section B hold information about the
particular event that is described in the report and again should be included for all reports. Section
E is only used if the report was submitted by a healthcare professional. Similarly, Section F only
applies to reports �led by device distributors. Section G only applies if the report was completed
by a device manufacturer. Finally, Section H is based around a relation that is used to structure
information about the devices that were involved in an incident. This should be included for all
incidents. As mentioned, the precise information that is held about any particular report depends
on the nature of the person or group who submitted the form. For instance, if a form was submitted
by a device distributor then the master record will hold information both about the distributor and
about the manufacturer that provided them with the device. In this instance, the Master Event
relation would contain sections A, B, F and H. If the report is �led by a healthcare professional
then they might not be in a position to enter this information into the reporting form and hence it
will be omitted from the database. The relation would, therefore, be composed from sections A, B,
E and H. Figure 14.3 is simpli�ed by only showing the relations that would record a report from a
manufacturer. The FDA provide summary information about the other formats [268].

It is reasonable to ask why anyone should devote this level of attention to the manner in which
data is stored within an incident database. It might be argued that such details relate solely to the
implementation of particular systems and are of little interest to a more general audience. Such
arguments neglect the consequences that such techniques can have upon the end-users of incident
databases. For instance, many local incident reporting systems adopt a more `naive' approach and
simply `
atten out' the nested relations that we have described in the previous paragraph. This would
result in every entry in the system being provided with a cell for a Health Care Professional's contact
address even though the report was submitted by a distributor or manufacturer. The signi�cance of
this should be apparent if we recall that MAUDE receives between 80,000 and 85,000 submissions
per year. Relatively minor changes to the relational schema can have a huge impact upon both the
time that is taken to search through or download an incident database.

As mentioned, the Master-Event component of the MAUDE database is composed from nested
relations. One element of this more complex structure structures the information that is necessary
to unambiguously identify each incident. Figure 14.3 illustrates this by the thick line that links the
MDR report key across all of the other relations in the MAUDE system. The importance of this
`key' information can be illustrated by the following example. Supposing that we wanted to �nd out
how many patients had been injured by all of the devices produced by a particular manufacturer, we



14.4. COMPUTER-BASED SEARCH AND RETRIEVAL 751

MDR Report
Key

MDR
Event Key

Report
Number

Source Code No. of
devices

No. of
Patients

Date
received

Generated Generated Generated Voluntary/
User facility/
Distributor/
Manufacturer

0..Max 0..Max Date

2339271 319405 2919016-
2001-00002

Manufacturer 1 1 06/22/2001

2339103 319248 2124823-
2001-00010

Manufacturer 1 1 05/20/2001

Table 14.10: The MAUDE Master-Event Relation (Section A)

could begin by using the Master Event Section G to list all of the MDR Report Keys associated with
that Manufacturer's name. After having retrieved the list of MDR Report Keys we could then use
Section A of the Master Event File to �nd out the number of patients that had been reported to be
a�ected in initial reports to the system. It is important to note, however, that the MDR report Key
is insuÆcient to unambiguously identify all information within the system. For instance, an incident
might involve more than one device. In this case, Figure 14.3 shows how each entry in the MAUDE
Device Data relation must be identi�ed both by the MDR report key and by the Device Event Key.
Again, it is important to emphasise that these implementation details have a profound impact upon
the users of an incident reporting database. If they are not taken into account during the early stages
of development then it can be diÆcult to extract critical information about previous incidents. In
the example outlines above, it might be diÆcult to extract information about the individual devices
that are involved in a single incident. If this data is not clearly distinguished then it can, in turn,
become either diÆcult or impossible to trace the pervious performance of the manufacturers of those
devices. Too often, investigators and regulators have sub-contracted the implementation of incident
reporting databases with the assumption that such relational structures are both obvious and easy to
implement. Equally sub-contractors have often failed to communicate the impact of these technical
decisions on those who must operate incident databases. It is, therefore, hardly surprising that so
many people express disappointment and frustration with the systems that they are then expected
to use.

Table 14.10 provides more details about the report identi�cation information that is held in the
Master Event relation. As can be seen, each new entry is automatically assigned three reference
keys: the MDR report key, the event key and a report number. The precise meaning and purpose
of each of these values is diÆcult to infer from the FDA documentation that is provided with the
MAUDE database. However, it is apparent that the MDR report key and the event key are used to
index into other sources of information in the manner described above. The source code information
helps to distinguish between the various groups and individuals who might submit a report to this
system. Any contribution is either voluntary or is provided to meet the regulatory requirements on
end-user facilities, device distributors or manufacturers. The second row of the table summarises the
type of information that can be entered in each column. The third and fourth rows of table 14.10
present the values that were entered into the MAUDE database to describe two recent software
related failures.

Table 14.11 characterises the nested relation inside the Master Event record that holds infor-
mation about device manufacturers. Recall that this is only used if a report is submitted by a
manufacturer. As can be seen, the name and address of the contributor is stored with the record.
Table 14.11 is a slight simpli�cation because the address component of this relation is itself a nested
relation containing �elds to store manufacturer's street name, their city and state, their telephone
number and so on. It might seem like an obvious and trivial requirement to provide such a struc-
ture to record the contact information of a contributor. However, the MAUDE structure shows
considerable sophistication in the manner in which this data is handled. For instance, two �elds
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MDR
Report Key

Manufacturer's
Name

Manufacturer's
Address

Source Type Date Manufact.
Received

Generated Text Address Other/
Foreign/
Study/
Literature/
Consumer/
Professional/
User facility/
Company rep./
Distributor/
Unknown/
Invalid data

Date

2339271 A. Maker Somewhere Professional,
Other

05/30/2001

2339103 Another Maker Somewhere Else Professional,
User Facility

05/18/2001

Table 14.11: The MAUDE Master-Manufacturer Relation (Section G)

are associated with street address information. Many databases simplify this into a single �eld and
then subsequently have problems encoding information about appartments and oÆces that have
`unconventional' addresses. These issues are not simply important for the technical operation of the
incident database. They can also have signi�cant consequences for the running of the system. It is
clearly not desirable to have investigators search for a contributor to a con�dential or anonymous
system in order to conduct follow-up interviews.

Table 14.11 also includes an enumerated type, or list of values, that can be used to describe
the source that �rst alerted the device manufacturer to the incident. This information is critical
and is often omitted from incident databases. Chapters 3 and Chapters 6 have argued that it is
important not simply to identify the causes of a near-miss or adverse occurrence. It is also important
to identify those barriers that prevented such incidents from developing into more critical failures.
Any mechanism that alerts a contributor to a potential failure is an important component in the
defences that protect the safety of future applications. Often this information is embedded within
free-text descriptions of adverse events and it can prove to be extremely diÆcult to collate data
about such defence. The MAUDE system avoids this problem by �rstly prompting the contributor
to provide this information by ticking an element in a list of the incident form and then by encoding
their response within the `source type' �eld of the relation illustrated in Table 14.11. The elements
of this type are instructive in their diversity. Incidents may be detected from a healthcare consumer
or a healthcare professional, they can also be identi�ed by literature reviews or other forms of �eld
study. The �nal rows of Table 14.11 illustrate sample values for this relation.

Table 14.12 presents the �nal nested component of the Master Event relation. This is completed
for all submissions and provides initial details about the devices that were involved in a near miss
or adverse occurrence. Again an examination of the components of this nested relation can be
used to illustrate some of the points that have been made in the previous chapters of this book.
For example another enumerated type is used to categorise the immediate remedial actions that a
manufacturer has taken to address any incident that has been brought to their attention. This is
signi�cant because many incident and accident analysis techniques focus directly on causal events
rather than examining the critical actions that are taken in the aftermath of an adverse occurrence.
In this instance, the manufacturers' actions are important because they may pre-empt any further
regulatory actions by the FDA, for instance, if a device recall has already been issued.

The care that has been taken in devising the FDA's relational scheme is also illustrates by the
use code in Table 14.12. Figure 3.3 in Chapter 3 illustrated the higher probability of failure that
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MDR
Report Key

Made
When?

Single
use?

Remedical Action Use Code Correction
No.

Event Type

Generated Date Yes/
No

Recall/
Repair/
Replace/
Relabelling/
Other/
Noti�cation/
Inspection/
Monitor Patient /
Modi�cation/
Adjustment/
Invalid data

Initial use /
Reuse/
Unknown

Previous
FDA No-
ti�cation
Reference

Death/
Injury/
Malfunction/
Other

2339271 - No - Initial use No Other
2339103 05/18/2001 No Noti�cation Initial use No Other

Table 14.12: The MAUDE Master-Device Relation (Section H)

is associated during the initial period of operation for hardware systems. This occurs because of
component variations but also from the problems associated with setting up devices and of learning
to operate them under particular working conditions. The use code in the Master Event Relation,
therefore, distinguishes between initial use and reuse of any particular device. This �eld also il-
lustrates a generic problem with incident reporting databases. Ideally, we would like to provide a
meaningful value for every �eld in every relation. This would enable use to satisfy requests of the fol-
lowing form `how many incident reports related to the initial use of a device?' or `how many reports
were immediately resolved by the manufacturer issuing a recall?'. Unfortunately, lack of data can
prevent investigators from entering all of the requested data into an incident database. For example,
if a healthcare professional informs a manufacturer of an incident they may neglect to pass on the
information that is necessary to complete the use code. In such a circumstance, the manufacturer
would tick the `unknown' category and return the form to the FDA to be entered into the MAUDE
database. This would create problems because if we attempted to answer the question \how many
incident reports related to the initial use of a device?' then it would be unclear how to treat these
`unknown' values. If they were excluded then this might result in a signi�cant underestimate of
the initial device set-up problems. If they were excluded then the converse problem would occur.
Similar concerns can be raised about the `Remedial Action' �eld in Table 14.12. In this case, the
FDA analysts can enter an `invalid data' category rather than `unknown'. This is worrying because
manufacturers might, in fact, be exploiting a range of potentially valid remedial actions that are
lost to the database simply because they do not �t easily within the categories of remedial action
that are encoded within this component of the Master Event relation. These concerns lead to two
key heuristics for the application of relational databases to incident reporting:

� unknown data. If an `unknown' value is entered for a �eld then a caveat must be associated
with any statistics that are derived from the data in that �eld. Ideally, this warning should
provide information about the proportion of unknown values compared to those that are known
for that �eld.

� invalid data. If `invalid data' is entered for a �eld then analysts should also record a reason
why this option was selected. System managers should then conduct periodic reviews to ensure
that important information is not being omitted through poor form design or an incomplete
relational schema.

It is important to emphasise that to entirely exclude either of these categories would place severe
constraints on data entry for incident reporting systems. In contrast, these heuristics are intended
to ensure that relational schemas continue to o�er the 
exibility that is necessary when encoding
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incomplete accounts of adverse occurrences and near misses. They are also intended to ensure that
this 
exibility does not compromise the integrity of the information that is derived from incident
databases [224].

MDR Report
Key

Device Event
Key

Device
Seq. No.

Device
Available?

Age Brand
Name

Generic
Name

Baseline
id

...

Generated Generated 1.. Max Yes/
No/
Returned/
No answer

0..Max Text Text Generated ...

2339271 328578 1 No 2 The
Item

HNID
Panel

K833027 ...

2339103 328407 1 No 3 Product Central
Station

K954629 ...

Table 14.13: The MAUDE Device Records

Table 14.13 illustrates how MAUDE holds further device information in a separate relation. This
separation can be explained by the observation that the Master Event relation holds information that
is derived from the incident report. The device relation, in contrast, can hold information that need
not be available from the initial report. For instance, Table 14.13 includes a �eld that is intended to
hold information about any baseline report that is associated with a device. Chapter 6 has described
how baseline reports must be submitted in response to the �rst reportable incident involving a
particular device. It provides basic device identi�cation information including: brand name, device
family designation, model number, catalogue number and any other device identi�cation number.
This information helps ensure clear, unambiguous device identi�cation. From this it follows that
if the incident described in the Master Event relation is not the �rst occurrence to a�ect a device
than the baseline report summarised in the device relation will be based on previous information.
It is again important to emphasise that the relation shown in Table 14.13 simpli�es the data that
is actually held by the MAUDE system. The device relation ic composed of 43 individual �elds.
These include information not only about the particular device that was involved in the incident but
also about the product range or family that the device belongs to. Such details again emphasise the
importance of considering each element of a relational scheme in order to ensure that it captures all
of the information that may subsequently help to identify patterns of failure in similar devices.

Table 14.13 illustrates a number of further, generic issues that a�ect relational schemas in many
di�erent incident databases. For instance, the device sequence number helps to distinguish between
the di�erent items of equipment that can be involves in any single incident. In order to refer to
any particular device record, therefore, it may be necessary to supply both the MDR report key
and the sequence number. Alternatively, a device event key can also be supplied to unambiguously
identify a device record. Table 14.13 also captures some forensic information, including whether or
not a particular device is available for examination. As with the use code in Table 14.12, this �eld
also permits the entry of an unknown value. In this case it is termed `no answer'. This illustrates
a potential problem for the coders who enter the data into the system. They must be trained to
distinguish between, or conversely to ignore, the subtle di�erences in terminology that are used to
represent null values in these two di�erent contexts.

A further relation holds information about the patents that were a�ected by a near miss or adverse
occurrence. This is completed even if there were no long term consequences for the individuals who
were involved in an incident. Just as there can be several devices that are involved in an incident,
there can also be more than one patient. In consequence, any individual patient record must be
identi�ed both by the MDR report key and also by the patient sequence number. The sequence
numbers that are associated with any incident can be inferred from Section A of the Master Event
relation because this records the total number of patients that were a�ected by an incident. The
integrity of the database therefore depends upon a number of assumptions:
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MDR Report
Key

Patient
Sequence No.

Date Received Sequence
Treatment

Patient Outcome

Generated 0..Max Date Sequence-
Treatment pair

Life threatening/
Hospitalization/
Disability/
Congenital Abnormality/
Requireed Intervention/
Other/
Unknown/
No information /
Not applicable /
Death /
Invalid data

2339271 1 06/22/2001 - Other
2339103 1 05/20/2001 - Other

Table 14.14: The MAUDE Patient Records

1. the Master Event record must accurately record the total number of patients that were a�ected
in an incident.

2. a di�erent Patient Data record must be stored for each patient involved in an incident.

3. each Patient Data record must include a unique Patient Sequence Number and these must
follow consecutively from 1 to the total number of patients stored in the Master Event record
with the same MDR report key.

If any of these integrity constraints are violated then there is no guarantee that it will be possible
for an implementation of the database to return the patient records of all individuals who may have
been a�ected by a near miss or adverse occurrence. For instance, if a patient record was allocated a
sequence number greater than the maximum number of patients noted in the Master Event record
then doubts would be raised about the reliability of that data. It is also likely that the algorithms for
assembling information about an incident might miss the additional patient record if they assumed
that the Master Event record was correct.

There are a number of similar constraints that must be observed by those who maintain the
MAUDE system. For example, the device sequence number might be related to the total number
of devices in the same manner that the patient sequence number is related to the total number of
patients. There are further examples. For instance, the Master Event relation, Section H, contains
information about the nature of the adverse event. Analysts must enter whether the incident resulted
in a death, injury, a malfunction or some other outcome. Similarly, the individual patient records
include a `patient outcome' �eld that distinguishes between the following categories: life threaten-
ing; hospitalization; disability; congenital abnormality; requireed intervention; other; unknown; no
information; not applicable, death and invalid data. Clearly the integrity of the database would
be compromised if a patient record indicated that a fatality was associated with a particular MDR
report key while the Master Event relation showed that the outcome was a malfunction. Fortunately,
many database management systems provide explicit support for automating these consistency con-
straints. They will alert users to potential problems if they arise during data entry. It is, however,
less easy for these systems to help users distinguish between the overlapping categories that the
FDA have introduced for some �elds. These include the `other', `unknown', `no information', `not
applicable' and `invalid data' options, mentioned above. Later sections will describe the problems
that coders have experienced in choosing between these di�erent values when they complete report
forms and enter them into incident databases.

Table 14.14 also includes information about the treatment that the patient received following an
incident. Any individual patient may receive a number of di�erent treatments. In consequence, the
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MAUDE relation includes a sequence-treatment pair. This simply associates a number with each
of the treatments that was used on that particular individual. It would be possible to construct a
further relation that holds more detailed information about each treatment. This could be indexed
by the MDR report key, the patient sequence number and the sequence number of the treatment.
The data that is released by the FDA from the MAUDE system does not do this. Instead it adopts
this compromise approach that resembles a compound attribute [224]. The more general point
here, however, is that the database records remedial actions that relate to individual devices, such
as product recalls, and the treatments that are taken to counter any adverse consequences for an
incident to the patients that are a�ected. In other words, MAUDE illustrates the broad approach
that must be taken when considering what information to capture about the response to any incident.

Table 14.15 provides an overview of the �nal relation that is used to structure incident data in
the FDA's MAUDE system. This relation os central to the success of the system and it represents a
solution to a generic problem that a�ects all incident databases. The previous relations have provided
a means of grouping or structuring related information. The patient relation holds information
about an individual patient, the device record holds information about an item of equipment that
is implicated in an incident and so on. Each element of information that might be placed within
a �eld in one of these relations has an associated type. Most of these types are constrained. For
instance, the event type in Section H of the Master Event record can only take the values: death;
injury; malfunction or other. This helps to reduce coding problems. Analysts must only di�erentiate
between a few values rather than the subtle di�erences that might exist between a larger range of
potential values. They also help to provide numerical results for statistical analysis. It is relatively
easy to sum the total number of incidents which were classi�ed as resulting in a death. This would
be far harder if analysts were able to enter any free text value that they liked in the event type �eld.
Analysis might use the terms `fatal' or `fatality', `dead' or `death' and so on. An automated system
would then have to predict all of these potential values and recognise that they were equivalent in
calculating any summary statistics. These problems are avoided by have a small range of admissible
values that are associated with the various �elds in a relation schema. Similarly, the �elds in the
schema also de�ne a minimum data-set that should be obtained about each incident. The previous
paragraphs have described how this minimum data-set can depend upon the nature of the incident
report. The information that is available for voluntary reports by a healthcare professional might
be very di�erent than that which is available following a mandatory report from a manufacturer.
Similarly, we have also described how lack of evidence in the aftermath of an incident can prevent
investigators from satisfying the minimum requirement implied by a relational schema. The key point
is, however, that by providing `invalid data' or `unavailable' options in the database, investigators
can be sure that this analysts were prompted for this information when they entered incident data
into the system. Any omission, in principle, should be due to the constraints that characterise the
aftermath of the incident rather than neglect on the part of the analyst.

Unfortunately, the strengths that the relational model derives from the explicit grouping of
related �elds of typed information can also be a signi�cant weakness for many incident reporting
systems. As we have seen, many near misses and adverse occurrences cannot easily be characterised
into the relatively small number of �elds that have been introduced in the previous pages. For
example, the MAUDE relational schema o�ers almost no opportunity for analysts to enter the
contextual information about workplace factors, such as time pressure or staÆng issues, that have
been stressed in previous chapters. If any database only recorded the typed information mentioned
above then subsequent investigators would derive a very biased view of the causes of previous
incidents. In consequence. most relational systems also provide for storage and retrieval of large
textual accounts. For instance, Table 14.15 shows how there are two di�erent types of text that can
be associated with each MDR report key. Event description summarise any additional information
about the immediate course of a near miss or adverse occurrence that cannot be provided in the
previous �elds. The manufacturer narrative, in contrast, provides an opportunity for the producers
of a device to respond to any incident reports. As can be seen in Table 14.15, this response can
include information about subsequent studies into the cause of an incident. Such studies must
describe the methods used and the results that were obtained. It might, therefore, be argued that
a nested relation could be used to distinguish these approaches. This would enable analysts to
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MDR
Report
Key

Text Key Text Type Patient
Seq.
No.

Report
Date

Text

Generated Generated Event
description/
Manufacturer
narrative

0..Max Date Text

2339271 1173556 Event
description

1 06/22/2001 User reported a clinical isolate
was identi�ed on Microscan HNID
panel read by the walk-away in-
strument system as Neisseria Gon-
orrhoeae with 99% probability.
The specimen was from a blood
source from PT. due to the un-
usual source for this organism the
specimen was sent to the State
Health Dept Reference Lab for
con�rmation. The State Refer-
ence Lab Identi�ed the organism
as Neisseria Meningitis.

2339271 1173558 Manufacturer
narrative

1 06/22/2001 H.6 EVAL METHOD: obtained
clinical isolate from customer
and tested on products involved
i.e. HNID panels and Microscan
Walk-away Instrument system.
Reviewed complaint history, per-
formance evals, labeling and lit-
erature regarding reported issue.
H.6. RESULTS: Biotype re-
ported by user was duplicated
by Microscan Technical Services
lab. Atypical results suggest
and footnotes indicate N. Gonor-
rhoeae identi�cation required ad-
ditional tests to con�rm. Results
from add'l tests should lead to a
presumptive identi�cation on N.
Meningitis. Results of complaint
history review revealed a very low
complaint volume for this issue...

Table 14.15: The MAUDE Text Records
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pose queries about which manufacturers had used a particular evaluation method in response to an
incident failure. This is not, however, possible using MAUDE because a general text �eld is used
rather than the more strongly typed approaches that are embodied in previous relations.

The examples in Table 14.15 illustrate the way in which several textual accounts can be associated
with a single incident. As mentioned, there is both an event description and a manufacturer narrative
for event report 339271. It is also important to realise that more than one individual may be a�ected
by an incident. In such circumstances, an event description can be associated with each person who
was, or might have been, injured. The previous table, therefore, includes the patient sequence
number associated with each text report. For this it follows that in order to uniquely identify any
particular report, analysts will have to supply the MDR report key, the text type and the patient
sequence number. In some cases, manufacturers may make more than one response to an incident.
If such multiple responses were admitted then analysts would also have to specify the date of the
message that they were interested in retrieving. Such requirements appear to introduce unnecessary
complexity into an incident database. It is important to remember, however, that there could be
profound implications if it appeared that a subsequent response to an incident had in fact been made
in the immediate aftermath of an adverse report. Unless the database supports such version control,
investigators would have no means of knowing when a narrative was introduced into the system.

This section has provided a relatively detailed analysis of the relational model that is used
by the FDA to structure the data contained in their Manufacturer and User Facility Device Ex-
perience Database. The level of detail in this analysis is justi�ed by the observation that many
reporting databases have failed to provide their expected bene�ts precisely because those who have
commissioned these systems have failed to pay suÆcient interest to these details. Conversely, the
sub-contractors who are typically enlisted to implement these systems often fail to explain the con-
sequences of particular relational schema both on the queries that can be posed of the system and on
the performance that can be obtained as the size of the system grows. Our analysis has also helped
to identify a range of bene�ts that can be derived through an appropriate use of the relational model
that is embodied in most incident databases:

� Analytical help in developing the relational schema. It can be argued that the process of
developing the relational schemas that underly many databases can help to indentify key
information requirements. This process is supported by a range of well-documented methods,
including entity-relationship modelling and the analysis of normal forms [224]. In particular,
these approaches can help to expose the integrity constraints that must be satis�ed by any
implementation. Although these techniques have their limitations and none are speci�cally
intended to support the development of incident databases, they do have the strong advantage
that they are `industry standard' and hence widely understood. This introduces an important
paradox because the reverse enginering of many incident databases has revealed important
structural weaknesses, which suggest that many of these systems have been built without the
bene�t of these relatively simple engineering techniques [414].

� Analytical help in guiding incident classi�cation. The development of a relational schema is
intended to enable investigators, regulators and safety managers to classify incident reports
so that they can be analysed and retrieved at a later date. The process of constructing a
relational schema, therefore, forces people to consider the forms of analysis that any system
must support. This leads to an important decision. Either the person submitting a form
must indicate appropriate values from an incident classi�cation or the analysts must codify
a less structured account into the �elds that are included in a relational schema or a hybrid
model can be adopted where the contributor performs a `�rst pass' classi�cation that is then
re�ned by the investigator. No matter which approach is adopted, the key point is that the
development of the incident database must have an impact on the manner in which data is both
elicited and codi�ed. It is, therefore, extremely diÆcult to simply bolt-on an existing database
to an incident reporting system where either contributors or analysts will have to adjust their
behaviour to support the values that are built into a relational schema. In such circumstances,
rather than guiding analysts and contributors towards an appropriate classi�cation they can
�nd that a database forces them to `squeeze' or `massage' an incident into inappropriate data
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structures.

� EÆciency. One of the key technical bene�ts behind the relational approach is that it helps to
avoid the duplication of redundant information. Ideally, we might store information about a
device manufacturer once. Similarly, an optimised system would only ever store a single record
about any particular device. This would record the complete service and version history of that
item. A link could then be made from an incident report to a device record and from there
to the associated manufacturer. An alternative model would be to duplicate manufacturer
information each time a new incident record was created. This is not only wasteful in terms
of the storage that is required, it can also signi�cantly increase the amount of time that is
required to collate incident information. The technical reasons for this relate to the search
latencies that are associated with primary and secondary storage. Relational techniques can
use indexing so that once a common item of information is stored in main memory then those
details do not then need to be repeatedly fetched from slower secondary media [224].

This is a partial summary, however, it is also important to stress that our analysis has identi�ed
a number of problems with the use of relational databases for incident reporting. For instance,
many of these applications rely upon strong typing to clearly distinguish between the admissible
values that can be entered into each �eld. This creates problems because in the early stages of an
investigation it is often impossible to be certain about which values might hold. A good example
of this might be the problems associated with any assessment of the consequences of an incident
based on a clinical prognosis. This uncertainty results in a proliferation of `unknown' values that
make it very diÆcult to interpret the accuracy of statistics that are derived from incident databases.
Similarly, it can be very diÆcult for analysts to accurately and consistently distinguish between the
numerous values that might be entered into particular �elds within a relation. This can result in
similar incidents being classi�ed in a number of di�erent ways within the same relational schema.
It can also lead to `not applicable' values being used as a default. The previous discussion has
also identi�ed the potential vulnerabilities that can arise from the relationships that often exist
between the components of a schema. In particular, problems can arise from the way in which
MAUDE links the maximum number of patients and devices in the Master Event record to provide
a range for patient and device sequence numbers. Automated support must be provided to ensure
that consistency requirements between these linked values are maintained throughout the lifetime
of the database. This is a partial summary. the following sections expand on the problems that can
a�ect the use of the relational model for incident reporting databases. Subsequent sections then go
on to review further computational techniques that can be used either to replace or augment this
approach.

Problems of Query Formation

Previous sections have described how the relational model can be used to reduce the storage re-
quirements and increase the speed of queries that are performed on incident databases. It provides
further advantages. For instance, search requests can be formulated a using relational algebra. The
operators within these languages have a close relationship to the operators of set theory, such as
union, intersection and set di�erence. This o�ers a number of bene�ts. Firstly, the components of
the relational algebra should have a clear semantics or meaning. Users can apply the basic ideas in
set theory to gain some understanding of the query languages that are supported by most relational
databases. There are further bene�ts. As most implementations exploit set theoretic ideas, it is
therefore possible to apply knowledge gained from one relational database system to help under-
stand another. The mathematical underpinning of the approach support skill transfer and a certain
degree of vendor independence. Unfortunately, as we shall see, relatively few investigators or safety
managers have acquired the requisite understanding of set theory or of relational algebra to exploit
these potential bene�ts. The following sections provide a brief overview of the relational operators
applied to an incident database. The intention is both to illustrate the potential application of this
approach and also to illustrate some of the complexity that can arise from the relational algebra.



760 CHAPTER 14. DISSEMINATION

Before discussing the set operators, mentioned above, it is necessary to introduce two additional
elements of the relational algebra: SELECT and PROJECT. The SELECT operator is usually
represented in the relational algebra by � and is applied in the following manner:

� < selection condition > (Relation) (14.1)

The selection condition is a Boolean expression that is usually formed from attribute names, oper-
ators and constants. The operators include =; >;�; <;�. Attribute names denote particular �elds
in a relation. For instance, Table 14.12 includes the attributes MDR report key, made when? single
use? remedial action, use code, correction number and event type. The constant values include
elements of the classi�cation scheme that might be entered into these �elds. For example, the Use
Code constants include `Initial use', `Reuse' and `Unknown'. We can put all of this together in the
following manner:

� < Use Code = Initial Use > (Table 14:12) (14.2)

This expression would yield all of the entries in Table 14.12 which were associated with the initial
use of a device. One of the bene�ts of this approach is that we can combine elements of the algebra
to form more complex expressions. For instance, we might want to SELECT all entries that relate
to either the initial use or reuse of medical devices:

� < Use Code = Initial Use > OR < Use Code = Reuse > (Table 14:12) (14.3)

The SELECT operation can be thought of as selecting a row from one of the relations in a database
schema [224]. The PROJECT operator, in contrast, can be thought of as selecting particular columns
within a relation. The application of this operation can be illustrated as follows. The �rst sentence
denotes the general form of the PROJECT operator. The second sentence shows how it can be
applied to the relation in Table 14.12. This would yield a list of all MDR keys together with the
date when the corresponding device was manufactured and the type of event it was involved in:

� < attribute list > (Relation) (14.4)

� < MDR report key ;made when?; event type > (Table 14:12) (14.5)

There are a number of important features of the SELECT and PROJECT operators. For example,
if the projection is applied to non-key �elds then it is likely that it will yield duplicate values. For
example, if we omitted the MDR Key �eld in the previous example, we might derive a number of
reports in which the devices were made on the same day and produced the same outcome. The
PROJECT operation �lters these duplicate values because the result must itself be an operation.
Brevity prevents any sustained analysis of these more detailed features, the interested in reader is
directed to [224]. In contrast, the following paragraphs focus on the main features of the relational
algebra. The intention is to illustrate both the power of the approach but also the usability problems
that can prevent many investigators from exploiting this language as a means of interacting within
incident databases. It is often necessary to combine the operations in the relational algebra to form
more complex requests. For example, we might wish to create a list of the dates and MDR keys
for all incidents that occurred during the initial use of a device. This can be done in the following
manner. Both of the following forms are equivalent, however, the operations (14.7) and (14.8) make
use of the RENAME ( ) operator to hold the intermediate result of the SELECT operation. This
can provide important bene�ts as users form more complex queries:

� < MDR report key ;made when? > (� < Use Code = Initial Use > (Table 14:12))(14.6)

TEMP RELATION  (� < Use Code = Initial Use > (Table 14:12) (14.7)

� < MDR report key ;made when? > (TEMP RELATION ) (14.8)
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As mentioned, an important strength of the relational algebra is that it builds upon the relatively
well-known concepts of set theory. For example, the UNION operator can be used to produce
a relation that is composed from the set of tuples that are in one or other or both component
relations. This can be illustrated by the following example. Suppose that an investigators wanted to
derive the MDR event keys for all incidents involving devices that were manufactured on or before
1996 or that were in use for more than six years. This can be done in three stages. Firstly, (14.9)
and (14.10) identify the devices that were manufactured during or before 1995. Then (14.11) and
(14.12) extract those devices that have been in operation for six or more years. Finally, (14.13)
forms the union of the two previous stages of the operation:

Temp1 � < made when? � 1995 > (Table 14:12) (14.9)

Old devices  � < MDR Report Key > Temp1 (14.10)

Temp2 � < age? � 6 > (Table 14:13) (14.11)

Old models  � <MDR Report Key > Temp2 (14.12)

All Old Devices  Old models
[

Old devices (14.13)

(14.14)

INTERSECTION and SET DIFFERENCE can be used in a similar fashion. For example, we could
identify the MDR Report Keys of devices that were manufactured during or before 1996 but which
have not been in operation for 6 or more years using SET DIFFERENCE in the following manner:

Legacy Devices  Old models �Old devices (14.15)

Conversely, we can identify those models that were manufactured during or before 1996 and which
have been in operation for six years or more using INTERSECTION. This illustrates the 
exibility of
the relational algebra. It is possible to use the set theoretic operators to express a range of relatively
complex constraints that can be applied to relatively simple relational schemas:

Obsolete Devices  Old models
\

Old devices (14.16)

The JOIN (./) operation is used to combine related tuples from two relations to form a single
relation. If the �rst relation has N attributes and the second relation has M attributes then the
resulting relation will have N+M attributes. The application of this operation can be illustrated
in the following manner. The �rst sentence illustrates the general form of the JOIN relation. The
second sentence illustrates how it can be used together with the All Old Devices that was derived
from (14.13) to extract all of the patient related information for incidents that involved devices,
which were either manufactured during or before 1996 or that have been in use for more than six
years:

Relation 1 ./< join condition > Relation 2 (14.17)

Patients a�ected  All Old Devices ./<MDR Report Key > (Table 14:14) (14.18)

As before, a number of additional details must be considered when using this operator. For instance,
the results of a JOIN operation do not typically include any tuples with NULL values in the parame-
ters of a join condition. This property of the relational algebra can have important consequences for
incident reporting databases. The proliferation of null values can mask a large number of candidate
incidents that might have been included within the results of a particular query if more information
had been obtained about the adverse occurrences that they document. Hence, the results of queries
that use the JOIN operator may signi�cantly under-report all possible candidate incident records.
They may also mask the number of reports that are omitted by simply `dropping' all candidate tuples
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with NULL values. These problems cannot arise in the previous example because we have joined
the relations on the primary key that is used throughout the MAUDE system, in other words the
MDR Report Key cannot contain a null value. Problems would, however, arise if we attempted to
perform a JOIN using the Patient Outcome or Source Type �elds. As we shall see, MAUDE avoids
this problem by constraining the queries that can be performed using these relations. In general,
this problem can be avoided by using a form of the OUTER JOIN operation. Unfortunately, such
distinctions are often not apparent to those who must learn to use incident databases [472].

A number of pragmatic observations can be made about the relational algebra and its use within
incident reporting systems. For those with a mathematical background, it o�ers a clear semantics
and its origins in set theory can reduce training times. For those without such a training, it can
appear to be both complex and confusing. There are also other aspects of the language that often
irritate both sets of users. A particular feature is that the user must specify a precise ordering for
each operation. If they are performed in any other sequence then the result may not be what the
user had anticipated. The syntax associated with the relational algebra has also been criticised as
opaque and diÆcult to learn [224]. It is for this reason that the Structured Query Language (SQL)
has emerged as a standard means of interacting with many database systems. There are strong
di�erences between the elements of this language and the relational algebra. Duplicate values are
allowed within in SQL tables, they are not permitted within relations. Hence the mathematical
underpinnings of SQL are based more on bags that sets of tuples. There are further di�erences.
For instance, the SQL SELECT statement has no formal relationship to its counterpart that was
introduced in previous paragraphs:

SELECT <attribute list>

FROM <table list>

WHERE <condition>

In this general form, <attribute list> is a list of the attribute names or �elds whose values are
to be retrieved by the query. A <table list> is a list of the relation names that will be processed
by a query. As might be expected, <condition> is a boolean expression that identi�es those relation
components that are to be retrieved. The application of this form can be illustrated by the following
query, which retrieved the MDR Report Keys and the date of manufacture for devices that were
either being used for the �rst time or were being re-used when an incident occurred:

SELECT <MDR Report Key, made when?>

FROM Table.14.12

WHERE <Use Code= Initial Use> OR <Use Code= Reuse>

The SQL query is intended to be declarative. Users should not have to worry about the precise
ordering of the individual terms in an expression. It can be contrasted with the corresponding
formulae in the relational algebra in which the select must be performed before the projection
because the projection would strip out the information about the use code that is used as the basis
for the selection operation:

� < MDR report key ;made when? > (� < Use Code = Initial Use > (Table 14:12)) (14.19)

SQL o�ers further bene�ts. In particular, it is possible to construct complex queries that select
elements from several di�erent relations or tables. The following example extracts the MDR report
key, any remedial actions and the patient outcome for any incidents involving the CIU panel brand
of devices. Notice that the patient outcome is derived from the data that is held in the MAUDE
patient �le, illustrated by Table 14.14, while the remedial action is associated with a particular
device report, illustrated by Table 14.12:

SELECT <Table.14.12.MDR Report Key, Table.14.12.Remedial action,

Table.14.14.Patient outcome>

FROM Table 14.12,Table.14.14

WHERE <(Table.14.12.MDR Report Key = Table.14.14.MDR Report Key) AND

(Table.14.12.Brand name = `CIU Panel')>
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In addition to these mechanisms for complex query formation, SQL also o�ers a limited range of
statistical operations that can be used to support the monitoring functions, which will be discussed
in Chapter 15. These functions include SUM, MAX, MIN and AVG. These can be applied to a set or
bag of numeric attributes. The following example illustrates a query to �nd out the total number
of patients that have been a�ected by adverse incidents, the maximum number a�ected by a single
incident and the average number of patients a�ected:

SELECT <SUM(Number of patients), MAX(Number of patients), AVG(Number of patients)>

FROM Table 14.10

The rapid development of SQL as a standard for interaction with relational databases provides
a strong indication of its advantages over the `raw' relational algebra that has been illustrated in
previous pages. However, these bene�ts do not provide a panacea for the implementation of incident
databases. Many of the advantages that SQL o�ers can only be appreciated by programmers and
developers who have the necessary background to exploit many of its more advanced features. The
majority of safety managers, of regulators and of incident investigators have little appreciation of how
to use SQL. This creates considerable practical problems. For instance, the `query paradox' arises
because those people who can best exploit data about previous failures lack the technical expertise to
form the queries that reveal hidden patterns within the data. In contrast, the individuals who have
the technical expertise to form appropriate queries often lack the understanding of the application
domain that is necessary to identify what questions to ask the incident databases. This paradox
does not simply a�ect incident databases. Its consequences are, however, potentially more serious
given the nature of the data that is held in this systems. There are a number of potential solutions.
For instance, database experts and information technologists might be trained to have a greater
appreciation of the application domain. Alternatively, investigators, regulators and safety managers
might be trained to have a greater appreciation of the technical underpinnings of the systems that
they use to support the everyday tasks. Unfortunately, neither of these alternatives seems to have
been followed in any systematic manner. It is more common to �nd a lack of understanding between
those who maintain reporting databases and those who must use them [423]. This is often revealed
in complaints that the system will not provide access to data that the users believe it `must hold'.
Conversely, administrators are often faced with demands to support facilities that cannot easily be
provided using relational databases, such as free-text retrieval.

The tensions that are created by the query paradox focus on the design of the user interface to
incident databases. These, typically, attempt to simplify the task of interacting with large collections
of data by supporting a limited number of pre-formulated queries. All that the use has to do is specify
values for the particular �elds that they are interested in. This can create potential con
icts because
these pre-canned queries are unlikely to satisfy the diverse requirements of many potential users.
Previous paragraphs have emphasised the diÆculty of predicting all of the possible queries that
investigators and regulators might want to pose to such a system. Phrases such as `data mining'
and `exploratory analysis' are often used to publicise these systems but these activities are hardly
supported by the limited numbers of `pre-canned' queries that are supported by many incident
databases. In consequence, support sta� are often faced with continual requests to perform one-o�
analyses that cannot easily be constructed from the existing interface.

The top image of Figure 14.4 illustrates the screen that provides web-based access to the MAUDE
system. The bottom of the two images shows the list of incidents that can be derived from a
particular query. If the user selects any one these `hits' they can view a relatively complete summary
of the various �elds that have been described in previous paragraphs and which are illustrated in
Tables 14.10, 14.11, 14.12, 14.13, 14.14 and 14.15. As can be seen from the top screen, users can
either enter speci�c values for a relatively small number of �elds or they can perform a free text
search. Subsequent sections will describe the strengths and weaknesses of such `free-text' searches
in greater detail. For now it is suÆcient to observe that the standard query interface only provides a
very small subset of the potential queries that users might pose of the FDA's data. Recall that the
main data �le holds a relation with 72 �elds. The device �le relation provides a further 43 �elds. It
would be diÆcult to design a graphical user interface that would enable a untrained user to form the
wide range of SQL queries that might be performed on such data sources. The relative simplicity
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Figure 14.4: The MAUDE User Interface
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of the top screen in Figure 14.4 can, therefore, be seen to have strong design strengths. It does not
daunt initial users with a vast array of bewildering options. Equally, however, it does not support
the more sustained analysis of trends and patterns that might be performed by users who have a
more extensive knowledge of the technical under-pinnings of relational databases.

It is important to emphasise the complex nature of the paradox that was introduced in previous
paragraphs. Even if investigators are trained to appreciate the concepts and mechanisms of relational
databases there are many potential further pitfalls. Many professional software engineers fail to
construct `correct' queries using relational query languages such as SQL [702]. In other words, they
rely on queries that will not return the information that they are believed to. There are technical
issues, such as the di�erent semantics associated with the JOIN operator, that complicate the
application of these techniques. As we have seen, this is a particular problem for incident databases
that are likely to contain many NULL values in the aftermath of a near miss or adverse occurrence.
These technical issues are, arguably, less signi�cant than the problems of ensuring that incident data
is correctly entered into the system in the �rst place.

Problems of Classi�cation

The previous paragraphs have described how relational databases are constructed around a number
of �elds. Each of these �elds captures particular values. For instance, the event type in Section
H of the MAUDE Master Event record can be: death; injury; malfunction or `other'. The use
of such schemas o�ers numerous bene�ts. For example, it provides a national framework for the
collection and analysis of incident data. Any organisation that contributes to the system must
provide their data in a format that can easily be integrated into the relational schema. It is diÆcult
to under-emphasise the practical importance of this. Other industries, have experienced considerable
diÆculties in exploiting incident data precisely because they lack an agreed format that can be used
to structure incident information. For example, Boeing currently receives data about maintenance
incidents from many customer organisations. Each of these organisations exploits a di�erent model
for the records in their relational systems. As a result, the aircraft manufacturer must attempt to
unify these ad hoc models into a coherent database. The GAIN initiative has taken considerable
steps to address this problem [308]. At present, however, it can be diÆcult to distinguish between
bolts that have failed through design 
aws and bolts that have failed because of over-torquing by
maintenance engineers. Sam Laino� summarised the problems of populating relational databases:

\There is no uniform reporting language amongst the airlines, so it's not unusual to
�nd ten di�erent ways of referring to the same thing. This often makes the searching
and sorting task a diÆcult proposition? The data we have won't usually permit us to
create more re�nement in our error typing. But at times it will give us enough clues to
separate quality problems, and real human error from pure hardware faults." [472].

The previous quotation blurs the notion of a taxonomy or language for incident reporting and the
relational technology that is used to retrieve incident reports. This confusion is understandable.
Relational databases implement data models. The popularity of this technology has created a
situation in which it is diÆcult to envisage the development of a taxonomy or data model without
some corresponding computer-based implementation. On the other hand, there have been a number
of national and international initiatives to develop taxonomies for incidents and accidents without
considering the need for tool support. The US National Patient Safety Foundation (NPSF) clari�es
some of these important distinctions in its analysis of the Aviation Safety Reporting System (ASRS)
. The �nal sentence is particularly important because it identi�es the opposite problem to that faced
by Boeing. The previous quotation illustrates the diÆculty of synthesising incident data that does
not share a common model or taxonomy. The following quote recognises the danger that events will
be analysed until they �t the taxonomy even if that taxonomy does not accurately represent the
incident under consideration:

\In the discussion about incident reporting, it was pointed out that the ASRS uses
an extensive indexing system, but this is used to collect related subsets of narrative cases
from the database that pertain to a theme or question. The indexing system does not
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work automatically but is a tool used by the sta� to carry out analyses and to assist
outside parties use the database in their analyses. The indexing is used as a tool in
analysis; the classi�cation system it represents is not the analysis."

The importance of an appropriate data model cannot be under-estimated. For example, these tax-
onomies drive the statistical analyses that are often cited as a primary bene�t of incident reporting.
We have already described how the event type in Section H of the MAUDE Master Event records
whether an incident involved a death, injury, malfunction or `other'. Summing the number of records
in each category can provide valuable information about the types of occurrences and near-miss in-
cidents that are reported to the system. Equally, if we were concerned to identify the number of
incidents that resulted in a particular type of injury then we must look to other �elds in the MAUDE
system. If none of them satis�ed our information requirement then we might not be able to report
on those types of incident.

The incident models that are embedded within relational databases have further bene�ts. They
help to guide the local analysis and classi�cation of incident reports. This is a signi�cant bene�t
for large-scale systems. Central organisations may lack the necessary local insight to drive the
classi�cation of a particular incident. They may also lack the resources that are required to centralise
the analysis of every potential report. By devolving the classi�cation process to regional or local
representatives, central investigators can focus on responding to higher-criticality incidents or to
those exceptional incidents that do not �t into the existing taxonomy. A key point here is that
the values in the data model provide powerful guidance to those individuals who are documenting
an adverse occurrence. They provide a prompt for the type of information that must be provided.
They also indicate the particular values that each item of information might take. It is, therefore,
often argued that the data models that are embeded within relational databases help to improve
inter-rater reliability during the analysis of incident reports.

It can be extremely diÆcult to construct a taxonomy that is capable of capturing all of the
information that people might want to extract about adverse occurrences and near-miss incidents.
For instance, one approach is to rely upon a small number of high-level categories for most of the
data �elds. Information would be gathered about `software failures' rather than `
oating point
exceptions'. Similarly, incidents might be characterised by `human error' rather than `poor situation
awareness'. This approach has the advantage that many high-level categories will be resilient to
change. The particular forms of software failure that may be reported to a system can be a�ected
by changes in the underlying technology. Similarly, the �ndings of human factors research are likely
to have a more profound impact on detailed distinctions than they are upon broader categories.
There are further bene�ts. For instance, by restricting the number of distinctions that must be
made between di�erent types of incident data it is possible both to increase inter-rater reliability
and reduce potential training times for local and regional analysts.

Unfortunately, high-level taxonomies su�er from a number of limitations. The elements of these
models often fail to capture the particular details that characterise many incidents. They may,
therefore, omit information that might contribute to the safety of future systems. In particular,
high-level taxonomies tend to support retrieval systems that yield very low precision for many of
the queries that users want to pose. For instance, a request for information about `
oating point
exceptions' will fail if all relevant reports are classi�ed as `software failures'. One means of avoiding
this problem is to include free-text descriptions that provide additional details about the particular
characteristics of each incident. As we shall see, these can be searched using specialist information
retrieval techniques. These systems must recognise similar classes of failures in spite of the di�erent
synonyms, euphemisms and colloquialisms that are provided in free-text accounts of `bugs', `crashes',
`exceptions' and `run-time failures'. In general, however, users may be forced to manually comb
through each recorded software failure to extract those that relate to 
oating point exceptions.

The US National Co-ordinating Council for Medication Error Reporting and Prevention's Tax-
onomy of Medication Errors provides an example of a more �ne-grained approach to incident classi-
�cation [581]. This contains approximately 400 di�erent terms that record various aspects of adverse
incidents. If this were embodied within a storage and retrieval system then it would enable analysts
to pose a number of extremely detailed questions about both the causes and outcomes of adverse
medication incidents. Such a sophisticated approach also implies a high-level of training for those
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who must complete any analysis. Systems that are based on a detailed taxonomy increase the poten-
tial for confusion and ultimately low recall because di�erent classi�ers may exhibit subtle di�erences
in the ways in which they distinguish between the terms in the taxonomy. In consequence, a number
of these systems exploit 
ow-charting and similar techniques to help analysts identify which �elds
relate to a particular incident. Figure 11.9 provided an example of this approach by illustrating the
the Eindhoven Classi�cation Model. Analysts must �rst decide whether the causes of an incident
are primarily technical, organisational or `human'. Each of these high-level categories is successively
broken down into increasingly more detailed causal factors until the terminal nodes represent the
ultimate classi�cation that will be applied to an incident. A recent study of trained sta� classifying
incidents according to the MEDWATCH codes, described in previous sections, identi�ed a vast ar-
ray of potential pitfalls. These resulted in a recommendation that either the FDA consider funding
the centralised coding of all event reports or that the coding scheme be redesigned to bene�t from
top-down decomposition techniques similar to those exploited by the Eindhoven approach. MED-
WATCH codes could be merged with the coding systems and hierarchical structures available within
the National Library of Medicines Uni�ed Medical Language System with an additional hierarchical
coding system for device problem coding [262]. Unfortunately, further problems complicate the use
of these hierarchical coding schemes. As we have seen, many incidents stem from complex combi-
nations of many di�erent causal factors. It can be diÆcult to ensure that independent analysts will
arrive at the same classi�cation patterns even when they have access to such tools.

The problems of inconsistency in detailed classi�cation schemes can be seen as a slightly esoteric
concern. Many large-scale systems face the more prosaic problems of ensuring that sta� provide all
of the information that is required about an incident. These problems can be exacerbated when sta�
must search through lists of valid codes to ensure a correct classi�cation for each data �eld. The
US Food and Drug Administration expressed their concern about this issue in their User Facility
Reporting Bulletin. This provides feedback to the individuals and organisations who contribute
information about device related failures. In an article entitled `THOSE CODES' they describe
how:

\The �nal Medical Device Reporting regulation became e�ective July 31, 1996. Since
then, Food and Drug Administration (FDA) sta� have observed numerous errors and
omissions in the MDR reports submitted by user facilities to report device-related deaths
and serious injuries. These errors cause major gaps in FDAs adverse event reporting
database, and may also delay manufacturers failure analyses while the manufacturers
contact user facilities for additional information. FDA plans to send letters to those user
facilities that have submitted incomplete mandatory forms (3500A) to request they �le
supplemental reports". [275]

One obvious means of addressing this problem is to ensure that analysts receive explicit training
in the application of a classi�cation or coding scheme. The APSF operates what is arguably the
most elaborate of these systems [36]. Their training scheme is designed to provide experience of
each of the 95 di�erent options that can be coded into the AIMS system. The existing database is
used to ensure that trainees meet a representative cross-section of scenarios as they learn how to
use the classi�cation scheme. They also work under the supervision of an APSF `accredited coder'
even though most of the course is conducted remotely using email and telephone contact. The
training consists of an initial orientation session that covers the general motivation behind incident
reporting and monitoring. They are taught how to install the associated AIMS+ software. They
are then guided through an initial data entry and classi�cation exercise. There then follow three
di�erent levels of training. In the �rst level, the trainee must code a sample collection of �fty incident
reports. During this process they can request as much help as they consider to be necessary from
the accredited tutor. The results of this classi�cation exercise are then reviewed and graded by their
supervisor who will provide appropriate feedback to the trainee

Second level training involves the coding of another �fty incident reports. In contrast to the
previous exercises, however, the trainee is encouraged not to seek help from their supervisor unless
absolutely necessary. These are again reviewed and graded before feedback is provided. In order to
progress to the �nal level of accreditation, they must achieve a 60% `pass rate'. This requirement is
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highly signi�cant. It re
ects the recognition that it will not be possible to expect or achieve 100%
agreement between di�erent analysts immediately after a period of relatively intensive training in a
particular classi�cation scheme. If the trainee fails to satisfy this 60% requirement then they must
repeat the second level training with a further bach of �fty incident reports. Trainees are permitted
three attempts at this second level before the tutor is required to refer the candidate back to their
sponsoring organisation. The third level of training involves a �nal set of �fty sample incidents.
Individual discrepancies in the coding are reviewed by the supervisor and the trainee. The expected
pass rate is now raised to 75% before the trainee can graduate from the course [37].

Such training undoubtedly provides important support for the codi�cation of incident data. Un-
fortunately, it can be both time consuming and expensive. These factors act as powerful disincentives
for many organisations. There are also doubts about the long-term e�ectiveness of such training.
Even in Sentinel systems, where additional resources are targeted on a few `case study' organisa-
tions, it can be diÆcult to demonstrate the success of such initiatives. The FDA identi�ed problems
including \lack of coding (estimated at 50% of incoming reports), incorrect coding, and use of codes
that are too general to be useful (e.g., device malfunction)" [262]. The success rate for organisations
who were outside of this select group can be expected to be correspondingly lower.

Chapter 11 identi�ed problems that a�ect the use of coding schemes to inform the causal analysis
of adverse occurrences and near-miss incidents. Causal factors change over time as new systems and
working practices are introduced. For instance, the introduction of microprocessor controlled infu-
sion devices has created the potential for incidents that could not have happened in the past [182].
Similarly, classi�cation schemes may also change as new ideas are developed about the underlying
problems that lead to human `error' and system `failure'. For instance, our understanding of the
impact of workload on human decision making has changed radically over the last decade [426].
The application and development of a reporting system can also help to identify improvements to
existing classi�cation systems. Many coding systems provide analysts with the opportunity to state
whether or not they believe that any necessary information has been omitted from their classi�ca-
tion. The feedback received from these submissions can be used to distinguish data that cannot
be included within a classi�cation scheme from information that was simply overlooked during the
coding process. For example, the APSF training scheme, mentioned above, was structured around
a Generic Occurrence Classi�cation system (GOC). In 2000, this was was updated to GOC+. The
introduction of GOC+ was supported by a computer-based classi�cation system. The interface to
this tool leads the analyst through a process that is intended to collect all of the relevant information
that is required for each type of event. The changes were intended to increase the scope and content
of the system:

\Since incident monitoring began, the APSF has learned a great deal more about the
factors involved in incidents in healthcare. In order for the GOC to remain a relevant
classi�cation tool, this additional knowledge has been incorporated into the classi�ca-
tion. Another priority in the development process was to improve coding consistency,
accuracy and timeliness. By analysing the issues that in
uence consistency, accuracy
and timeliness, the development team was able to focus the development on managing
these issues." [34]

Changes to any classi�cation scheme can create considerable problems for the maintenance of an
incident reporting system, In particular, it can be diÆcult to ensure that all data is indexed in
a consistent manner. For instance, they may already be incidents in the database that provide
examples of new classi�cation concepts. In such circumstances, analysts may be forced to manually
reclassify thousands or hundreds of thousands of existing records. This is often impossible. In
consequence, many incident collections become partitioned by the coding schemes that were used
to compile them. Separate queries may have to be performed for records that were gathered before
and after an update. Statistics of the form X% of all incidents were caused by Y will have to be
parameterised by the duration of the data-set that supports this analysis, even though there may be
data that could con�rm this analysis over a longer time period. A number of reporting systems have,
therefore, attempted to develop computer-based tools that will guide analysts through the task of
converting between coding formats. None of these systems can, however, entirely remove the need
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for manual intervention when new data is required by revisions to an existing classi�cation system.

14.4.2 Lexical Information Retrieval

The previous paragraphs have summarised the problems of data maintenance that can arise when
reporting systems rely upon relational systems. Further problems restrict the utility of these systems
for end-users. In particular, it can be diÆcult to overcome the problems associated with query
formation, both in terms of the knowing what to ask and how to ask it. These potential limitations
can be addressed through the development of user interfaces that hide the underlying relational
model:

\The semantic query system in AIMS 2 release 2 will enable users to drill down into
the data without having to understand the underlying database structure. We will also
include some basic data mining facilities that allow users to contrast and compare rates
across locations, incidents, etc." [39]

These approaches create additional problems. By hiding the underlying model in a relational system,
it can be diÆcult or impossible for users to learn how to form their own queries. In consequence,
they are restricted to those questions that have been anticipated and are supported by the systems
developers.

Information retrieval tools provide powerful alternative mechanisms for searching large collections
of unstructured data. Brevity prevents a complete exposition of the many di�erent techniques that
have been exploited by these systems, for a more complete review see Belew [71]. In contrast, the
remainder of this section focuses on lexical information retrieval techniques. This decision is justi�ed
by the observation that these techniques have had the most widespread impact on commercial
retrieval systems. The following section examines case based reasoning approaches that provide
a point of comparison with these more widespread tools. Lexical information retrieval systems,
typically, rely upon a three stage process. Firstly, collections of documents are indexed. This
process associates one or more keywords with a document. By automating this process it is possible
to reclassify large collections as new incident reports are received by the system [791]. This is a
signi�cant issue, as we have seen the Food and Drugs Administration's MAUDE system receives
between 80,000 and 85,000 reports per year. Automatic classi�cation not only o�ers the possibility
of reducing inter-rater reliability concerns but also can reduce the costs associated with manually
classifying each incident within a relational database.

The second stage of the information retrieval process involves processing the user's query or
information request. The intention is to identify terms that might be matched against the keywords
that were identi�ed for each document. This create problems. There can be a mis-match between
the terms that a user exploits when looking for an incident and the keywords used during the
indexing phase. There is also a danger that a retrieval system will under-value those terms that
the user perceives to be the most signi�cant in their query. In such circumstances a request for
`software failures in surgical procedures' might focus on surgical incidents rather than the more
detailed criteria for `software failures'.

The �nal stage searches through a collection to identify matches between the terms in the users'
query and the keywords that index each report. Unfortunately, users tend to form general queries
that match many potential documents even when they have a relatively precise information need.
In consequence, it is likely that an initial request may have to be iteratively re�ned as users search
through large scale incident databases. This search process can be supported by relevance feedback
techniques. The user indicates which of the proposed documents were actually relevant to their
query. This information is then used by the retrieval system to improve subsequent searches. For
instance, greater weight can be placed on any future matches between the terms in a query and the
keywords of documents that the user has recognised as being relevant to a previous query involving
those terms.

Information retrieval tools have supported numerous applications and are ubiquitous on the
World Wide Web. It is, therefore, surprising that they have not been more widely adopted to
support incident reporting systems. One explanation for this is that they cannot, in their pure
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form, be used to collate the statistics that are more easily extracted using relational systems. In a
relational database, incident reports are classi�ed according to the detailed components of a data
model. It is possible to provide particular percentages for the numbers of incidents within each
pre-de�ned category. In contrast, information retrieval systems avoid the pre-de�ned data models
that have been criticised in previous paragraphs. Information retrieval tools make inferences based
on the terms in a query and keywords associated with a document to determine whether or not it
is relevant to the user [71] Many of these inferences are based on heuristic algorithms that cannot
be guaranteed to satisfy the users' information need. Information retrieval systems make incorrect
assumptions about the content of the document being retrieved and about the nature of the user's
request. In consequence, it is diÆcult to rely upon the number of items retrieved by a query when
generating statistics about the frequency of particular incidents. Further manual analysis must be
performed to ensure that the retrieval tool has correctly identi�ed all relevant incidents. As we shall
see, this additional analysis can involve two di�erent tasks. It is important to �lter out any irrelevant
`hits' from the retrieved documents. This can have profound consequences for incident reporting
systems. There may be insuÆcient resources to manually search through the many spurious matches
that can be returned by some information retrieval tools. Conversely, it is important to ensure that
any relevant documents have not been missed by the retrieval tool. This is a signi�cant problem
because users may fail to recognise a pattern of previous failures if similar incidents are not being
detected by a retrieval system.

Information retrieval tools avoid the constraints of rigid data models by focusing on lexical
features of documents. Relevant documents can be identi�ed by looking for similarities between the
words that are used in a query and those that are contained in an incident report. For instance, if the
user issued a request to �nd `all incidents of computer failure' then the retrieval system would look
for any reports containing the words `computer' and `failure'. This example illustrates the potential
strengths of this approach. Users can compose queries that do not require any understanding of an
underlying relational algebra. This example also illustrates many of the problems that complicate
this approach. Firstly, the retrieval system will have to strip out `noise words' from both the
query and the incident collection. This is important if any match is not to be overwhelmed by
commonly occurring words such as `and' or `the' that occur in almost every sentence. Secondly, any
implementation will be forced to process the query in order to recognise lexically related terms in
the document set. The query term `computer' should also match `computers', `computerised' as well
as `computational'.

Information retrieval, typically, depends upon the identi�cation of concepts and terms that can
be used to discriminate between the items in a collection. Words that commonly occur in all of the
documents within a collection are unlikely to provide useful information about these concepts. For
instance, `function words' such as `it', `and', `to', are necessary for the construction of grammatical
sentences. They have a relatively high frequency because of their grammatical role but provide
little help in identifying the content of a document. Other terms can be regarded as noise within
particular systems. For instance, words such as `clinical' or `doctor' occur in most medical incident
reports. If they were used as document keywords then a signi�cant amount of indexing space and
retrieval time would be spent �ltering through values that are unlikely to help users discriminate
between large-scale collections of incident reports. Unfortunately, we cannot simply strip out `noise
words' based on their frequency alone. For instance, the FDA's MAUDE system yielded more
than 3,000 matches for `software' incidents in January 2002. Such terms cannot be regarded as
`noise' even though they appear in many documents. They provide critical information about the
nature of the events that they describe. Many information retrieval systems, therefore, rely upon a
negative dictionary rather than raw frequencies [71]. These enumerate the words that can be ignored
during the retrieval process. These include standard lists of function words. Negative dictionaries
can also be supplemented by domain dependent lists provided by the end users of the system.
For instance, a variant of the MAUDE system might deliberately exclude `clinical' and `doctor' as
potential keywords. Clearly, the content of negative dictionaries can have a profound impact upon the
performance of an information retrieval system. They must, therefore, be validated in consultation
with the end-users of the system. The content of such dictionaries must also be reviewed as the
nature of incidents, and hence of the language that is used to describe them, will change over time.



14.4. COMPUTER-BASED SEARCH AND RETRIEVAL 771

It is important to identify common concept in queries and documents even though they may not
contain exactly the same lexical forms. One means of achieving this is through the use of stemming
algorithms. For example, a query might contain the word `error' and an incident might contain
`errors'. Any indexing must be robust to such plural forms. It must also consider variants, for
example by deriving `woman' from `women'. Fortunately, there are standard techniques, including
Porter's stemmer, that can be used to address these potential problems [71]. They extend the
ability of the search engine to identify potential matches between lexical terms. They also reduce
the number of keywords that are associated with documents. Plurals are stripped out, only the
singular `roots' are retained.

As mentioned, many information retrieval systems exploit the notion of `inverse document fre-
quency' as a means of identifying useful keywords. Rare words provide better discriminators than
more frequent terms. In consequence, many retrieval systems will revise the weightings associated
with particular keywords whenever new documents are entered into the system. Changes in the
pattern of language used to describe incidents or in the underlying causes of adverse events can be
re
ected by changes in the weightings associated with particular terms. This creates a paradox in
which the increasing frequency of particular incidents might result in lower weightings within the
retrieval system. There are further complications. If we consider a document containing the term
`software failure' then this might provide a useful index within a collection of incident reports about
medical adverse events. It would not, however, provide useful information in a collection that was
entirely devoted to medical software failures. From this it follows that the discriminatory value of
any index is determined by its ability to distinguish between the contents of that document and the
other items in a collection. An extension of this argument is that the importance of any keyword
for a document is determined not by the absolute frequency of that keyword within a collection but
by the relative frequency of that keyword within the document compared to the frequency of the
term throughout the collection as a whole. A word that occurs frequently within a collection can
still provide valuable information about a particular document if it occurs even more frequently in
that report. In other words, the background or `noise' frequency of a work can be used to identify a
threshold value. This can be distinguished from the signal value of the word if its frequency exceeds
this limit [71].

The previous approaches focus on individual keywords. In contrast, a number of retrieval systems
rely upon vectors of terms both to characterise queries and to index items in a document collection.
In this view, each keyword represents a di�erent dimension along which to compare a document to
a query. The following vectors illustrate this technique using binary values. A keyword is either
present or absent from a document. Variants of this approach rely upon weightings to indicate how
often a particular word appears or how `signi�cant' that word might be in determining relevance
within a collection of incident reports:

Keyword 1 Keyword 2 Keyword 3 ::: Keyword N
Document 1 0 0 1 ::: 1
Document 2 1 0 1 ::: 0
Document 3 0 1 0 ::: 1
::: 1 0 1 ::: 1
Document N 0 1 0 ::: 1

Query 1 0 1 ::: 0

The simplest approach would be to take the inner product of the query and document vectors as a
metric of similarity. However, vector-based information retrieval systems can go beyond the isolated
use of keywords to look for patterns in a document collection. Matches may be based not simply
on the direct relationship between a query and the document that matches it best but also on the
transitive relationship between that document and other similar reports. The components of a query
can be expanded to include keywords that are not explicitly mentioned by the user but which are
also common to those documents that best match the users query. For example, a user might issue
a request to identify incidents involving `catheter' and `lines'. It might be observed that many other
reports which contain the word `catheter' do not contain the word `tubing' but do contain terms
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such as `tubing'. These partial matches might therefore be o�ered to the user during subsequent
interaction with the system.

Unfortunately, vector-based approaches also su�er from a number of problems. Most users queries
yield very few keywords and so their vectors can potential match a large number of documents in the
collection. One solution to this is to construct a query vector both from the users most immediate
request and from the keywords that have been extracted from previous search tasks. This creates
the problem that documents which were incorrectly returned during previous sessions will continue
to be returned during future interaction. Vector based techniques must also account for the problem
of document length normalisation. This arises because longer documents are more likely to contain
more keywords that shorter ones. Hence there is a greater likelihood that they will be returned
in response to most queries. In incident reporting systems this relates to a tension between scope
and verbosity. It can be diÆcult to distinguish between lengthy accounts that describe a large
number of complex failures and those that simply use `more words'. The Swiss Anaesthesia Incident
Reporting System (CIRS) provides good examples of this tension where reports of similar incidents
involve IV lines range from under 100 words to over 1000 [755]. There are a variety of potential
solutions to the problems of document length normalisation. In the CIRS system, this is less of an
issue given the relatively small number of additions each month. In larger-scale reporting schemes,
lengthy documents can be divided and indexed separately to ensure that keyword vectors re
ect the
changing content of each section. If the resulting vectors are very similar then they may be merged
to prevent the generation of unnecessary indices. In practice, however, this leads to a host of further
problems [71]. Brevity prevents a full analysis of techniques for document length normalisation and
the interested reader is directed to Singhal et al [743].

The previous paragraphs have introduced some of the main issues that arise during the develop-
ment of information retrieval systems. It should be apparent that this term covers a broad range of
di�erent approaches. Many of these techniques have still to be applied to support the development
of incident reporting systems. There have, however, been a number of recent attempts to extend the
bene�ts that these systems provide to support search and retrieval tasks amongst large collections
of occurrence reports. In particular, the FDA have pioneered the use of some of these approaches
in the web-based interface to their MAUDE reporting system for incidents involving medical de-
vices [272]. As we have seen, this system is based around a relational database using techniques
that were described in previous section. It also provides access through the Verity free-text search
engine. This relies upon a lexical analysis that has much in common with the information retrieval
techniques described in previous sections. From the users' perspective, they can issue restricted
free-text queries rather than being forced to compose more complex sentences using SQL syntax.
Initially, users of the Verity interface to MAUDE are encouraged to enter either a single word, such
as Catheter. This will yield only those incident reports that contain the exact spelling of the word
that is entered. Alternatively, users can enter an exact phrase, such as Catheter line. This will
yield records in which those words appear in the exact order speci�ed by the query. Users can
also perform searches involving multiple words connected by the AND operator, such as Catheter
AND tubing. This retrieves records that contain both search words in any order and any location
in the text being searched. The initial Verity interface provides users with information about how
to perform these relatively straightforward lexical queries. The FDA also provide guidance on how
to perform more complex retrievals. The OR operator can be used to �nd reports that contain one
of two search terms. For instance, pregnancy OR folate returns documents that contain the word
pregnancy or folate but not necessarily both. Parentheses can be used to form more complex queries.
Quotation marks can also be used to explicitly denote that a literal match should be performed.
Users can select documents that contain both pharmaceutical companies and stock by entering AND
(`pharmaceutical companies', `stock'). The , comma operator returns documents containing at least
one of the words speci�ed using a ranking approach. The FDA's implementation returns an ordered
list; incident reports that contain the most occurrences of the keywords are given the highest rank.
There is, however, no attempt to exploit the length normalisation algorithms mentioned in previous
paragraphs.

It is also possible to create queries using the NOT operator. Ideally one might like to pose
queries of the form NOT software to return every non-software related incident. The unrestricted
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use of such queries would create considerable computational overheads. This undermines variants
of the indexing strategies described in previous paragraphs and would result in a form of exhaustive
search over several hundred thousand records. Verity will, however, attempt to execute unrestricted
queries involving the NOT operator. Issuing a request for NOT software in January 2002 returned
more than 7,000 MAUDE records before the system ran out of resources and stopped the request.
In contrast, the FDA recommend that users form queries that restrict the negated search term. The
NOT operator `�nds documents containing the word that precedes it but that do not contain the
word(s) that follows it'. For instance, pregnancy NOT folate yields incident reports with the word
pregnancy but excludes any document that also contains folate.

The NOT operator demonstrates that many free text search facilities are not as `intuitive' as they
might �rst appear. They do, however, support the notion of proportionate e�ort. It is possible to
perform literal keyword searches with minimal assistance. More complex query formation involves
some additional thought. It might be argued that the implementation problems surrounding negated
queries demonstrate that lexical forms of information retrieval o�er few bene�ts beyond those pro-
vided by relational databases. This argument can, however, be challenged. In the case of relational
databases, users must consider both the semantics or a range of relatively complex operators and
the underlying data model that will be di�erent for each database. In the case of lexical information
retrieval tools, the user only has to understand the underlying concepts associated with particular
operators. The proponents of these systems also argue that, in contrast to relational databases, most
of the key concepts can be formed inductively without explicit training. Over time users will learn
about the eÆciency problems associated with unrestricted negation as they experience signi�cant
delays in processing their queries.

Previous paragraphs have described how the Verity retrieval tool searches for literal matches with
the terms used in a query. This can create signi�cant problems for many users. In particular, it can
be diÆcult to search for all incidents involving particular manufacturers. The FDA acknowledge
that `when searching on company names, the search does not include variations of spelling or use
of symbols such as hyphens, slashes, etc' [268]. However, the problems associated with exact literal
match algorithms are exacerbated by the diÆculty of data validation in large scale incident reporting
systems. During the preparation of this book, I found numerous instances in which the names of
manufacturers had been misspelt in the sections of the incident report that were searched by the
Verity system. In consequence, users must exploit literal search facilities to identify incident reports
that contain the correct spelling for a device manufacturers. They must then form additional queries
to check whether any reports have been missed because those names were mis-spelt. This problem
can be avoided in relational systems where manufacturers must be associated with one of a number
of pre-de�ned attributes. The Verity system does, however, provide additional operators that can be
used to address this limitation of using free text data during the analysis of incident reports. The ?
question mark provides a wild-card that can represents any single character. For instance, the query
?ietermans would locate documents containing the words Viertermans, Fiertermans, Giertermans and
so on. In contrast, the * asterisk represents one or more characters. A query of the form corp* would
return documents containing corporate, corporation, corporal and corpulent.

The Verity interface to MAUDE also provides users with access to some of the stemming facilities
that have been described in previous paragraphs. Queries that exploit this facility must include key
terms using single quotation marks. For example, the query cath' �nds catheter, cathlab, cathode and
cathodic among others. This explicit approach to query formation using stemming can be combined
with the <MANY> operator to count word densities in FDA incident reports. For instance, the query
<MANY> cath' produces a ranked list in which the �rst document contains the most occurrences
of words with the cath stem. In contrast to the comma operator introduced in previous paragraphs,
Verity's <MANY> queries do perform length normalisation. Hence the FDA advise that `a longer
document that contains more occurrences of a word may score lower than a shorter document that
contains fewer occurrences'. Verity o�ers a range of more complex operators that can be used to
search for words within particular sections of an incident report. For example, the < NEAR/N>
operator can be used to �nd documents that contain words within a speci�ed distance of each other.
For example, the query, balloon < NEAR/10> rupture, would locate all documents with the terms
balloon and rupture within ten words of each other. Similarly, < SENTENCE> and < PARAGRAPH>
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will �nd documents in which the speci�ed terms are in the same sentence or paragraph.
The previous paragraphs have focussed on the facilities that the FDA's Verity tool provides for

lexical information retrieval across the MAUDE incident collection. These facilities are built upon
partial or literal matches between keywords in a document and the terms in a query. There are,
however, a range of information retrieval techniques that make inferences about potential matches
that go beyond the keywords that appear in a document. Many of these approaches rely upon
thesauri that represent the relationships between keywords. In consequence, if there are few literal
matches between a query and the documents in an incident collection then retrieval tools can look for
matches between a query and other keywords that are in some way related to those in the document.
Alternatively, the users' query can provide the basis for additional searches using terms related to
those in the original request. Thesauri have been extended to include the following relationships:

� synonymy. Two expressions are synonymous if the substitution of one for the other does
not change the interpretation of a sentence. For instance, cardiopulmonary resuscitation is
synonymous with arti�cial respiration and heart massage. This relationship can also be used
to connect acronyms to their associated terms. Hence CPR is related to cardiopulmonary
resuscitation. Synonymy can also be used to capture conventional or authoritative keyword
that replace less favoured terms used within a document or query. For instance, amyotrophic
lateral aclerosis or ALS might be preferred to Lou Gehrig's Disease. Such relationships are
critical in natural language queries that search for similar incidents describe from di�erent
perspectives. A variety of terms can be used to describe the same concepts depending on the
geographical location of an incident or the functional role of the reporter.

� antonymy. This relationship is less commonly supported than the other forms in this list.
Antonymy represents a pair of words which are related by an associative bond. These associa-
tions are often validated in empirical studies, or word associated tests, involving the potential
end-users for a retrieval system. Antonyms are often revealed to have an opposite semantic
relationship to the probe terms used in th studies. Hence many people will respond with the
term victory when promoted with the word defeat and vice versa. As we shall see, there have
been few attempts to apply this form of relationship to support information retrieval within
an incident reporting system. It can, however, be argued that such techniques might be used
to identify successful instances of a procedure rather than previous failures.

� hyperny/hypony. A hypernym designates a class of speci�c instances. Y is a hypernym of X if
X is a (kind of) Y. In contrast, a hyponym describes a member of a class. A hyponym inherits
all of the features of the more general hypernym and adds at least one feature to distinguish
it from the high-level concept. For example, Lymphoma can be treated as a type of Neoplasm
[71].

� meronymy/holony. Meronyms are constituent parts or members of something else. Hence,
X is a meronym of Y if X is a part of Y In contrast, a holonym is the whole of which the
meronym names a part. For instance, the cecum is the �rst part of the large intestine and is
hence a meronym for the larger structure. Any query about incidents involving procedures on
the large intestine might also return procedures involving the cecum.

This partial list only provides an indication of the relationships that can be used to expand on the
keywords derived from a query or used to index a document. These techniques have not, however,
been widely applied in either incident or accident reporting systems. Carthy has recently begun
the �rst systematic examination of thesaurus-based retrieval techniques for incident reports in a
project funded by the Irish Government. His work builds on automated topic detection and tracking
systems. These applications enable their users to identify common threads amongst the publications
of news and broadcast media. It also exploits the development of domain speci�c taxonomies, such as
National Library of Medicine's Medical Subject Headings Thesaurus and the National Co-ordinating
Council for Medication Error Reporting and Prevention's Taxonomy of Medication Errors [581].
Although these systems have been developed to support other applications, they can be directly
applied to support the retrieval of incident reports [152]. It is also hoped that Carthy's work will
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encourage the development of techniques that are speci�cally intended to detect patterns of failure
in reporting schemes. In anticipation of this research, the FDA's Verity interface provides access
to more general facilities. The <THESAURUS> operator expands a search based on synonyms
of the word(s) in a query. The example provided in the FDA documentation is that the query
<THESAURUS> altitude will yield documents that include the terms height, elevation and altitude.
The <SOUNDEX> operator expands the search to include words that `sound like' the term(s) in a
query.

The previous analysis of the FDA system again illustrates two key issues. Firstly, that advanced
information retrieval systems can make powerful use of thesauri and similar techniques to make
inferences about relevance that go well beyond the terms contained in either a query or a particular
document. Secondly, that some training may be required if users are to fully direct or control
the facilities that these techniques provide. In particular, the use of either the <SOUNDEX> or
<THESAURUS> operators can lead to a rapid rise in the number of hits that are detected by the
system:

\If your full text search is broad, you may be attempting to retrieve more then the
system limitation. If this happens, you will receive a message indicating that your record
retrieval is incomplete. The system is not capable of retrieving any missing records over
the limit". [268]

The following paragraphs will describe ways of measuring the adverse consequences of such infor-
mation `overload'. It is, however, important to consider recent attempts to control this problem
by integrating information retrieval techniques and relational databases. For instance, Chapter 5
has already described how many incident reporting forms combine check-box questions with more
open-ended questions that can be answered using free-text. Computer-based systems can, therefore,
be developed to implement the strongly typed check-box information using relational techniques;
each check-box represents a value for one of the attributes in a relation. The same system might
combine this with lexical techniques for information retrieval so that users can search in a less di-
rected fashion over the free-text descriptions of adverse events and near-miss occurrences. In theory
this combine approach can o�er numerous bene�ts. For instance, statistical returns that require
deterministic answers to particular focussed queries can still be conducted over the data that is
stored using a relational database. Less directed `information mining' operations can exploit the
free-text areas of each report. This complementary approach can also help to control the information
`overload' problem. If a thesaurus is used to expand query or document keywords then the mass of
potential returns can be �ltered by restricting the search to incident reports that match particular
relational attributes. For example, the use might direct a request to �nd all incident reports relating
to <THESAURUS> CATHETER so that it was only evaluated over reports �led by device manufac-
turers or, alternatively, by end-user facilities. If the report contributor were recorded as a �eld in
the relational component of the system then users might be relatively con�dent that their query was
restricted in the desired manner. Such a �ltering would be less easily achieved using lexical variants
such as NOT END-USER because the free-text accounts might not all have used the term END-USER
and thesauri-based techniques do not guarantee to �nd all possible forms of synonym that may have
been used by every contributor.

The FDA's MAUDE system provides a partial integration of their relational model and the
Verity retrieval system. The lexical analysis is restricted to free-text areas of the device reports
and does not cover any �elds that are `encoded' using numeric or other identi�ers. The database
elements that are examined by the Verity facility include: MDR Report Key; Manufacturer Name;
Distributor Name; Brand Name; Generic Name; Model Number; Catalogue Number; Product Code
and Adverse Event or Product Problem Description At �rst sight this might appear to o�er the
form of integration mentioned in the previous paragraphs. It is possible to use Verity to search
over the attributes of relations within the MAUDE database. The FDA note that `the Full Text
Search cannot be combined with any other search options on the MAUDE search page' [268]. It is
not possible to apply Verity to a subset of incident reports that have been �ltered using the query
language provided by the relational system. Hence it can be argued that the FDA provide a form of
data-level integration rather than a full system-level integration. Information can be shared between



776 CHAPTER 14. DISSEMINATION

Verity and the relational format but both systems cannot easily be used to construct hybrid queries.
This section has argued that the information `overload' problem might be overcome by using

relational queries to �lter the incident reports that are examined using lexical approaches to in-
formation retrieval. Unfortunately, this can only be a partial solution to what is a more complex
problem than has previously been suggested. In large scale systems, relational �ltering may still
yield enormous numbers of incident reports in response to thesaurus-based free text queries. It is
important to recall that MAUDE includes almost 400,000 records at the start of 2002. Analysts
would still have to invest considerable time and energy to identify common features even if a query
returned only 1% of the reports in the system. One solution to this problem would be to develop
more precise data models within a relational system so that users could �lter on more detailed fea-
tures of an incident. This is unsatisfactory because increased discrimination tends to be achieved
at the price of increased complexity. Alternatively, lexical analysis can be focussed more tightly
to �lter out spurious matches. For instance, by restricting the use of a thesauri it is possible to
focus on a narrow selection of synonyms. Unfortunately, this increased precision will also typically
result in worsening recall rates. The lexical analysis will miss reports that contain related terms and
concepts, which were excluded by the narrow associations provided in the thesaurus.

Precision and Recall

Precision and recall are concepts that are used to assess the performance of all information retrieval
systems. In broad terms, the precision of a query is measured by the proportion of all documents
that were returned which the user considered to be relevant to their request to the total number
of documents that were returned. In contrast, the recall of a query is given by the proportion
of all relevant documents that were returned to the total number of relevant documents in the
collection [220]. It, therefore, follows that some systems can obtain high recall values but relatively
low precision. In this scenario, large numbers of relevant documents will be retrieved together with
large numbers of irrelevant documents. This creates problems because the user must then �lter these
irrelevant hits from the documents that were returned by their initial request. Conversely, other
systems provide high precision but poor recall. In this situation, only relevant documents will be
returned but many other potential targets will not be retrieved for the user.

Belew [71] de�nes precision and recall in terms of the intersection between two sets:

Recall �
j Retrieved documents \ Relevant Documents j

j Relevant Documents j
(14.20)

Precision �
j Retrieved documents \ Relevant Documents j

j Retrieved Documents j
(14.21)

This is illustrated in Figure 14.5, which provides a high-level sketch of the relationship between
precision and recall in information retrieval systems. Image a) re
ects a query that achieved both
high precision and high recall. Most relevant documents and no irrelevant documents were retrieved.
In contrast, image b) represents high precision but poor recall. Only relevant documents were
returned but many potential `hits' were missed by the system. Image c) shows poor precision and
high recall. Many irrelevant documents were retrived and hence the system is imprecise. In contrast,
the query yielded all of the relevant documents so the system showed good recall. Finally, image
d) shows both poor precision and poor recall. The query yields many irrelevant documents and
retrieves very few that provide the required information.

Although the concepts of precision and recall are widely used in the evaluation of information
retrieval systems there remains considerable disagreement about how to measure them in practice.
These measures do not simply relate to system performance, they also relate to the corpus or
collection that is being used. A system that achieves good recall rates on one set of documents
may not achieve the same level of performance on another. This is particularly true for systems
that rely upon thesauri. The meaning of key terms may di�er considerably between domains and
hence the system will have to be tailored to re
ect di�erences in usage. For example, in the time
series analysis of cardiovascular data the term `leakage' is used to describe a loss of power from a
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Figure 14.5: Precision and Recall
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frequency band to several adjacent spectral lines which is typically due to the �nite data set over
which the periodogram is estimated. This is very di�erent from more general applications of the
term and hence appropriate relationships between synonyms would have to be explicitly encoded
into an information retrieval system. Even if these relationships were encoded in a way that ensure
good performance in the medical domain, there is no guarantee that the same system could easily
be ported to, for instance, aviation. More research is urgently required to determine whether the
linguistic characteristics of incident reports within these di�erent �elds can be used to support many
of the retrieval techniques, mentioned above. Even within a topic, performance can vary depending
on the nature of the documents that are contained within a collection. It is for this reason that
information retrieval tools are, typically, evaluated using standard collections that provide a `gold
standard' for performance comparisons. This creates some problems for safety managers who want
to exploit this technology. It is far from certain that the recall and precision values that can be
obtained from a `standard' corpus in information retrieval research will be mirrored in the operation
of an incident reporting system.

There are further complications. The previous description of Figure 14.5 depicted precision and
recall as properties of a particular query. For example, image a) shows a query that results in both
high precision and high recall. It is important to recognise, however, that recall and precision vary
dramatically depending on the query that is evaluated. For instance, if a thesaurus based system
recognised a number of synonyms for a keyword then it is likely to provide high recall values for any
query involving that term. In contrast, poor recall rates might be anticipated if the same system were
presented with a query that did not contain any recognisable keywords. In consequence, comparisons
between the precision and recall rates for particular systems must often be made in terms of speci�c
queries on a particular data-set. If this were not the case then misleading values might be presented
for carefully chosen requests. This raises the very practical concern that safety managers identify a
`realistic' test suite when attempting to evaluate the relative merits of these search engines. They
must also identify an appropriate set of queries that re
ect the likely information requirements for
the end-users of the system. As we have seen, these can be diÆcult or impossible to predetermine
given that the nature of incidents will change over time.

There are further complications. The images in Figure 14.5 assume that it is possible to un-
ambiguously determine whether documents are either relevant or irrelevant to a particular query.
There is no `fuzziness' in the membership of Relevant Documents . This re
ects a strong assumption
within the information retrieval research communittee that cannot easily be maintained for most
`real world' systems [422]. In particular, it does not characterise search tasks involving collections
of incident reports. In many cases, it is diÆcult to be sure whether or not a particular document
is relevant to a particular query. To illustrate this point, Je�cott has recently conducted a study in
which Risk Managers in Scottish hospitals were asked to read 8 reports of medical adverse incidents
ranging from a problem in the use of a Doppler Fetal Heart-Rate monitor through to a morphine
overdose [395]. Each incident was selected by a consultant and a senior nurse to provide a broad
cross-section of the incidents reported to their Unit. The Risk Managers were asked to associate
each incident with a number of broad categories that might correspond to retrieval requests using
a variant of the `expressed preference sampling' procedure developed by Fischho�, Slovic, Lichten-
stein, Red and Combs [249]. In simple terms, they were asked to rank whether or not they agreed
with particular statements about an event using a 7 point scale. The results of this study showed a
marked reluctance to use the extremes of the scale. The Risk Managers were unwilling to state that
particular incidents did or did not exhibit a strong relationship to the questions that were posed.
These responses undermine the binary distinction between relevant and irrelevant documents that
is often assumed to exist in validation techniques for information retrieval systems .

It is diÆcult to under-estimate the importance of precision and recall to the application of ad-
vanced search techniques within incident reporting systems. In most other areas, including web-based
retrieval, the trade-o� between precision and recall can be characterised as either a performance or
usability issue. In incident reporting schemes, these characteristics have safety implications. Low-
recall results in analysts failing to identify potentially similar incidents. This can lead to litigation
in the aftermath of an accident. Failure to detect trend information in previous incident reports can
be interpreted as negligence. Conversely, low-precision leaves analysts with an increasing manual
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burden. They must �lter the irrelevant documents that have been identi�ed as hits by the search
engine. This will result in omissions and `errors' if fatigue or negligence undermine the manual
�ltering.

In spite of the problems in assessing the performance of lexical information retrieval systems,
it is likely that these applications will play an increasingly important role in the computer-based
dissemination of incident reports. The reasons for this centre on the need to provide technological
support for the sharing of incident information between and within heterogeneous organisations.
As we have seen, lexical information retrieval systems support the notion of `proportionate e�ort'.
Simple queries can be formed in a relatively 
exible manner with only a limited understanding of the
underlying data representation. More complex queries can be formed providing users understand the
basic mechanisms involved in lexical retrieval, such as the use of a thesaurus to identify synonyms
for keywords. It is not, however, necessary for users to learn the speci�c data representation that
are associated with di�erent incident databases. This contrasts strongly with the use of relational
systems where it is necessary to understand the underlying data model before users can construct
well-formed SQL queries. Such learning overheads would be of limited importance if safety managers
only had to access a single incident database. Over time, novice users will gain experience in using the
relations that lie behind systems such as MAUDE. Unfortunately, the lack of standardisation within
many industries has combined with the increasing availability of web-based information resources
to create a situation in which safety managers may have to understand the underlying data models
associated with several di�erent reporting systems. For instance, the UK MDA uses a relational
model that is quite di�erent from that used to describe US medical incidents. A small number
of international initiatives are beginning to address this problem. We have mentioned the GAIN
programme within the aviation industry in previous chapters [308]. This is, however, focusing
more on the analytical techniques and underlying technological infrastructure necessary to support
information sharing. Limited progress has been made towards the development of integrated data
models for incident reporting that might enable users to exchange and search information from
competitor companies in a convenient manner.

Several further factors increase the likelihood that lexical information retrieval systems will pro-
vide the technological infrastructure to support the dissemination of incident data between di�erent
reporting systems. The commercial impact of the world wide web is arguably the most impor-
tant of these factors. Rapidly identifying relevant documents amongst a mass of other data is a
key business requirement for many of the organisations and individuals that use the world wide
web. In consequence, many companies are investing heavily in the technologies that support these
tasks. This has produced tools that enable users to perform interactive retrieval tasks involving
many millions of documents. These commercial developments o�er further bene�ts. It is impor-
tant to recognise that most of the documents that are placed on the web are unstructured. They
owe more in common to the natural language accounts that are amenable to lexical information
retrieval than they do to the more rigid relations within a database model. If a user issues a request
for information about a medical product, they cannot expect that every device manufacturer will
format the pages about their products in exactly the same way. This analogous to the situation
facing safety managers and regulators looking for patterns of failure across several incident reporting
systems. They cannot assume that all of these systems will exploit the same relational model. In
consequence, lexical information retrieval systems o�er a 
exible means of analysing incident reports
produced in many di�erent formats by many di�erent agencies. As we have seen, however, these
systems do not yield the deterministic results that are typically required by statistical analysis. The
precise number and nature of incidents returned by any query will depend upon the thesaurus that
is being used and upon the discriminatory value of keywords that will change over time [71]. In
consequence, common interchange formats for relational databases still o�er considerable bene�ts
for the exchange of incident data. The development of such common formats or schemas will not,
however, resolve the problems associated with inter-rater reliability in the assignment of particular
values to the attributes in a relational model. In consequence, I would argue that lexical retrieval
tools will continue to provide the only feasible means of creating multi-national incident databases
within the near future. Many safety managers and regulators already use mass-market retrieval
systems to search for mandatory occurrence reports that are routinely placed on the web sites of the
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CAA, NTSB and similar organisations. As we have seen, however, these more general tools do not
support the domain speci�c thesauri that can be used to extend the scope of particular searches to
achieve improved recall and precision. Similarly, it can be diÆcult to ensure that these mass market
tools only retrieve potential hits on recognised sites. A search on catheter and incidents returns
advertising material from manufacturers, research advertisements from government organisations,
general news items from publishers, collections of papers published by particular individuals and so
on. In order to address these problems, we have developed a series of web-crawlers that restrict the
keyword indexing of documents to incident and accident reports on named sites. The terms that
are used in the indexing and retrieval process are based on interviews with safety managers and
regulators within the domains that we are investigating, principally rail and aviation safety, and
are tuned according to the lexical frequency of terms within the collections of incident reports that
we are studying. For instance, queries involving the term `CRM' will yield incidents mention `Crew
Resource Management', `Communication Failure' and so on. The intention is that these systems will
provide feasible means for safety-managers and regulators to search for patterns of failure across the
pages of incident reports that are increasingly being published via the world wide web [285, 528].

14.4.3 Case Based Retrieval

The previous section has identi�ed a number of limitations of relational databases and lexical retrieval
systems. Relational systems, typically, use strictly de�ned data-models to structure the information
that is recorded about an incident. The many di�erent individuals who enter or retrieve data from
these systems often only have a limited understanding of these models. Further problems arise
when changes are made to the components of a relational model; it may be necessary to manually
reclassify hundreds of thousands of existing records. Alternatively, lexical search engines can be
used to identify related terms in many di�erent incident reports. Stemming techniques and thesauri
can be used to expand queries or documents so that retrieval does not depend on literal matches.
These approaches also avoid some of the problems associated with relational data-models. Users
can enter natural language descriptions of each incident. Requests can be expressed as (pseudo)
natural language queries. Unfortunately, as we have seen, the matching processes depend upon the
frequency of terms within a collection. It may also be a�ected by relatively small changes within a
thesaurus. In consequence, lexical approaches cannot easily provide the types of statistical returns
that are required by regulatory organisations. A number of further problems relate to the precision
and recall provided by these retrieval techniques. Precision is de�ned as the proportion of documents
that the user considers being relevant within the total number of incidents that are retrieved. Recall
is de�ned as the proportion of relevant documents that are retrieved against the total number of
relevant documents within the entire collection. Hence an information retrieval system may have
high recall and poor precision if it returns a large number of the relevant incidents in the entire
collection but these incidents are hidden by a mass of irrelevant incidents that are also retrieved.
Another system can have good precision and poor recall if it returns very relevant incidents but only
a small proportion of those that pertain to the topic of interest. Many users have great diÆculty in
composing free-text queries that achieve a desired level of precision or recall. Most searches provide
a small number of appropriate documents with many more irrelevant references. This poor level of
precision can be exacerbated by inadequate recall. It is rare that any single query will yield all of
the possible references that might support a user's task. These limitations can be frustrating for
the users of mass-market retrieval techniques, such as web-based search engines. They can have
more profound consequences for incident reporting systems. There are clear safety implications if a
search engine fails to return information about similar incidents. A pattern of previous failure may
be hidden by the poor precision or inadequate recall of some retrieval tools.

Case-based reasoning techniques relax some of the strict classi�cation requirements that char-
acterise more traditional databases. They do not avoid the concerns over precision and recall that
a�ect other information retrieval tools. However, they often provide explicit support for users who
must issue queries to identify similar classes of incidents within a reporting system. In the past
these systems have been used to support fault-�nding in computer systems, the design of wastewa-
ter treatment systems and route planning for mail delivery [455]. Ram provides an overview of this
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approach; `case-based reasoning programs deal with the issue of using past experiences or cases to
understand, plan for, or learn from novel situations' [692]. Most of these systems are based around a
four stage process. Firstly, problem descriptions are used to identify previous similar cases. Secondly,
the results achieved by attempts to address these previous cases are passed to the user. Thirdly,
some attempt is made to extrapolate from the results of previous cases to the likely outcome of a
similar approach being applied to the current problem. Finally, a generalised representation of both
the old and new solutions are entered into the system so that future problems might bene�t from
any insights obtained during the analysis of the current problem. Ram's general analysis of case
based reasoning can be applied to illustrate some of the potential advantages that this technology
might o�er for the analysis and retrieval of incident reports. Each `case' can be thought of as an
incident report. The attempts to resolve those cases can be seen as the recommendations that were
made following those previous incidents.

The central problem of case-based reasoning is how to generalise from the speci�cs of a new
incident so that it is possible to recognise any underlying similarities with previous cases. This is
not as straightforward as it might appear. It is possible to identify at least three possible outcomes
for any search:

1. Exact match. Two incidents are identical. In particular, we might be interested in those
incidents that share both common causes and consequences [456]. Such similarities should not
be discounted as unlikely given the increasing scale of many reporting schemes.

2. Local divergence. We might also want to identify partial matches between a new incident and
previous cases. Two incidents share the same causes but an additional event or circumstance
during one of the incidents led to divergent consequences. Alternatively, two incidents might
have the same outcome but di�erent causes. This re
ects the causal asymmetry noted by
Hausman [313] and described at length in Chapter 11.

3. Global divergence. Two incidents have no apparent similarity. They stem from di�erent causes
and result in di�erent outcomes.

Case-based reasoning exploits some of these distinctions. For instance, an exact matching o�ers
considerable eÆciency gains because two cases can e�ectively be treated as a single more general case
during the �nal stage identi�ed by Ram, described above. Local divergence can be used to generate
new indices that distinguish between cases with, for example, di�erent causes or consequences.

Cases can be represented in a number of ways. Keyword or feature vectors, introduced in
the previous section, can be used to represent whether or not particular terms are relevant to an
incident. For example, the following narrative describes an incident from the MAUDE collection.
This individual case might be represented by a vector that indicates the presence of indicative terms
such as `software', `upgrade' and `package':

\During in-house software testing (of an ultrasonic analysis package), the manufac-
turer discovered unexpected software behavior in the generic tool kit when waveforms
were inserted, resulting in correct calculation for the tricuspid valve regurgitant ori�ce
area measurement.

The software problem was found during in-house software development. It occurs
when the user attempts to make a speci�c calculation in the cardiac calculations package
and is related to a formula error. The software error has been identi�ed and was cor-
rected in a subsequent revision of the system software. Actions taken include customer
noti�cation of problem and installation of software upgrade to a�ected systems. It is
important to note that there was no reported adverse event to a patient as a result of
this event."

Stereotypes can be used to identify patterns of failure between the individual incident vectors. Each
stereotype can be represented by the terms that a domain expert or contributor might use to describe
particular incidents. For example, a stereotypical report of a software failure might include terms
such as `bug', `crash', `program', `error', `upgrade' and so on. If an incident report contained these
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terms then the associated similarity measure would be incremented each time that they appeared. In
the previous example, the software stereotype score would be incremented for the terms `program',
`error' and `upgrade' because these are mentioned in the MAUDE account. The case-based reasoner
returns a ranked list of stereotypes based on these similarity metrics. It is important to stress that
the ranked list might return high scores for more than one stereotype. This is appropriate given
that a software failure might be compounded by operator error or another form of adverse event.
Each stereotypes can also be associated with particular remedial actions. For example, if software
failure was returned as the highest ranked stereotype then the user of the system could be prompted
to consult a guidance document on recommended procedures for resolving such incidents. This
illustrates how lexical retrieval techniques can be intergrated into a case-based reasoning system.

Figure 14.6: Components of a Semantic Network

The use of term-vectors is only one of several alternative approaches that can be used to represent
and reason about common patterns in individual incidents. For instance, semantic networks can
model an incident and more general aspects of the domain in which a failure occurs. In their simplest
form, a semantic network can be thought of as a series of nodes and edges. The nodes represent
objects and concepts in the domain of discourse and the edges represent relationships between them.
For instance, Figure 14.6 represents part of the MAUDE incident report for the software failure that
was cited in previous paragraphs. This diagram includes two di�erent types of node. Rectangles
are used to denote higher-level abstractions that may be common to many di�erent cases. Software
systems and manufacturers are likely to be involved in a more than one incident. In contrast, elipses
represent particular instances of those abstractions. XYZ is a particular manufacturer, the company
named in the report has been anonymised here. Similarly, an ultrasonic analysis tool is a particular
type of software system.

Figure 14.7 extends the semantic net for the ultrasound software failure. As can be seen, the
MAUDE narrative provides information about several di�erent aspects of this incident. The failure
mode was detected during a wave form insertion test. The problem was remedied by notifying
the customers and by issuing a software upgrade. The fault might also have resulted in a patient
injury. This diagram does not provide any information about a particular outcome for this incident.
Figure 14.7 might, therefore, be revised to explicitly denote that nobody was injured as a result of
this incident. This illustrates how the high-level abstractions in a semantic network can be used to
provide an alternative to the lexical stereotypes, mentioned in previous paragraphs. Rather then
relying on work frequencies to cluster similar incidents, semantic networks can be used to describe
common relationships that characterise particular types of adverse event. Figure 14.8 shows how
this can be done by removing all of the instance information from the previous semantic network.
This leaves a high-level description not simply of the MAUDE incident that we have analysed but,
more generally, of many di�erent software-related failures.

Case-based reasoning systems can use the abstractions in Figure 14.8 in a number of di�erent
ways. They can be used like the components of a relational model to prompt uses for particular
information whenever they enter information about an incident that seems to match with a particular
stereotype. If, for example, the system determined that the new incident included a software-related
failure then it might prompt the user to provide information about the detection method. This
process can, in turn, contribute to the development of more appropriate abstractions. If a new
incident was detected by an end-user facility then Figure 14.8 would have to be amended. The
existing abstractions only consider Test Procedures as a means of detection. This process of case-
based generalisation represents an instance of the �nal stage in Ram's taxonomy of case-based
learning, mentioned above [692]. It also illustrates how the development of semantic networks from
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Figure 14.7: Semantic Network for an Example MAUDE Case

individual cases can help to create an ontology for particular types of incident. These ontologies
provide a common reference point for the kinds of objects and relationships which characterise
certain failures.

Figure 14.8 illustrates similarities between relational schemas and high-level abstractions from
case-based reasoning systems. There are, however, strong di�erences between these two approaches.
As we have seen, case-based learning systems are explicitly designed to cope with changes in the high-
level models that represent previous failures. This contrasts with the costs that arise from changing
the data model in a relational database. As we shall see, case-based reasoning systems also typically
hide the detailed components of the underlying networks. Users are not expected to form complex
queries that depend both on the underlying model and components of the relational algebra. Further
di�erences stem from the matching algorithms that are used to determine whether a new case is
similar to a previous incident. Both case based-reasoning systems and relational databases support
instantiation or literal substitution. Similar incidents can be identi�ed by looking for previous records
with identical attributes. In addition, many case-based systems also exploit knowledge-based search
techniques. These approaches extend the semantic networks shown in this chapter to support the
thesauri-based approaches described in the sections on lexical retrieval techniques. For example, a
search might be made through the previous cases to �nd incidents that were detected by tests which
are synonyms of wave form insertion, such as wave form addition or wave form introduction.

There are many more complex variations on the general approach described in previous para-
graphs. For instance, Kolodner pioneered many of the initial case-based reasoning techniques using
a Dynamic Memory Model that was based on `generalised episodes' [454]. These episodes form a
hierarchical structure. For instance, at the highest level the MAUDE system describes episodes that
relate to the failure of medical devices. These can be further sub-divided into episodes that describe
software failures, human error and so on. Each `generalised episode' is described in terms of norms,
cases and indices. Norms are common to all of the cases indexed under a generalised episode. For
instance, a normal expectation of all MAUDE reports is that they refer to medical devices. Indices
discriminate between the cases in a generalised episode. For example, the components of Figure 14.7
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Figure 14.8: Using a Semantic Network to Model Stereotypes

might be used to index individual cases of software failure. A particular incident report could be
identi�ed by the software system involved, by the failure mode, by the detection method and so on.
It is instructive to draw parallels between such system architectures and the distinction between
general and particular causes that was introduced in Chapter 10.

Kolodner goes on to describe how the hierarchical structure of generalised episodes can be used
to search for similar cases. The system begins at the top of the structure by examining whether or
not the new incident obeys the norms associated with the episode. For instance, a retrieval task with
MAUDE might begin by asking whether or not the new incident involves a medical device. If the
norms are satis�ed then the system examines the indices associated with that episode. These point
to successively more detailed episodes. For example, a MAUDE search task might go on to consider
the generalised episode associated with software failures. As before, the system examines the norms
and indices associated with this form of failure until eventually an index is found that points to a
matching case. The match can be computed using a `nearest neighbour' algorithm which associates
measures of similarity with each of the values that are assigned to an index. For example, if the
generalised example of software failure were indexed by device manufacturer then lexical similarity
might be used to identify a potential match. In this case `Arclights technology' might return a high
similarity value for `Arclights systems' and so on. This matching process can result in the extension
of the `case memory'. If a feature of the new case matches a feature of an existing case then a new
generalised episode can be created. The two cases are discriminated by creating new indices within
this generalised episode. This implements a dynamic memory structure because similar parts of two
case descriptions are dynamically generalised into a further episode. The signi�cance of this should
not be underestimated. Implementations of the Kolodner approach will continually update their
equivalents of the semantic networks introduced in previous sections. This is done automatically
as new incidents are entered into the system and hence the approach avoids many of the problems
associated with `static' data models in relational systems.

The approach advocated by Kolodner has been elaborated by a number of other researchers.
For instance, the `category and exemplar' approach distinguishes between problem descriptors and
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the cases that are stored in the system. Users are assumed to be looking for previous cases that
describe potential solutions to the situations characterised by a problem descriptor. This approach
provides three di�erent types of indices [67]. Feature links point from problem descriptors to cases
or categories. These indices are called `remindings' because they remind users of previous solutions.
Case links point from categories to associated cases. These are known as exemplar links because
they indicate those cases that provide examples of the higher level category. These exemplars are
ordered in terms of how well they represent this category. Finally, di�erence links relate similar cases
that only di�er in a small number of features. Unlike Kolodner's approach where there is a strict
hierarchy between generalised cases the `category and exemplar' approach uses a semantic network to
link higher level categories. This supports the generation of explanations during `knowledge-based
pattern matching'. For example, Figure 14.8 supports inferences about partial reports of similar
incidents. Both reports might identify the same manufacturer and the same software failure mode.
If only one report named the software involved then a partial match might be made because, from
Figure 14.8, the same manufacturer makes software that has previously failed in the same manner.

The previous paragraphs have describe how many features of case-based reasoning systems can
be used to support search and retrieval tasks in large-scale incident collections. There are a number
of further bene�ts [4]. For example, conversational case-based systems address the problems of
poor precision and recall that frustrate the users of probabilistic information retrieval systems.
In this approach, users interactively answer questions that are intended to guide them along the
indices that lead to previous cases. By providing feedback about the numbers of cases that match
particular responses, users can iteratively re�ne their search tasks in an interactive manner. For
example, an initial search on the MAUDE data might prompt the user to specify who was responsible
for submitting the report, whether the report addressed a hardware failure, software failure or an
operator error and so on. Associated with each possible response would be an indication of the
resolution provided by the question. If for example, there were only four software related incidents
in the system then the user would see that by selecting this possible answer then their search would
be re�ned down to a relatively small number of candidate cases. If, in contrast, `operator error'
indexed several thousand cases then the user could be alerted to the potential need to further re�ne
their search task. As can be seen, this interactive approach does not directly address the underlying
problems of precision and recall. The case-based reasoner may still fail to return a previous case
that the user might consider to be relevant to their query. Conversely, it might return a previous
incident that the user does not consider to be related to their current search task. Conversational
case-based reasoning does, however, enable users to interactively control the granularity of their
search task. The iterative presentation and answering of questions guides the users towards similar
cases and avoids the need for users to create valid queries using a relational algebra.

The eÆciency of any interaction with a case-based system can be assessed in terms of the amount
of information that a user must provide in order to identify similar incidents. An ineÆcient system
might request a mass of contextual data that does little to focus the search process. For example,
a MAUDE implementation might prompt for details about high-level `norms' within Kolodner's
Dynamic Memory Model, described above. These details are likely to provide only limited bene�ts
during any retrieval task because they will be shared by all incidents in the system. A number
of algorithms exist for increasing the eÆcient of case-based retrieval. For instance, decision tree
techniques often assign relatively high priorities to indices that partition candidate cases into a
number of near equal groups. Selecting any one of the available answers will exclude a large number
of cases from the other groups. If partitions are of di�erent sizes then there is a risk that the user
will continually select the index with the largest number of remaining cases and the partition will
be less e�ective. Other algorithms have been implemented to ask questions based on their frequency
of use to discriminate previous cases by other users [4].

The US Naval Research Laboratory has exploited conversational case-based reasoning techniques
in the development of their Conversational Decision Aids Environment (NaCoDAE) [639] Figure 14.9
illustrates how this system supports fault-�nding tasks. In this example, NaCoDAE is being used to
diagnose a problem with a printer. After loading the relevant case library, the user types in a free-text
description of the problem that they are faced with. The tools uses this to perform an initial search
of the available cases using a form of lexical search. NaCoDAE responds with two ranked lists. The
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Figure 14.9: US Naval Research Laboratory's Conversational Decision Aids Environment

�rst contains cases that are ordered using similarity measures that are based on the free-text query
and the vector-based techniques that were described for probabilistic information retrieval. Each
NaCoDAE case is composed of a problem description, some associated questions and, if appropriate,
a description of remedial actions. The second list, therefore, presents a series of questions that are
associated with the cases in the �rst list. The user can choose to select a possible answer to one
of these questions as a means of further �ltering their search. For example, they might indicate
that they were only interested in cases for which their was a positive answer to the question `was
the incident detected by an end-user facility?'. The list of matching cases would then be revised to
exclude those that were not detected by end-users.

In Figure 14.9, the user has typed `paper is jammed'. The system has responded with a list of
questions headed by `Can your printer print a self-test'. As mentioned, this question guides the user
in their retrieval task. If they did not understand the question then they can double click on the
question to reveal a further explanation:

\To perform a self-test, make sure that the printer is o�-line and while holding down
the ALT key, click the TEST button'.

If the user cannot follow these instructions they can continue the search by answering another
question from the list. In Figure 14.9, the user has indicated that the self-test procedure failed.
The cases displayed below can then be revised in the light of this additional information. This
co-operative exchange of questions and answers will also help improve recall because the user can
continually review the list of `relevant' cases being retrieved at each stage of the process. If the user
selects the `Paper jam' (Case 21) then they will receive further information on corrective actions.
The information encoding used by NaCoDAE can be illustrated by this example:

BEGIN QUESTION QUESTION5

TITLE `Can your printer print a self test?...'
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TEXT `To perform self test, make sure printer is OFF-LINE, and while

holding ALT key, click the TEST key.'

ANSWERS

TYPE : YES OR NO

WEIGHT

MATCH : 10

MISMATCH : 2

AUTHOR david aha

CREATION DATE 7/30/91 TIME 15:18:33

LAST UPDATE DATE 7/30/91 TIME 15:18:34

END QUESTION

As can be seen, the initial self-test question includes information about how to reach a potential
answer. It also states that the type of the answer must be a YES OR NO. The run-time environment
provided by the case based reasoning tool interprets this information and presents the user with a
drop down menu which constrains them to a `yes' or `no' answer. The weighting information can be
used in a variety of ways. The simplest approach is to increment the weighting of any cases matching
the users' selected answer and a penalty for cases that do not match the selected response. The
encoding also includes information that supports the maintenance of a case base by denoting the
identity of the person who entered the question into the case-base and the date of last modi�cation.
Individual cases can be encoded in a similar fashion. As can be seen, the developer explicitly states
the responses to particular questions that will increase the weighting associated with a particular
case. In this instance, if the user selected `no' in response to question 5 `Can your printer print a
self test?' then the match would be incremented in the manner described above. Conversely, if a
self test was completed then the weighting would be decremented:

BEGIN CASE CASE21

TITLE `Paper jam.'

QUESTIONS

Question5 : `No' (MATCH WEIGHT : + MISMATCH WEIGHT : -)

Question25 : `13 Paper Jam' (MATCH WEIGHT : + MISMATCH WEIGHT : -)

ACTIONS Action23

CREATION DATE 8/15/91 TIME 10:56:51

LAST UPDATE DATE 8/29/91 TIME 18:42:1

LAST USED DATE 8/15/91 TIME 10:56:51

NUMBER OF CALLS 0

END CASE

NaCoDAE's encoding of individual cases identi�es potential solutions. The paper jam case
number 21, illustrated above, is associated with remedial action number 23. This is represented by
the following formalisation. As can be seen, the proposed intervention is identi�ed by a short title
`Clear paper path and reseat paper cassette...' as well as a more sustained series of instructions.
These end with a �nal recommendation that if the problem persists, users should contact a service
engineer:

BEGIN ACTION ACTION23

TITLE `Clear paper path and reseat paper cassette...'

TEXT `Jamming can be caused by crooked cassette, wrong paper type,

wrong side of paper up, or sometimes by a dirty print bar or worn

tractor wheels. If the problem persists, contact a service

representative.'

AUTHOR david aha

CREATION DATE 8/15/91 TIME 10:56:40

LAST UPDATE DATE 8/15/91 TIME 10:56:42

END ACTION
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Previous sections have described how NaCoDAE represents each case in terms of a free-text
description, a set of appropriate actions and the answers to questions that help to classify the case.
The MAUDE data-set readily provide descriptions for each incident in the form of the free-text
reports that were associated with each record. MAUDE does not provide access to detailed infor-
mation about the response to individual incidents. We cannot, therefore, directly encode MAUDE
records within NaCoDAE. Our initial studies overcame this problem by referring the user to a range
of documents provided by the FDA about appropriate responses to general types of device failures,
including recall and emergency response guidelines [257], reporting delegation procedures [252] and
risk management documents [276].

It is harder to identify appropriate questions that might be used both to partition the data set
and to guide the users' search. The most straightforward approach is to derive questions directly
from the existing relational data model. For instance, users might begin a search by answering the
question `what was the outcome of the incident?'. They could then select an appropriate response
from the alternative answers `death, injury, malfunction, other'. This might result in the retrieval
of a number of cases that contained either positive or negative answers to the question `was the
anomaly reported by a manufacturer?'. This question would then be presented to the user as a
way of further re�ning their search using information that was common to the cases from their
initial query. All of this data is readily identi�able from the existing MAUDE database. However,
it is important to ask whether this encoding would o�er any bene�ts over the traditional database
approach? The �rst bene�t is that NaCoDAE does not associate an answer for every question with
each case in the system. This is appropriate because, as we have seen in Chapter 5, there can be
considerable uncertainty about the causes and consequences of some incidents. For instance, the
person submitting the form may not know how it was resolved. NaCoDAE actively exploits the
absence of information because it helps to distinguish between di�erent cases. If a user decided not
to answer a question then their search will retain cases with these `unknown' values. However, if they
select a de�nite answer then these cases will be excluded along with cases that are associated with
the alternative answers to that question. In contrast, most relational implementations speci�cally
prohibit `absent values' from the �elds of a record. Many relational systems, therefore, resort to
using `other' as a potential value that can be recorded. This does not resolve the problem, however.
There is an important distinction between other' which implies that a de�nite response is known
but is not supported by the system and `unknown'. Some relational systems support the distinction
by including both `other' and `unknown'. Unfortunately, this creates frequent problems during the
training and appraisal of coders who must be reminded of the di�erence between these two potential
values.

The previous paragraphs have described how our initial application of NaCoDAE was restricted
to the information that was included in the original MAUDE reports. The relational data model
that supports the existing database only provides limited causal information. Most of this detail is
embedded within the natural language accounts that are associated with each incident report. Pre-
vious sections have argued that lexical retrieval techniques can be used to identify common features
in the language that is used in these accounts. Unfortunately, there is no reliable automatic means
of extracting causal information from these natural language accounts. We, therefore, decided to re-
code our MAUDE sample data to demonstrate that case based reasoning tools, such as NaCoDAE,
can be used to support the direct search for common causal factors. This builds on previous work
in the application of case-based reasoning to `small-scale' incidents by Koornneef [456]. The �rst
stage of this new work was to perform a causal analysis of the incident reports. This followed the
Eindhoven classi�cation technique described in Chapter 11 [840, 844]. The causal analysis associ-
ated each incident with a number of the leaf nodes shown in Figure 11.10. Fr instance, the following
natural language description provides an informal account of the potential causes of an adverse event
involving an insulin infusion pump:

\Patient treated at hospital for hyperglycemia. Pump not returned for evaluation...
Manufacturer could not evaluate the pump, as the patient did not return it. User er-
ror likely caused event. Continuous insulin infusion therapy requires that the patient
continually assess the impact of such factors as their caloric intake, activity levels and
other medical conditions and/or treatments on their blood glucose level. The ther-
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apy also requires periodic self-testing of actual blood glucose levels. Failure to monitor
and/or adjust the insulin amount appropriately will result in erratic blood glucose lev-
els. Extreme excursions from normal blood glucose levels can result in conditions such
as hypoglycemia or hyperglycemia. Patients experiencing these conditions may require
hospitalization and medical intervention to preclude serious medical conditions including
death."

Previous chapters have identi�ed a number of criticisms that might be made both about the style
and content of this account. Strong assumptions are made about the patient's role in the incident.
For instance, we are told relatively little about the information and guidance that the physician
o�ered to support the use of the device. Chapter 11 has presented techniques that can be used to
address these concerns. For now, however, it is suÆcient to observe that the causal factors related
to this incident might be categorised using the HRM (Human Behaviour: Monitoring) and PRF
(Patient Related Factor) nodes from Figure 11.10. The incident was caused by a failure on behalf of
the patient and clinician to monitor their use of the device. The incident was also caused by speci�c
patient related factors, including their underlying medical condition that led to the hyperglycemia.
We then encoded this analysis as positive responses to the questions `was there a failure in human
monitoring?' and `was the incident exacerbated by patient related factors?'. Conversely, there was
no evidence of a device related failure (TD, TC or TM). This was encoded as negative responses to
the questions `was there a problem with the device design?', `was there a problem with the device
construction?' and `was there a problem with the device materials?'. As mentioned, we did not
have to indicate whether or not each element of the Eindhoven classi�cation was a causal factor for
every incident. Answers were only provided when there was de�nite evidence for or against certain
causal factors. Instead of questions about the facts known for each incident, such as the name of
the device or the manufacturer, these changes support the classi�cation of cases or incidents by the
results of the causal analysis. Not only does the NaCoDAE application support direct queries of the
form `who reported the incident?' but it also supports searches that look for complex combinations
of causes such as `what incidents were not reported by manufacturers but were caused by a lack of
monitoring on behalf of the device user or clinician?'. Such queries cannot easily be satis�ed using
conventional databases and information retrieval engines.

The previous paragraphs have described initial attempts to apply case-based reasoning as a
partial solution to the problems identi�ed for relational databases and lexical information retrieval
systems. As we have seen, however, many case-based systems draw upon ideas that were originally
developed to support these more common applications. For instance, NaCoDAE relies upon a lexical
analysis to perform the initial identi�cation of candidate cases and questions. Similarly, the semantic
networks of many case-based systems can be thought of as dynamic versions of the data models that
underly relational systems. There are also strong di�erences. In particular, most case based systems
do not require an initial domain model. The classi�cation emerges over time as new cases are added
to the system. This is a signi�cant bene�t given the widespread disagreement that exists over
appropriate incident classi�cation schemes [417].

A number of further issues must be addressed before case based reasoning techniques can be
widely applied to support the storage and retrieval of incident reports. For instance, it is unclear
how to provide the system with feedback when users disagrees with the matches that are proposed
for particular incidents. This is complicated because such matches often depend on indices that
have been automatically inferred by the system. It is, therefore, important to provide the user with
information about the reasons why the system identi�ed a target incidents as being similar to the
one under consideration. Some systems address this issue by simply showing the user a trace of all
of the factors that match between the situation that they are describing and the one that has been
retrieved. Under such circumstances, the user can then either revise their interaction with the system
or alter the labels associated with the case that was erroneously retrieved. The user might provide
additional indices to distinguish the new incident from the case that was incorrectly matched. This
can create problems if arbitrary users are permitted to alter the indices that are generated by the
system. Di�erent users are likely to disagree about the appropriateness of a particular match. It is
for this reason that NaCoDAE records authoring information with the insertion of new cases and
questions into a case library.
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This chapter has focussed on the use of case based reasoning systems to identify patterns during
the retrieval of incident reports. There is a danger that this focus will obscure the main motivation
behind the development of this technology. Case-based reasoning systems were originally intended
to help users solve problems and make decisions. Most previous applications of this technology,
therefore, also include some assessment of how e�ective a proposed intervention was in response to
previous cases. We have not been able to introduce this information into our initial studies using
the NaCoDAE system because MAUDE does not assess the e�ectiveness of interventions following
individual device failures. If this data were to be made available then regulators and analysts could
use the case-based retrieval facilities of NaCoDAE to ensure that they respond to situations in a
consistent manner. Users could also determine the circumstances in which a particular intervention
had previously been e�ective. Without such assistance, there is a danger that the system would
consistently advocate the wrong intervention. The next chapter, therefore, focuses on techniques
that can be used to monitor the e�ectiveness of incident reporting systems and the recommendations
that they produce.

14.5 Summary

Previous chapters have described the elicitation and investigation of adverse incidents and near-
miss events. We have also considered a range of di�erent techniques for presenting the �ndings of
these investigations. In contrast, this chapter has looked at the issues that arise when regulators and
safety managers must disseminate information about these safety-related occurrences. It is important
not to underestimate the scale of this task. For example, the UK MDA provides information on
approximately 7,000 incidents each year [539]. The US FDA's MedWatch program generates well
over 300 incident-related publications each year [269]. The tasks associated with disseminating this
information are exacerbated by the tight deadlines that must be met if safety managers are to be
provided with the information that is necessary to respond to adverse vents in a timely manner.
The MDA has a commitment to issue Hazard Notices within 20 days of noti�cation, safety notices
should be issued within 90 days. There are also �nancial pressures. The MDA are expected to meet
these targets while at the same time achieving 2% eÆciency savings per annum.

The pressures of time and of economy have led many reporting agencies to carefully consider who
should receive the information that they disseminate. Some systems operated closed distribution
policies where reports are only passed to a few named individuals within an organisation. Horizontal
systems distribute to safety managers within other companies in the same industry. Vertical dis-
tribution schemes disseminate reports widely within the same company. Parallel reporting systems
distribute reports to companies that operate similar processes in a range of di�erent industries. Open
distribution policies place few restrictions on the recipients of incident reports. Although we have
identi�ed these general approaches, many organisations operate hybrid techniques. For example, the
MDA distribute Safety Notices through the Chief Executives of Health Authoritities, NHS Trusts
and Primary care Trusts as well as the directors of Social Services in England. This represents a
parallel approach to dissemination because each of these individuals may be responsible for similar
healthcare systems that operate in very di�erent contexts. However, each of these individuals is
then responsible for further disseminating the Safety Notices widely to `all who need to know or be
aware of it' [535]. Hence this second stage dissemination opens up access to a far wider audience.

The carefully designed distribution policies that have been devised by many reporting agencies
are often undermined by alternative communication channels. For example, informal anecdotes and
`war stories' provide both a powerful means of self-help and a dangerous source of rumour depending
on the information that is conveyed and the context in which they occur. These informal channels are
becoming increasingly important as technological innovation is increasing individual access to wider
distribution media. In particular, the development of Internet chat rooms and of `special interest'
web pages has led to the dissemination of many `alternate' accounts for incidents and accidents. The
press and broadcast media provide further means of disseminating information about adverse events.
They may be used to publicise the �ndings of an oÆcial investigation. They can also disseminate
the results of journalistic investigations which are, typically, triggered by members of sta� who feel
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that safety-related information must be disseminated to a wider audience.

Incident reporting agencies can recruit a range of technologies to implement the distribution
policies, described above. These range from conventional paper-based publications through to in-
creasingly complex, computer-based storage and retrieval systems. Paper based resources have
numerous bene�ts. They are accessible to a wide audience and impose few additional technological
requirements either on the publishers or the recipients. Unfortunately, they can be costly to pro-
duce and are diÆcult to disseminate in a timely fashion. There are also limitations in the types
of information that can be captured in books, pamphlets and journals. Some information can be
better conveyed using more dynamic media such as video images of incident locations and computer
reconstructions of likely events. Finally, it can be diÆcult to ensure that all readers receive a copy
of periodic updates to paper-based incident reports. There is a danger that some safety-managers
may retain printed documents that contain obsolete recommendations.

Many of the distribution problems that are associated with paper-based documents can be ad-
dressed through the use of fax and telephone based mechanisms. For instance, pre-recorded messages
can be accessed by telephone so that the potential recipients of an incident report can determine
whether or not to request a printed copy using more conventional means. Alternatively, fax ma-
chines can automatically send updates to many thousands of telephone subscribers. This can be
done over-night or during periods when the necessary equipment is likely to be idle. Unfortunately,
the low resolution of most fax devices and the relatively unreliable infrastructure can create problems
if these approaches are used as the primary means of dissemination. Increasingly, reporting agencies
view this form of technology as an interim measure while the intended recipients of their documents
acquire the necessary support to access computer-based resources.

A range of issues must be considered by any organisation that is considering using computer-
based systems as a means of disseminating safety-related information. They must consider whether
machines will be isolated from the security concerns that are associated with many local and wide
area networks. They must consider whether the information that is held on a machine is to be
disseminated by transient media, such as email, or by more durable forms of secondary storage,
including CD-ROMS. They must consider the way in which individual reports will be formatted. For
example, variants of the HyperText Markup Language (HTML) and Adobe's proprietary Portable
Display Format (PDF) are both emerging as standards for the transmission of incident reports over
the web. Each of these approaches o�ers radically di�erent support for the dissemination of incident
reports. PDF provides better support for the local generation of printed documents. HTML is more
easily indexed and searched by a wider range of automated systems. Investigation authorities must
also approve the access control mechanisms that are intended to secure their information resources.
They must consider who has the right to read an incident report. They must also consider whether
those initial readers have the right to disseminate the report more widely once they have received
it. These access control mechanisms must be implemented using techniques such as public and
private key cryptography. These techniques can be used to establish that the information has been
sent by an oÆcial source and that the recipient has the correct permissions to access any data.
Digital watermarks can also be used to ensure that incident information has not been altered by
a third party. Finally, reporting agencies must also consider accessibility issues. Many schemes
operate within regulatory and legal frameworks which help to ensure that the use of particular
technologies does not prevent potential recipients from reading an incident report. Most commonly
this is interpreted as a requirement to provide information in a format that can be accessed by
individuals with a visual disability, for instance using a screen reader. Some legal and regulatory
requirements have wider implications, including the need to perform usability evaluations to establish
that computer-based resources can be operated by a wide cross-section of potential users [686].

These issues are generic because they a�ect the application of computer-based technologies to
support the dissemination of incident-related information. There are, however, a number of more
speci�c concerns that stem from the use of particular computational techniques in this domain. For
instance, most existing systems rely upon relational databases. These applications structure the
storage and retrieval of information using a static data model that must be carefully designed before
the system is implemented. These models can be re�ned to improve eÆciency both in terms of the
storage space that may be required and in terms of the access speed for individual reports in large
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scale systems. Relational data models also help to ensure that data is not omitted or needlessly
repeated. There are further bene�ts. Relational data models associate particular �elds of informa-
tion, or attributes, with key entities in the application domain. For instance, the FDA's MAUDE
system is structured around manufacturer, device and patient `entities'. The attributes associated
with these key entities help to de�ne the minimum information that must be recorded about each
incident. This increases consistency between individual incident reports. Unfortunately, many of
the bene�ts of relational databases can also be interpreteted as potential weaknesses. For instance,
these is often considerable confusion about the values that must be entered into the individual �elds
of a relational system. The MAUDE system supports the distinction between a `generic name' and
a `brand name' that can be confusing without further explanation. Such problems can also frus-
trate information retrieval using relational systems. Queries must, typically, either be pre-formatted
or composed using a variant of the relational algebra. If queries are pre-formatted then it can be
diÆcult for designers to anticipate all of the questions that users might need to pose of the inci-
dent data that is collected. If `raw' queries are to be constructed from the relational algebra then
users must not only be very familiar with the underlying data model but they must also have some
understanding of the particular operators supported by their database management system.

A �nal set of limitations stem from the static nature of many relational schemas. As mentioned,
most database applications structure the storage and retrieval of infromation around a number of
tables or relations that are `optimised' to improve the eÆciency of a resulting application. These
tables must be `pre-programmed' into the system. In consequence, it can be diÆcult to develop
appropriate models if safety managers or regulators are unsure about the precise nature of the
incidents that will be reported or the information that they wish to capture. This might seem like a
trivial requirement; the operators of a reporting system should have a clear idea of the information
that they wish to elicit before starting a scheme. Unfortunately, things are rarely this simple. Even if
it is possible to identify information requirements before a system is established, those requirements
are highly likely to change over time. For instance, changes in production techniques may lead to
new questions being asked about the circumstances in which an incident occurred. This would force
programmers to re�ne the attributes in a relational data model. Similarly, if a relational model were
to include causal information then changes might have to be made whenever new causal factors were
identi�ed. This would raise particular problems if previous incidents in the database were not re-
classi�ed using the new causal model. For instance, if a system added `high workload' as a new cause
in January 2002 then all the system would only recall incidents after this date even though there
may have been `high workload' incidents received before this date. These earlier failures would not
have been recorded in this way because the relational model operating before 2002 did not support
this distinction. For systems, such as MAUDE, that contain several hundred thousand records the
maintenance issues associated with relational systems can impose a considerable overhead upon
systems administrators.

Many incident reporting systems avoid the limitations of static relational models by restricting the
information that is encoded within the �elds of the database. These �elds only record information
about entities that will not change over the lifetime of the system. Every medical device will
have a manufacturer, every incident report will be submitted by a contributor and so on. The
remainder of the contextual and causal information that will change over time is recorded in a free-
text description of the adverse event. This approach is adopted by the MAUDE system. Free text
information retrieval o�ers numerous bene�ts for the maintenance of large-scale incident reporting
systems. Many of these techniques do not assume that users have any knowledge of the underlying
implementation techniques. Nor do they require the use of complex relational algebras. In contrast,
users are encouraged to form natural language queries. Typically, key terms are extracted from
these queries. There terms are then compared against the indices that point to individual narratives.
Stemming techniques and thesauri can be used to ensure that lexical retrieval systems detect matches
even though users do not enter exactly the same literal terms that are indexed by the system. Hence,
`fail', `failed', `failure' and `fallible' can all be recognised as referring to similar concepts. If there
is a suÆcient match between the terms in the query and the index terms in the document then
the system will propose a potential match to the user. This lexical retrieval clearly depends upon
there being a minimal distance between the language used in the query and the index terms. If
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users' continually uses words that the system does not recognise then it will be diÆcult to identify
appropriate documents.

Expert advice can be used to guide the selection of appropriate indices. This advice can be
validated against records of queries performed with previous versions of the system. Index terms
can be identi�ed by a lexical analysis of word frequencies. This has the bene�t that index terms
can be revised to re
ect changes both in the language that is used to describe incidents and, ideally,
in the nature of the incidents themselves. Any changes in word frequency will be accounted for
each time the indexing program is run. One side e�ect of this is that free text retrieval systems
avoid the limitations of more static relational schemes. A potential problem with this approach is
that requests will not always return the same results because the indices depend on the changing
frequency of terms used in the collection.

Further problems arise because it can be diÆcult to ensure both high precision and high recall over
a broad range of user queries. Precision refers to the proportion of relevant to irrelevant documents
that are returned in response to a query. Recall refers to the proportion of relevant documents that
are returned to all relevant documents held in a collection. Both of these concepts are well illustrated
by the current generation of web technology. Many search request now provide hundreds of potential
`hits'. Many of these will not be relevant to the users query. The manual process of sorting through
these many irrelevant matches stems for poor precision. Similarly, the same request may not return
all of the potentially relevant information. There may be sites that could have provided exactly
what the user required but which were not recognised as being relevant. This illustrates poor recall.
In the context of incident reporting, each of these concepts has considerable signi�cance. A failure
to retrieve a similar incident in the past may mean that safety managers fail to detect an emerging
pattern of failure. Poor recall can, therefore, lead usrs of a system to underestimate the potential
risks of any recurrence. Similarly, if a request returns many dozens of incidents that the user does not
consider to be relevant then they may be dissuaded from performing the necessary manual �ltering
that might have identi�ed previous similar incidents. Such poor precision can impose considerable
burdens upon the �nite resources of many incident investigation agencies.

A range of solutions have been proposed to avoid the limitations of relational databased and
lexical information retrieval systems. As mentioned, the FDA's MAUDE system implements a
hybrid interface that provides access both to a relational database for directed search and a free-text
retrieval system for broader queries. Case-based reasoning tools have recently been identi�ed as a
further alternative [456]. These systems, typically, avoid any predetermined data model. Instead,
they will automatically recon�gure indices as new cases are entered into the system. There are several
ways of achieving this. For instance, the Dynamic Memory Model distinguishes between `generalised
episodes' that collect together similar cases and indices that are used to distinguish between each
of the particular cases that represent instances of a `generalised episode'. Alternatively, `category
and exemplar' approaches introduce several di�erent types of indices some of which indicate the
degree of closeness between a higher level category and the incident reports that are exemplars of
that category. These approaches o�er signi�cant bene�ts to incident reporting systems. Not only
are they based upon dynamic classi�cation techniques, most of these tools have been deliberately
designed as information support systems. Individual cases are usually formulated as descriptions of
problems. These are then associated with remedial actions. Hence it is possible to �nd out what
other circumstances might prompt similar interventions. It is also possible to determine whether
the same incidents are provoking the same reaction. These standard features of many case-based
reasoning tools must be explicitly designed into mass-market relational databases.

The chapter has closed by describing initial attempts to apply the US Naval Research Labo-
ratory's Conversational Decision Aids Environment (NaCoDAE) to store and retrieve reports of
device failures from the MAUDE collection. NaCoDAE is a conversational case-based reasoning
tool. Users provide an initial free-text query. This is used to identify an initial set of matching
cases. This initial match is then analysed to identify a series of questions that might best be used
to discriminate between these individual incidents. The user is then prompted to answer a list of
these questions. For example, the user could choose to select the answer `yes' to the question `was
the incident reported by an end user facility'. Each time they select a response, the system will
automatically revise the set of matching cases and the list of questions. The eÆciency of the entire
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system can be judged in terms of the number of questions that must be answered before the user is
satis�ed that they have identi�ed a potential match. This `conversational' approach helps the user
with the problems of query formation. They are continually prompted to answer questions that are
intended to guide their search task. This approach also helps the user to control the number and
nature of potential matches. It is a trivial task to `cancel' a response to a question if it narrows the
number of potential matches too rapidly.

As mentioned, an important bene�t of case-based tools is that they explicitly support the associ-
ation of incident descriptions and recommended remedial actions. They do not, however, guarantee
that those remedial actions will either be e�ective or appropriate. The following chapter, therefore,
described ways of monitoring the e�ectiveness of the interventions that are identi�ed in response to
adverse events and near-miss incidents.



Chapter 15

Monitoring

The New Zealand Transport Accident Investigation Commission argues that \the sole purpose of
each (incident) report is to avoid similar occurrences" [632]. This chapter looks beyond this high-
level goal to identify the problems that arise when attempting to monitor the success of any incident
reporting system. For instance, it can be diÆcult to prevent similar occurrences when new tech-
nology and working practices introduce new froms of previous failure. It can also be diÆcult to
ensure that any reporting system gathers suÆcient information about other failures to be sure that
similar failures are not going unreported. Given such uncertainty, it is particularly important that
any monitoring activity justi�es the investment that regulators and operators must make to sus-
tain reporting systems. Previous chapters have described the many di�erent activities that must
be managed during the investigation, analysis and dissemination of incident reports. Domain ex-
perts must initiate follow-up interviews, site visits and data acquisition. They must �lter relevant
information from the mass of contextual details that are elicited in the aftermath of an adverse
event. They must also ensure that the products of any root cause analysis are well-documented
so that others can reconstruct the arguments that support particular recommendations. We have
seen that computational tools can assist in the elicitation, classi�cation, dissemination and retrieval
of incident reports. Computer-based forms can be developed to collect initial information about
an adverse event. Automated interviewing systems can prompt domain experts to consider certain
causal hypotheses in the aftermath of an incident. The previous chapter has described the use of
lexical retrieval tools, relational databases and case-based reasoning systems to identify patterns
of failure. It is important to emphasise, however, that these tools have not been widely applied
to support incident reporting systems. The costs of manually performing these various activities
can, therefore, act as a signi�cant disincentive to the creation and maintenance of many reporting
schemes. It is, therefore, important that safety managers can demonstrate the `cost-e�ectiveness' of
any proposed system.

Who Monitors What and Why

A host of problems complicate attempts to monitor the `cost-e�ectiveness' of incident reporting
systems. For instance, it can be diÆcult to establish that any safety improvements can be attributed
to a reporting system rather than to other wider changes within a company or an industry. A more
detailed examination of the barriers to incident monitoring is postponed until later sections. It is
�rst important to identify those individuals and organisations that are concerned to validate the
e�ectiveness of a reporting system.

Safety Managers. There are many di�erent reasons for monitoring incident data. For instance,
safety managers can use information about adverse events to justify the remedial actions that are in-
tended to prevent future failures. This also, indirectly, helps to justify the existence of the reporting
system. Safety managers can also monitoring incident reports to identify the need for further con-
tributions about certain safety concerns [169]. They can use incident information to track progress
towards higher-level safety targets. They can also use monitoring data to inform employees and the
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public about particular safety issues and so on. For example, the Washington Metro Area Transit
Authority's Safety OÆcer issued a press release to publicise customer injuries on escalators [855].
These accounted for 43% of all passenger injuries in the �rst quarter of 2002, a 5% reduction from
2001. The Safety OÆcer argues that this represents signi�cant progress. He also uses this data
to justify a new safety awareness campaign involving community outreach, new car cards, station
posters and brochures. This example illustrates the way in which incident monitoring helps Safety
OÆcers to recognise the scale of particular problems. They can then use the available statistics to
inform the public about potential hazards. The same press release also illustrates the way in which
incident monitoring can be used to provide feedback to employees about previous safety initiatives.
The Safety manager describes how there were 13 reported �res and smoke incidents requiring a �re
service response in the �rst quarter of 2001. These resulted in an average delay of under 30 minutes
per incident. In the �rst quarter of 2002, there were only 10 such incidents with an average delay of
under 20 minutes. The Safety Manager concluded that `the reduction in the number of incidents is
a result of improved maintenance measures, and interagency coordination and communications with
the local �re departments' [855].

The information provided by the Washington Metro Area Transit Authority illustrates the use
of incident monitoring to track relatively long term trends. Safety managers can also use this
data to identify sudden increases in particular types of failure. For example, Southern California's
Metrolink Rail System has used monitoring information to provide a rapid response to changes in
the types of incident that are being reported [548]. In February 2000, it was realised that there
had been 5 di�erent incidents involving trains and trucks in the Southland area in a 90 day period.
This formed a sharp contrast with the previous 24 months in which there had only been a single
comparable incident. The �ve more recent incidents were `near misses' in the sense that they resulted
in relatively minor injuries. The careful monitoring of these incident statistics helped to trigger a
more detailed causal analysis. This identi�ed that a booming regional economy had resulted in an
increase in freight carrier traÆc. Many of the truck drivers who were brought in to satisfy this
demand were unfamiliar with the Metrolink train operations. The company responded to this rapid
increase in truck-train incidents by contacting local haulage �rms and by a series of awareness raising
initiatives including a `Trucker on the Train' day as part of a Metrolink Rail Safety Week. This
enabled truck drivers to ride with Metrolink engineers so that they can learn to avoid potential
collisions.

The two previous examples have focussed on the use of incident monitoring to chart progress
towards recognised safety objectives and to trigger rapid intervention when new hazards arise. This
illustrates how safety managers can use data to provide others with information about adverse
events and near miss incidents. It is also important to monitor the reporting system itself to
ensure that submissions are handled in a timely fashion. Safety managers and the operators of
reporting systems must also track any causal analysis to identify potential bias [854]. This must
include some consideration of intra-rater reliability; will the same coder code similar incidents in
the same way over time. Similarly, the �ndings of particular analysts may be compared for the
same incidents to ensure inter-rater agreement. Davies, Wright, Courtney and Reid describe the
results of performing this type of monitoring activity for the CIRAS voluntary reporting system
that operates across Scottish railways [197]. This system is based around a classi�cation system,
similar to those described in Chapter 11, which provides 54 di�erent causal categories. Two CIRAS
personnel independently analysed a total of 439 incidents with 84.6% agreement over the causal
classi�cation. This involved the assignment of 1,955 codes for human factors issues alone. Such
results represent a remarkable level of consistency. Chapter 12 has reviewed the many problems
that can jeopardise agreement between independent analysts. For example, Lekberg has shown that
individuals from di�erent educational and operational backgrounds will code the same incident in
di�erent ways [484]. Monitoring techniques, such as those introduced in the following pages, provide
Safety Managers with a means of assessing whether or not such factors are introducing signi�cant
biases into the analysis of and response to adverse events.

Company Monitoring. The previous section described some of the reasons why Safety Managers
might choose to monitor the performance of an incident reporting system. At a corporate or or-
ganisational level, there can be more pressing requirements to track the data that can be obtained
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about incidents and accidents. For example, Canada's Railway Safety Act incorporates an annex
that describes various requirements that must be satis�ed by Railway Safety Management Systems.
These include the provision that all railway companies must record safety-related information for
the purpose of `assessing its safety performance' [779]. This information should include `accident
and incident investigation reports and a description of the corrective actions taken for accidents and
incidents'. Companies must also monitor accident and incident rates that should be calculated in
terms of (i) employee deaths, disabling injuries and minor injuries, per 200,000 hours worked by
the employees of the railway company, and (ii) train and grade crossing accidents per million train
miles. The Railway Safety Management Systems annex also states that railway companies can be
required to collect, maintain and submit speci�ed performance or safety data for \the purpose of
monitoring the e�ectiveness of its safety management system and its safety performance". These are
important provisions because they specify the way in which companies must normalise their incident
data to account for di�erences in the operating characteristics of individual companies. Clearly, raw
incident frequencies for national carriers and for local railways cannot provide an adequate means
of comparison. The number of journeys as well as the distance and time of travel combine to make
the risk exposure radically di�erent in each of these cases. It is possible to have a profound e�ect on
the nature of safety statistics depending in which of these normalising factors are used. In contrast
to the Canadian provisions mentioned above, the FRA calculates the total accidents and incidents
rate by multiplying the number of accident and incident reports by 1,000,000 and then dividing the
result by the sum of train miles and hours. This re
ects a di�erent approach in which companies
do not directly perform the normalisation themselves. This is done by the regulator in assessing
the performance of each operator. Such an approach raises a number of dilemmas for operating
companies that must monitor accident and incident rates. In particular, they must still report nor-
malisation statistics for periods in which they may have few or no safety related occurrences. This
is necessary if regulators are to assess the performance of an industry in terms of total incidents per
miles travelled, passengers carried etc. The government of South Australia has recently eased the
burdens associated with the reporting of normalising factors through the development of a web page
[782]. This asks operators to report how many kilometres of track they own and manage within
Southern Australia. They should also report the distance, in kilometers, that their passenger or
freight trains travelled within the state. This distance must be distinguished from the kilometers
travelled by contract services. In addition, operators must report the number of passenger journeys
in urban areas within Southern Australia given as `a point to point journey irrespective of the num-
ber of vehicles or mode used for the trip'. Journeys in non-urban areas consist of `a point to point
journey but each change of vehicle along the route is a separate journey'. Companies must also
report their total number of employees engaged in railway work in South Australia. This includes
contractors and volunteers who work `at the direction of the reporting railway' but not `employees,
contractors or volunteers of other accredited railway owners or operators who provide services to
your organisation'.

Legal and regulatory provisions are not the only reasons why companies may monitor an incident
reporting system and the data that it provides. There may also be strong commercial motivations.
For instance, incident data is often cited when two or more companies are in competition for a
particular market. Similarly, incident information will often be published if the operational activities
of a company are called into question by the public, press, politicians or other pressure groups. For
example, the San Jacinto Rail company is in the process of applying to transports hazardous and
non-hazardous materials in the Houston area. Approximately 85% of the materials to be carried by
the proposed service will be both solid and non-hazardous including polyethylene and polypropylene
plastic resins. The proposals also provides for the transportation of more hazardous commodities,
including isobutylene, propyleneglycol and ethylene glycol. In order to reassure potential opponents
to this proposal, the rail company cited incident statistics gathered by a range of trade organisations:

\According to research by the Association of American Railroads (AAR), 99.996% of
hazardous materials moved by rail arrive at destination without incident. Over the past
20 years U.S. railroads have invested in technology and infrastructure to improve safety,
reducing accidents per million train miles 66% since 1980 and 18% since 1990. Although
trucks and railroads carry almost the same amount of hazardous materials, the trucking



798 CHAPTER 15. MONITORING

industry has nearly 14 times more hazardous material incidents." [723]

This quotation illustrates the way in which individual companies can draw upon the incident and
accident data that is collected by trade associations. In this case, the San Jacinto proposal exploits
the results of the AAR monitoring to compare the safety record of rail transportation with that of
the haulage industry. The proponents of this scheme also cite incident data from similar companies.
For example, the Burlington Northern and Santa Fe Railway experienced 17 releases of hazardous
materials from a total of 878,428 shipments in 2000. The proposers calculate that this represents an
`accident release ratio' of 0.0194 accident releases per 1,000 shipments. This represents a decrease
from 0.0201 accident releases in 1999.

The Nuclear Energy Institute provides a further example of how incident monitoring information
can be used to support particular commercial operations [381]. A recent report stated that the US
nuclear energy industry has completed more than 3,000 shipments of used nuclear fuel covering 1.7
million miles over the last 35 years without any injuries, fatalities or environmental damage from the
radioactivity of the cargo. This is an interesting argument because it reverses the usual claim that
reporting systems provide important information about previous failures. In contrast, the Nuclear
Energy Institute stress the absence of incidents in order to reiterate the industry's safety record.
This style of analysis can seem complacent. The Institute is, however, careful to stress the more
active safety measures that protect the public `accidents can happen and so scientists and engineers
designed used nuclear fuel shipping containers to be among the safest on the road, and to protect
the public against even the most unlikely accidents' [381].

Regulatory and Investigatory Oversight. Governments are concerned to both promote and ensure

Road Rail Water Air

1991-92 2084 54 69 46
1992-93 1874 55 69 63
1993-94 1994 37 71 63
1994-95 1984 55 58 56
1995-96 1986 37 51 68
1996-97 1873 38 55 34
1997-98 1768 42 47 51
1998-99 1774 .. .. 44
1999-00 1783 .. .. 45
2000-01 1775 .. .. 57

Table 15.1: Australian Transport Fatalities by Mode (1991-2001)

the safety of national industries. They, therefore, direct industry regulators to gather a range of
statistics to monitor the performance of those industries. Some of these indicators are relatively
easy to obtain. For instance, Table 15.1 presents Australian Transport Safety Bureau (ATSB) and
Australian Bureau of Statistics data on fatalities in each of the major transport modes over the last
decade [51]. This shows a reduction in the total number of fatalities across all modes except air
transport. However, the periods in Table 15.1 reveal the lack of national, annual fatality statistics
for particular industries. The lack of reliable statistics is worse for less serious incidents [51]. The
Australian government has particular problems in gathering information about serious road injuries.
This partly arises from the inconsistent de�nitions about what is and what is not reportable at a
state level. Similar problems in the rail industry led to calls for a national coordinating body to
receive and review incident and accident statistics [55]. The need for such a body is illustrated by
the diverse legislation that covers the Australian national rail system. For example, Victoria follows
a Transport (Rail Safety) Act of 1996 and enforces Transport (Rail Safety) Regulations proclaimed
in 1998. Western Australia follows a Rail Safety Act of 1998 and Rail Safety Regulations of 1999
New South Wales introduced a Rail Safety Act in 1993. Section 44 of this act was a�ected by the
Administrative Decisions Legislation Amendment Act of 1997. It also enforces Rail Safety (O�ences)
Regulations of 1997.
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Collating statistics from di�erent local and regional reporting systems is one of several problems
that complicate the regulatory monitoring of particular industries. Chapter 2 has described the
problems that arise when regulators become involved in both the promotion and monitoring of a
safety-critical applications. There may be a temptation not to publicise adverse statistics that might
a�ect the future success of commercial organisations. This explains why many countries deliberately
separate the promotion and safety regulation of their industries. Even so, there is a temptation for
regulators to focus on those statistics that illustrate the comparative safety of the industries that
they support. It can be argued that increasing numbers of incidents and accidents re
ect inadequate
regulation as well as unsafe working practices within an industry. Many regulators are sensitive to
these criticisms. The UK Health and Safety Executive's report in Signals passed at Danger (SPADs)
reveals the tensions that exist when regulators monitor and publish incident information [349]. The
document begins by stressing the relative safety of rail travel and overall improvements in the
frequency of these incidents. In 1997-98, Her Majesty's Rail Inspectors (HMRI) received 593 reports
of SPAD incidents across the UK rail network. This represented a reduction from the high of 944
incidents in 1991-92. This generally positive tone is balanced by the following paragraphs of the
report which acknowledge that `while such incidents continue to occur, there remains the possibility
of one leading to a train collision and/or derailment'. They also note that the number of SPAD
incidents increased to 643 in 1998-99, reversing the earlier downward trend. This careful balancing
of positive and negative statistics continues throughout the report. It continues by noting that many
of these 643 incidents do not threaten safety because the train stops within the 183 meter overlap to
the signal which is the intended safety margin. These more positive comments are then balanced by
the observation that potentially severe SPADS involving trains that run past the overlap and where
there are connections ahead increased from 42 in 1997/98 to 52 in 1998/99.

The previous paragraph illustrated the regulators dilemma. Falling incident statistics illustrate
the e�ectiveness of a regulator and their reporting system. However, by focusing on these �gures
there is a danger that the regulator may appear complacent in the face of any subsequent accidents.
Conversely, rising incident statistics can be interpreted as the result of ine�ective regulation even
though they may indicate that suÆcient information has been obtained to guide subsequent inter-
vention. This dilemma can lead some regulators to stress the diÆculty of intervening to prevent
particular types of adverse events. For instance, there were 230 collisions at Canada's 22,400 public
highway and railway crossings in 1998. Another 46 collisions occurred at private and farm cross-
ings of railway lines. The National Safety Program, Direction2006, stresses that more than 50% of
these incidents occurred at crossings that were equipped with automated warning devices such as

ashing lights, bells and gates. There were a further 80 collisions involving trains and pedestrians.
It is concluded that `the fact that so many vehicles and pedestrians are involved in collisions with
trains while either disobeying railway crossing signs and signals or trespassing on railway property
underscores the need for increased enforcement' [212]. This response to the regulator's dilemma
shows how adverse incident statistics can be used to justify di�erent forms of intervention, such as
`increased enforcement' when existing measures appear to have failed. It remains to be seen whether
this particular approach will have the intended e�ect.

It is important to stress that regulators, like companies and safety managers, often have several
objectives for monitoring incident reporting systems. As we have seen, incident data can be tracked
to identify areas for intervention or to monitor progress towards particular safety objectives. It
is also important to monitor the performance of reporting systems and not simply the data that
they produce. Regulators must account for their expenditure in terms of the `productivity' of their
reporting systems. For example, the annual report of the Chief Executive for New Zealand's Trans-
port Accident Investigation Commission focuses on these metrics [628]. This account opens with the
observation that the Commission launched 47 investigations, �nalised 36 reports and promulgated
112 safety recommendations for a total cost of $1.588 million in 2000-2001. This represented an
overspend of 0.1% beyond the Commission's income of $1.586 million.

The ATSB provides a further example of meta-level monitoring in which the performance of the
reporting system is analysed as well as the individual incidents [51]. The 2001 annual report identi�es
a number of speci�c metrics that are to be used in assessing ATSB activities in the following twelve
months. For example, one core activity was identi�ed as the investigation of rail safety incidents
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to `identify circumstances and establish causes'. The annual report identi�es quality, quantity and
timeliness metrics. Quality can be assessed by ensuring `impartial investigations undertaken in
accordance with relevant legislation/regulations and procedural guidelines'. The quantity criteria
are set as `Findings published in up to 4 reports'. Timeliness metrics establish a median time of
27 weeks to complete investigations and �nalise reports. Another key activity was to `Facilitate
and publish rail safety statistical analysis and data collection to assist in the conduct of rail safety
investigation and the development of policy and strategies'. The quality of this activity was to be
assessed in terms of `user satisfaction with published statistical information'. The quantity criteria
was again established as publishing 4 statistical reports. An associated comment noted that in
the previous year; `work on a rail safety statistical database development continued but delay in
agreement with state rail accreditation authorities delayed publication of data'. Similarly, a further
core activity was to `publish and distribute rail safety reports'. The quality of this activity was to
be assessed in terms of the acceptance and utilisation of rail safety reports by the rail industry. The
plans include a commitment to publish the �ndings in up to 4 reports.

Political Monitoring. Politicians, typically, help to establish the regulatory structures that pro-
tect public safety. They, therefore, have a keen interest to ensure that monitoring data re
ects the
success of those structures. When evidence is presented about particular short-comings then there
is often a rapid move to ensure that appropriate action is taken. For example, John Spellar, the
Minister for Transport, recently told a rail industry safety conference that government and industry
must act to reduce the 300 deaths from trespass and suicide on UK railways each year. He argued
that over half of these incidents were due to malicious acts of criminal damage and that it was,
therefore, necessary to introduce a coherent `national strategy' to address the problem [218]. The
political sensitivity over incident data also partly explains regulators' concerns to both justify their
intervention and to account for their expenditure on reporting systems. Ultimately, accidents can
lead the general public to question the political structures that guide the development of safety
policies at a national and an international level. For example, the Indian Government of Atal Bihari
Vajpayee ordered a complete review of their national rail system in the aftermath of the Gaisal train
collision in which almost 300 people died in 1999. He refused to accept the initial o�er of resignation
from his railways minister, Nitish Kumar, who said `he felt the need to punish himself for the huge
loss of life' [101]. It is instructive to note that this political reaction was triggered in spite of a
relatively good safety performance across the Indian rail network. In 1997, there were 1.4 passenger
deaths for each billion passenger-kilometres travelled in India compared to 1.42 in the European
Union.

The events surrounding UK rail privatisation provide a more complex example of the role that
politics play in monitoring the performance of incident reporting systems. The break-up of British
Rail, the national rail service, was proposed throughout the late 1980's but only emerged as a
commitment in the 1992 Conservative election manifesto. A White Paper on rail privatisation
was then produced following their victory under John Major in July 1992. Pressure from the
Treasury resulted in a decision to separate the operation of the infrastructure from that of rail
services. This led to the creation of twenty-�ve separate companies, including Railtrack which
assumed responsibility for the rail infrastructure. The Bill was �nally passed in November 1993.
The �rst operating franchises were o�ered in December 1995 to SouthWest trains, LTS and Great
Western. Railtrack was 
oated in 1996. The �nal operating franchise was o�ered to ScotRail in
April 1997 shortly before the Labour party was elected to power. There then followed a succession of
high-pro�le failures including accidents at Watford Junction in August 1996, Southall in September
1997, Ladbroke Grove in October 1999, Hat�eld, in October 2000 and at Selby in February 2001.

These `failures' helped to launch a series of enquiries and investigations that considered the
monitoring of incidents and accidents as part of a wider review of rail safety in the UK. Previ-
ous paragraphs have cited from the Cullen report into Ladbroke Grove and the Health and Safety
Executive's report into Signals Passed at Danger. Rather than reiterate the �ndings of these in-
vestigations, it is also important to consider the political impact of these initiatives to monitor
both incident information and the reporting systems that produce them. Don Foster, the Liberal
Democrat transport spokesman, reviewed these statistics during a Commons debate into transport
safety. He concluded that the way in which the Conservative government had introduced privati-
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sation had created `confusion between safety and other aspects of the railway - not least confusion
between safety and pro�t' [99]. The privatisation process had created uncertainty about who was
responsible for what happened when an accident occurred. Labour's junior transport minister, Keith
Hill, responded by arguing that both public and private transport operators must make safety their
�rst priority; it is `totally unacceptable for �nancial interests to take precedence over safety'. His
response also illustrates the way in which narrow discussions about the safety record of particular
companies can be broadened by political debate. He was compelled to defend plans for the `part-
privatisation' of the London Underground and for National Air TraÆc Services (NATS) in a debate
on the Ladbroke Grove rail crash. The political nature of such incidents is again illustrated by the
Conservative spokesperson, Shaun Woodward, who argued that `the public not only wants us to
be concerned about safety but to ensure that when we know that safety may be at risk, to take
responsibility and action when and where appropriate' [99].

The Hat�eld accident, in particular, helped to focus attention on the high levels of investment
that were necessary to achieve acceptable safety standards throughout the UK rail infrastructure.
Political pressures ultimately forced the Labour government to withdraw �nancial support from
Railtrack. The infrastructure company was then taken into administration. This political decision
had both �nancial and operational implications. Over 250,000 shareholders, which included 90% of
the company's employees, were immediately a�ected by this decision. The withdrawal of government
�nancial support for Railtrack also cast considerable uncertainty over the future of the UK rail
network. In the aftermath of this action, the percentage of trains arriving 5 or more minutes late
increased from approximately 25% to over 30%. Although these �gures were subsequently challenged
on the grounds that they re
ect a seasonal increase in delays from adverse weather conditions and
`leaves on the line'. The decision also raised safety concerns that demoralised employees facing
an uncertain future might exacerbate existing equipment and infrastructure problems to trigger
an increase in adverse events. Hence the political intervention directly led to a request from the
Department of Transport, Local Government and the Regions to the Health and safety Executive
to increase their monitoring of rail incident data to ensure that the administrative procedures had
not jeopardised the safety of the rail system. It remains to be seen whether the incident data will
reveal the same adverse trends that many have claimed for reliability statistics.

Political interest in the data that can be obtained from monitoring reporting systems does not
just focus on the need to counter potential criticisms of particular initiatives. Statistical evidence of
falling reporting rates is often used to validate previous actions. It can also be used to publicise and
promote a reporting system. This may indirectly increase con�dence in the wider regulatory systems
that protect the public. For instance, in 1999 the U.S. Transportation Secretary and Federal Railroad
Administrator announced the publication of a report showing `dramatic' improvements in railroad
safety as a result of the Clinton administration's partnership with industry. In 1997-98 there was a
27% reduction in railroad employee fatalities and a 33% reduction in passenger fatalities. Highway-
rail incidents declined 9% and highway-rail injuries 15%. The FRA also reported a `dramatic' fall
in six-year safety results. From 1993 to 1998, highway-rail incidents declined 28%, highway-rail
fatalities 31% and highway-rail injuries 29% while railroad operations, measured in train miles,
increased 11%. It was argued that the Clinton partnerships supported safety improvements by
focusing attention on the `root causes of problems' and an improved understanding of `the nature
of rail-related incidents'. The Transportation Secretary stated that:

\`President Clinton and Vice President Gore challenged the government to do business
in a new way, to work better together and get results that Americans care about. The
report we are issuing today demonstrates that this approach to governing is working by
dramatically increasing safety in the railroad industry." [238]

As we shall see, however, headline �gures can mask other incident statistics that often contradict
political claims about the safety of an industry. Closer inspection of the FRA monitoring data
shows that the overall fall in accidents and incidents was largely accounted for by the drop in
highway-railway incidents from 3,865 (1997) to 3,508 (1998) The same period saw an increase in
train accidents from 2,397 (1997) to 2,575 (1998) mainly caused by derailments, 1,741 (1997) and
1,757 (1998), and human factors, 855 (1997) and 971 (1998) [243].
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Media and Public Involvement. There are clear reasons why those who are involved in the
operation and management of a reporting system should want to monitor both its output and
performance. It is also important to recognise that there may be other parties, including trade
associations and public pressure groups, who have an interest in tracking this information. Many
of these groups have indirect access to incident information. The US Freedom of Information Act
has helped to ensure that many Federal agencies provide incident information over the web. The
provisions of this act have had numerous bene�ts. For example, much of the recent research on novel
computational techniques for incident retrieval has been directly driven by these new information
sources [413]. It would not have been possible to write this book ten or even �ve years ago when there
was little or no access to such con�dential databases. Even where direct access is denied, pressure
groups can monitor reporting systems indirectly through oÆcial press releases and less authoritative
leaks to the media. For example, the BBC reported that ScotRail were one of `10 train companies
warned by the Railways Inspectorate that it was not doing enough to prevent drivers passing red
lights' [112]. HMRI's �gures showed 56 SPADs in May 2001 compared to only 35 in May 2000 and
an average of 49 SPADs between 1995-2001. The Railway Inspectorate warned operators that they
would face enforcement actions and prosecutions if their safety records did not improve. The report
goes on to explain that these criticisms were triggered because the number of SPADs had improved
but only slightly. Media organisations do not always follow the balanced approach illustrated by
this example. It is also important to recognise that concerns over this publicity encouraged ScotRail
to directly counter criticisms in the BBC report. The following quotation presents the response of
a ScotRail spokesman to the publication of the HMRI �gures. The con�dential reporting system
is the CIRAS scheme that has been mentioned in previous chapters and will be discussed in later
sections of this chapter:

`I think the �gures they have surround the long term average rather than last year's
results. Last year we had a 22% reduction, which was better than the national average.
It is a subject that is taken very seriously. It is obviously very high up our agenda. We
put a great deal of e�ort into it and we have led in the past on man y new initiatives,
including the con�dential reporting system.' [112].

These comments elicited a sympathetic response from passenger `pressure' groups. The Deputy
Secretary of the Rail Passengers Committee for Scotland acknowledged that the number of SPAD
incidents had fallen since rail privatisation. He also referred to initiatives by companies, such as
ScotRail's defensive driver techniques, that had helped to reduce these adverse events.

This example illustrates the diverse groups that are concerned to monitor data from incident
reporting systems. The SPAD frequency information was initially released by HMRI. This investi-
gatory and regulatory organisation is primarily responsible for controlling the hazards that a�ect
the health and safety of anyone who might be a�ected by the operation of Britain's railways. The
BBC then identi�ed the information as having a wide public interest. This media organisation then
commissioned a report which elicited responses from the companies concerned. They countered the
HMRI's interpretation of the statistics by pointing to longer term trends. Finally, a passenger group
responded to ScotRail's defence of their safety record. Regulators, investigatory organisations, the
media, commercial organisation and public pressure groups all contributed to the analysis of infor-
mation that was initially obtained from the SPAD reporting system. Such diverse opinions illustrate
the diÆculty of interpreting such statistics. Many of these problems stem from the paradoxes of
incident monitoring.

Paradoxes of Incident Monitoring

It can be argued that the monitoring of incident reporting systems should ensure that they help
to avoid future incidents and accidents. Chapter 1 has, however, argued that we cannot achieve
absolute safety [675]. It is also important to emphasise that incident reporting systems do not
operate in isolation from the rest of an organisation. A new scheme might be introduced at the
same time as new processes and plant come on-line. Hence, the introduction of the reporting system
may coincide with a notable increase in adverse events. First paradox of incident monitoring:
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even if a reporting system does not demonstrate a long term reduction in adverse events it can still
be argued that the safety record would have been even worse if the reporting system had not been
in place.

Given that we cannot achieve absolute safety, it is important to shown that the level of investment
in a reporting system yields an optimal reduction in adverse events. In other words, we would like
to demonstrate that additional investment would provide little additional safety information. Con-
versely, we might also demonstrate that savings could not be made without jeopardising important
feedback about the safety of the system. Unfortunately, a number of problems complicate the task of
assessing the marginal utility of investments in incident reporting systems. In particular, there is an
important distinction between the numbers of incidents that occur and the numbers of submissions
made to a reporting system. Chapter 5 has described how increased levels of funding typically elicit
additional submission. Second paradox of incident monitoring: additional funding for incident
reporting systems typically yields an increasing number of submissions as people become more aware
of the system. This need not re
ect a rise in the underlying number of incidents. Conversely, cuts
in the funding associated with a reporting system may yield fewer contributions but this need not
indicate an improvement in the underlying safety of an application. Sta� may be disillusioned with
the e�ectiveness of the reporting system.

The monitoring of incident reporting systems is further complicated by the argument that in
any resource limited environment, we cannot simply consider the costs of any particular activity in
isolation. In contrast, it is important to assess the opportunity cost associated with maintaining an
incident reporting system. This focuses on those activities that must be sacri�ced in order to support
a reporting scheme. I would stress the importance of this perspective given that the individuals who
help to establish and maintain reporting systems are often amongst the most highly-trained and
safety conscious sta� within an organisation. These individuals are often so committed to the
operation of a scheme that few seem to consider whether their time and energy might not be more
e�ectively employed in other safety-reelated tasks. Third paradox of incident monitoring:
those individuals who are most committed to the operation and maintenance of a reporting system
may not be in the best position to judge whether or not these schemes make the most use of their
�nite resources.

The previous paragraphs have focussed narrowly on safety improvements as the principle bene�t
of operating an incident reporting system. As we have seen, however, there are many other reasons
why one of these schemes might be established. Regulators might require operators to support
a reporting system. Reporting systems can be introduced to de
ect criticism of previous safety
related failures. These schemes can also be introduced to form part of a wider `lessons learned' or
quality assurance scheme. In such circumstances, safety bene�ts form part of wider improvements in
operating practices. Fourth paradox of incident monitoring: incident reporting systems may
continue to be maintained even though almost no safety-related contributions are submitted. The
rationale for operating the system need not rely narrowly upon safety-related issues but may have
more to do with wider operational and regulatory concerns.

These paradoxes make it diÆcult to interpret the results of any attempts to monitor the success or
failure of a reporting system. For instance, a fall in the number of incidents reported might indicate
disillusionment with the system, problems in submitting report forms or a genuine reduction in
safety-related incidents. The diÆculty of interpreting particular measures has led some organisations
to adopt a broader perspective. In particular, they have sought metrics that might be used to validate
the diverse range of proposed bene�ts from incident reporting that were enumerated in Chapter 2.
For example, the following list extends the results of a study by the US Coast Guard [834] to identify
ways of monitoring the health of their reporting systems:

� Number of submissions received. This is often the most convenient means of monitoring par-
ticipation in a reporting system. As we have seen, however, it can be diÆcult to interpret
the results. Low submission rates may indicate safety improvements or disinterest in the sys-
tem. Similarly, increases in participation may stem from the expansion of an industry as more
groups are exposed to potential hazards. There are further dangers. For instance, long-running
schemes often publicise their success by reiterating the cumulative total of reports received. If
one looks more closely into the nature of the reports received, it is often depressing to �nd that
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the same sorts of failures have been submitted often over decades [409]. Hence a high cumu-
lative total and high annual participation rates may indicate the limitations of the approach
rather any measure of success.

� Change in the quality of submissions. Rather than focusing on the raw numbers of submissions,
the success of a reporting system can be assessed in terms of the quality of those submissions.
This can provide feedback on whether or not potential participants can understand and follow
reporting procedures. At �rst sight, it may be argued that such measures provides relatively
little information about the safety of an underlying application. Given the problems associated
with measuring the frequency of `near misses' this approach can, however, help to minimise
any potential barriers that might otherwise prevent individuals from submitting information
about such events. In consequence, it can be argued that if the quality of submissions improves
then we can have greater con�dence in the accuracy of reporting frequencies. A high number of
apparently spurious submissions might lead to some potentially valid incidents being discarded
during any initial �ltering. If a contributor fails to provide suÆcient information about a
potential incident then analysts may be forced to invest scarce resources in collecting suÆcient
initial information to justify subsequent investigation. In many systems, the decision may be
made not to invest those resources so that additional attention can be paid to more `clear-cut'
incidents. Similarly, a high number of spurious submissions might indicate that some `valid'
incidents are not being reported because of general confusion about the purpose of the scheme.

� Percentage of attributable reports in an anonymised system. In systems that o�er contributors
the possibility of �ling a report without disclosing their identity, the proportion of submissions
that include contact information can provide a measure of con�dence in the system. This mea-
sure can provide indirect insights into participation levels. A high proportion of unattributable
reports might indicate general skepticism about the integrity and potential bene�ts of the sys-
tem. These concerns are likely to jeopardise participation in the system. It can, therefore,
be argued that the number of incidents being reported to the system is unlikely to provide
an accurate impression of the total number of adverse events and `near misses'. Conversely, a
high level of attributable submissions may indicate high levels of participation. This, in turn,
can increase con�dence that `near miss' incidents are being submitted and that contributions
provide a more accurate measure of underlying safety.

� Number of submissions investigated. Chapter 10 has argued that participation in many report-
ing systems depends upon organisations acting on the information that they receive. In this
view, the e�ectiveness of any reporting system cannot be measured simply by the number of
submissions that are made. Participation levels are unlikely to be sustained if no actions are
taken to investigate the safety concerns that are identi�ed by contributors. This view is sig-
ni�cant because it emphasises the idea that the `health' of a reporting system will change over
time. The future success of the system may, therefore, depend partly on current submission
rates and partly on the way in which the system reponds to those contributions.

� Number of reports leading to safety improvements. The caveat that there must be some demon-
strable recommendation or action taken in response to a report is signi�cant because otherwise
a rise in submissions might re
ect an increase in spurious reports. The numbers of reports that
trigger interventions not only provides a measure of the e�ectiveness of any system, this infor-
mation can also be used to encourage further participation. Such information can demonstrate
that reports will be acted upon. The `safety improvements' that are derived from a reporting
system can be interpreted quite broadly. For instance, the UK Rail Safety group monitors
the number of enforcement actions that HMRI initiates against operating and infrastructure
companies. 30 notices were issued in the second quarter of 2001/02 bring the six month total
to 43 notices. This can be compared to only 31 notices for the whole of 2000-2001 [691]. It can,
however, be diÆcult to draw �rm conclusions from these �gures. Not all enforcement actions
are triggered by incident reports. Conversely, not all incident reports that identify potential
violations will lead to enforcement actions. Similarly, a rise in the number of enforcement
actions can be the result of short term initiatives by investigatory agencies rather than the
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result of short-term increases in the number of adverse events. For instance, the increase in
enforcement actions in 2001-2002 was partly the result of actions to reduce the frequency of
trespass and vandalism.

� The number of reports submitted by particular categories of participants. For example, the
success of a reporting system might be measured for particular industry segments, regional
areas, professions or sta� positions. Such measures are important because most successful
reporting systems achieve safety improvements in spite of `uneven' levels of participation. For
example, the Aviation Safety Reporting System gathers very few reports from Military pilots
and a limited number from General Aviation. The FDA's MEDWATCH program receives
proportionately less reports from nursing homes than it does from larger hospitals. In rail
reporting systems, there are few reports of `Signals Passed At Danger' in remote regions where
there are few witnesses to any infringement. In such circumstances, the health of a reporting
system may be judged against participation targets for particular groups of participant.

� Change in the number of accidents. As mentioned previously, changes in the number of sub-
missions to a reporting system can be the result of other events that have little to do with
the underlying safety of any application. It can also be diÆcult to gather accurate statistics
about the occurrence rates for `near miss' incidents. In consequence, the only reliable safety
measure is the number of accidents within an industry. For instance, the Cullen report argued
that several major accidents indicated signi�cant 
aws in existing reporting practices within
the UK rail industry. As we shall see, however, structural changes in this industry created new
hazards and placed new demands on the existing reporting infrastructure. This emphasises the
importance of continually monitoring the performance of a reporting system against such mea-
sures. A reporting system may provide adequate information about potential hazards within
one context of operation but may be ine�ective in identifying potential hazards as changes
occur within an industry. Further problems arise because the low frequency of accidents in
many industries can prevent reliable inferences being made about the underlying safety of an
application until an adverse event occurs. It can also be diÆcult to de�ne what constitutes
an accident. Some injuries and fatalities, for instance from suicide or trespass, are diÆcult for
operating companies to control. The practical problems of calculating an accident rate as a
means of assessing the performance of incident reporting systems can be illustrated by the UK
Railway Safety Group's quarterly reviews [691]. This calculates the risk of a train accident for
the previous quarter by combining the frequencies of particular contributory factors, including
level crossing mis-use, irregular working activity and vandalism. The complexity of using such
measures to assess overall `safety' is illustrated by the October 2001 report. This recorded
a slight increase in the accident risk even though the number of `signi�cant train accidents'
actually fell. This apparent paradox can be explained by a rise in workforce fatalities. There
are further complications. The incidence of track quality faults, wrong-side signal failures and
train speeding reduced fell but the number of public accidental fatalities rose compared to
in the �rst quarter. The practical diÆculties in compiling accident statistics are exacerbated
by ethical objections. Arguably the most signi�cant criticism of accident metrics is that the
performance of a reporting system is assessed in terms of the number of times it fails to protect
either the workforce or the general population.

� Change in the number of particular event types. It may not be possible to gain an accurate
assessment of the overall number of `near miss' incidents and accidents across an industry. The
problems of under-reporting and reporting bias frustrate attempts to gather such statistics.
These general problems can be addressed by focusing on particular types of adverse event. Ad-
ditional publicity can be provided to explain the importance of certain hazards. Automated
monitoring and logging systems can be used to detect when such events have occurred. The
results of these special initiatives can be compared against levels of participation to provide
a measure of any previous under-reporting. Unfortunately, the e�ectiveness of these tech-
niques may decline if they are used too frequently [409]. Participants may becomes immune
to successive attempts to sensitise them towards particular types of failure.
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� Changes in the safety issues identi�ed. A danger with any reporting system is that it will
continue to identify the same safety concerns that have been observed in previous incident
reports. If participants continue to reiterate well known issues then it might be argued that
the reporting system is ine�ective as a means of addressing those issues. This view can be
challenged. For instance, there may be agreement over the nature of the problem but disagree-
ment over the recommendations proposed by incident investigators. For instance, Chapter 9
described how the National Transportation Safety Board (NTSB) struggled to introduce de-
vices that were intended to address gas leaks and explosions that occurred over almost three
decades. Industry representatives argued that the costs associated with such changes would
not be justi�ed by any potential bene�ts. It can, therefore, be argued that the continuing
pattern of incidents did not simply re
ect the failure of the reporting systems. Instead, it
indicated the diÆculty of resolving complex commercial and regulatory issues and the need to
build up a body of evidence in support of the investigators' recommendations.

� Changes in outcomes. The success of a reporting system might be measured at a gross level
in terms of a reduction of the total working days lost to industrial injuries. Similarly, it might
be measured in terms of any change in particular types of injury or fatality. For instance,
Table 15.2 presents �ve-year trend data on rail fatalities and serious injuries in Australia.
These are categorised according to individual regions. Unfortunately, it can be diÆcult to
obtain such outcome information. Some of the values in Table 15.2 denoted by the periods
have been suppressed because of State privacy restraints. Although this data was published
as part of a national report on transportation safety, the statistics had to be pieced together
from the Australian Bureau of Statistics and the Australian Institute of Health and Welfare.
These were the only sources of national rail safety data available in the absence of a national
rail occurrence database.

Fatalities
NSW Vic. Qld SA WA TasmaniaNT ACT Aust.

July 1993 -
June 1994

10 8 10 4 5 0 0 0 37

July 1997 -
June 1998

22 12 2 1 5 0 0 0 42

Serious injuries
NSW Vic. Qld SA WA TasmaniaNT ACT Aust.

July 1993 -
June 1994

80 22 24 7 10 2 0 0 145

July 1997 -
June 1998

66 18 19 .. 13 3 0 2 ..

Table 15.2: Rail Incident Outcomes on Australian Railways (1994-1998)

Outcome measures can also be used to assess the performance of incident reporting systems in
individual companies. A rising number of serious injuries might be interpreted as a failure to
learn from previous incidents. Again, however, there is considerable concern over the reliability
of this approach [338]. For example, it can be argued that the outcomes might have been even
worse if the reporting system had not been in place. It can also be diÆcult to identify suitable
outcome measures that might be used to assess the performance of individual �rms. The
outcome of an adverse event can be mitigated by the prompt intervention of medical sta�.
Conversely, the eventual outcome of some incidents may take many years to fully develop.
There are some industries, in particular those that depend on self-employment labour, for
which it has always been diÆcult to obtain accurate consequence statistics. Further concerns
stem from the diÆcult of accounting for near misses with high-potential consequences. For
example, no-one was killed or fatally injured by a main track derailment on Canadian railways
between 1983 and 1996. During that time, there were approximately 10 derailments per year
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from bearing failure alone [776]. It can also be diÆcult to distinguish the impact of a reporting
system on any changes in consequence �gures. It is for this reason that the Transport Canada
requires rail operators to monitor the performance of their reporting systems, in terms of the
types of failure and remedial actions, as well as employee deaths, disabling injuries and minor
injuries per 200,000 hours worked [779].

� Survey results from user groups. Given the problems associated with deriving accurate mea-
sures from either the submission rate to a reporting system and the ethical issues associated
with post-hoc accident rates, it is important to �nd other means of assessing the e�ectiveness
of these initiatives. Given that many reporting systems have identi�ed failures in ill-de�ned
concepts such as `safety culture', it can be argued that such schemes are successful if they act
to change those previous weaknesses. These schemes remind participants of previous incidents
within their industry and hence can play a positive role in informing people about the potential
adverse consequences of particular incidents. This `consciousness raising' e�ect can be assessed
by surveys of the groups who participate in a reporting system. This approach recognises that
a far larger group may bene�t from the publications produced by reporting system that the
comparatively small number of individuals who might actually witness an adverse event and
then submit a report.

� Change in insurance premiums. The previous measures focus on attributes of reporting systems
or on the applications that they are intended to protect. It can be diÆcult to gather accurate
�gures for these direct measures. It can also be diÆcult to interpret what changes in these
measures imply for the safety of an application. Some organisations, therefore, emphasise the
indirect bene�ts of incident reporting systems. These include reductions in insurance premiums
associated with safety-critical applications. Such `metrics' are credible because they typically
re
ect the judgement of an external organisation that is strongly motivated to provide an
accurate risk assessment.

� Changes in application operating costs. Incident reporting systems are often integrated into
more general systems for quality control. Improvements in operating eÆciency are often more
easily measured that any improvements in safety. For example, the relatively low frequency of
many safety-related events can imply that individual units will only receive a few submissions
each year. It is, therefore, impossible to judge the relative success of a system from month
to month. In such circumstances, organisations are often motivated to increase the scope of
a `lessons learned' system. It is hoped that by reporting lower consequence failures, potential
participants will be more comfortable with the procedures that support the submission of
safety-related events. It follows that even if no safety information is submitted to the system,
the provision of information about other potential problems in quality control or eÆciency can
provide feedback about the e�ectiveness of the reporting system.

� Change in the operating cost of the reporting system. Incident reporting systems do not operate
in a commercial vacuum. In consequence, many systems are assessed according to the usual
�nancial criteria associated with any management or engineering function. Unfortunately, the
problems in deriving objective measures for the success of a reporting system can make these
schemes vulnerable to cost cutting. It can be diÆcult for safety managers to prove that cuts in
the funding of a reporting scheme will jeopardise the safety of application processes. Similarly,
a large increase in the number of reports processed at the same level of funding raises questions
about the level of analysis that can be sustained for any particular safety issue. Such savings
can be justi�ed through increased eÆciency, for instance by the introduction of information
technology. Alternatively, more accurate forms of risk assessment can be used to ensure that
reduced funding does not impair the organisation's response to high-criticality incidents.

� Establishment of a self-sustaining operation. The success of some reporting systems is measured
against particular commercial or �nancial criteria. Increasingly, there is a view that these
systems should be self-sustaining and should not be sustained by public money. The industries
that bene�t from the insights obtained by a reporting system should meet the costs associated
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with maintaining the system. This creates potential concerns. For instance, if some companies
`opt out' of the scheme then they may be isolated from any insights provided by the system.
If companies are forced by the regulator to join the scheme then this can be interpreted
as undue interference in the commercial operation of particular industries, especially if the
regulator retains an interest in the maintenance of the scheme. Conversely, if a commercial
cartel retains control of the reporting system there is a danger that the independence system
can be compromised. Investigators may be unwilling to propose recommendations that have
high cost implications for the rest of the industry.

� Changes in the mode of submission. Given the diÆculties of obtaining and interpreting objec-
tive measures for any safety improvements derived from a reporting system, it is often more
convenient to identify more focused objectives that relate to the way in which a particular
scheme is implemented. This class of measures are often associated with the �nancial objec-
tives, summarised above. For instance, the success of a reporting system can be assessed in
terms of particular modes of submission. Several of the schemes described in this book have
moved away from paper based submission towards telephone, fax and Internet based contri-
butions [423]. These initiatives are intended to increase the scope of a system by cutting the
costs associated with managing the collation of individual reports. The use of these metrics
indicates the complexity of monitoring incident reporting systems. These changes can intro-
duce new biases into the reporting process, it may be harder for some participants to access
and use new submission techniques. By achieving particular objectives for the introduction
of new technology, the reporting system may lose important safety-related information. This
may, however, only be a short-term e�ect as more people learn how to operate the revised
submission procedures. The reduced costs associated with alternative modes of submission
may be necessary to support the long-term survival of the system.

� Number of information requests. Previous measures have focussed on the number of incidents
reported or the number of investigations that have been completed. The success of a reporting
system can also be assessed in terms of the information that it disseminates. Gathering
information about previous failures is of little bene�t if any insights are not passed on to
those who are best placed to use them. For this reason, the success of a reporting system
might be measured in terms of the number of information requests that are received. As with
the submission metrics, more �ne-grained targets might also be associated for requests from
particular end-user groups within particular industries or regions.

� Time to implement changes from �rst noti�cation. A number of temporal properties of in-
cident reporting systems can be measured to provide insights into their eÆciency in dealing
with particular safety-related concerns. For example, it is possible to record the time between
a request being made for incident information and that request being addressed. Such inter-
vals are signi�cant because any delay might compromise the safety of application processes.
Similarly, the time between an initial noti�cation and any secondary investigation could be
measured to provide information about the response to a report. This is a signi�cant concern
given that safety managers have found completed report forms that have lain neglected for
many months in the desks of process supervisors. These metrics, typically, introduce additional
administrative overheads in terms of the resources that are required to log timing information.
They are, therefore, most frequently gathered by large, distributed systems such as national
Air TraÆc Management reporting schemes [423].

� Number of publications issued and acted upon. If reporting systems disseminate most of their
information through paper-based publications it can be diÆcult to gain a true measure of
all of the individuals and organisation who may read and act upon the information that is
disseminated. Each journal or bulletin can be read by several people. Conversely, there is
no guarantee that the recipients of a publication from a reporting system will have actually
read the information that it contains. Readership surveys provide one means of addressing
these problems. Alternatively, the `productivity' of a reporting system might be measured in
terms of the raw number of publications that it produces. Unfortunately, such measures do
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not discriminate between active systems that continually provide new insights and those that
regularly publish the same advice without seeking new remedies for past and present failures.
These publication measures might be supplemented by an assessment of the other `peripheral'
activities that often provide alternative means of dissemination. Conference presentations and
workshops can provide a further indication of the health of a reporting system.

� Number of people who access computer-based resources. It can be diÆcult to track all of
the people who have access to the paper-based publications that are produced by an incident
reporting system. Some of these problems can be addressed through the provision of computer-
based resources that automatically log any requests for information. The metrics provided by
these systems can help to justify any investment in computer-based resources. In particular,
it is important to demonstrate that the use of electronic dissemination techniques does not
hinder access to information about previous incidents. Automated logging facilities can be
used to provide pro�le information based on the Internet Protocol address of sites that request
access to the system. These addresses uniquely identify the computer that sent the request.
More accurately, they identify a connection between that computer and the network because a
single machine might have several network connections. In practice, however, the allocation of
IP addresses to sites and the local routing of requests can limit the inferences that are made.
Automated logging can provide other metrics. For instance, it is possible to identify the number
of abandoned or failed requests made to a web server. This provides useful information about
retrieval delays. If the number of abandoned requests rises then it may be necessary to index
the data in another way or to provide additional support for the system infrastructure.

� Changes in industry/operator participation. Many of the proponents of incident reporting
have argued that active participation from industry is required in order for these systems to
be successful [844]. The imposition of reporting systems by regulatory intervention can lead
to resentment and the creation of informal barriers that may discourage submissions from
some employees. In contrast, the enthusiastic promotion of a reporting system can encourage
participation and support the dissemination of safety-related information. In consequence,
many regulators publish lists of the companies that have chosen to `sign up' to a scheme. These
lists provide a gross indication of industry participation. They provide little indication of the
�nancial and organisational resources that each company is prepared to allocate to a reporting
system. For instance, many hospitals have established incident reporting systems as a means of
combating negligence claims. Many of these institutions provide limited budgets and appoint
relatively junior sta� to manage these schemes. In contrast, some hospitals have ensured that
clinical risk managers are promoted to the highest levels within their organisational structure.
Such di�erences make it diÆcult to derive accurate measures for the level of participation in
incident reporting systems.

� Levels of information sharing between companies. Incident reporting systems have often been
established with the claim that they will improve the dissemination of safety-related informa-
tion between the participants in the scheme. It is, therefore, appropriate to consider how such
information exchanges might be measured as a means of validating these claimed bene�ts.
Chapter 5 has described how the creation of such systems can only have a limited e�ect on the
barriers that prevent the e�ective dissemination of safety information. In consequence, many
companies will operate their own internal schemes in parallel with industry-wide systems. This
tends to ensure that only some incidents are shared in the manner proposed by the proponents
of incident reporting systems. It would be very revealing to measure the di�erences between
those incidents that are retained within a proprietary system and those that are shared in an
industry wide scheme. Such initiatives would have to address the same barriers that prevent
the exchange of information in the �rst place.

� `Collateral' e�ects on industry. Direct measures can be found for the impact that reporting
systems have upon particular industries. Large numbers of similar incidents can trigger exter-
nal regulatory intervention to enforce the recommendations that are made within an incident
reporting system. Some health and safety organisations judge their success in terms of the
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numbers of prosecutions that are initiated in response to reports of adverse events. The in-
formation that is collected about `near miss' incidents is often cited in legislative changes.
In extreme cases, such reports can motivate government intervention to restructure an en-
tire industry. The reorganisation of the UK rail infrastructure provides an example of such
intervention [194]. Many of these changes cannot be initiated from within the incident report-
ing system itself, the in
uence of such schemes therefore extends well beyond those who are
directly involved in operating the system.

� Tracking of public image. Lough has recently argued that the success of any reporting system
should be measured in terms of its acceptability both by those who participate in the system
and by the wider community in which it operates; \acceptability is often a re
ection of high
validity" [501]. His use of the term `communittee' is interesting because it can refer to a
`communittee of practice'. His work focuses on techniques to support incident investigation
by medical doctors in general practice. The term might also refer to the wider `communittee'
which includes the general public. This ambiguity is important because it identi�es a dual role
for incident reporting systems. On one level they can be used to derive particular insights that
may prevent the recurrence of safety-related incidents. At another level, these systems act
as an important means of reassuring the public that application processes are being operated
in a responsible manner. This may, in part, explain why so many incident reporting systems
have been established in the aftermath of major accidents. Such high-pro�le failures a�ect
public con�dence. Incident reporting systems satisfy their expectation that government and
regulators should do something to address their safety concerns.

� Longevity and `technology transfer'. The ultimate success of a reporting system can be mea-
sured in terms of its longevity. For instance, the US Aviation Safety Reporting System has
continued in operation since 1976. The fact that it has survived through many changes in
the fortunes both of the aviation industry and its sponsoring organisations demonstrates the
perceived success of this system. The Australian Incident Monitoring System (AIMS) has a
similar `track record' within the �eld of patient safety, stemming from an anaesthesia project
in 1989. Both of these applications have provided templates for subsequent systems. For in-
stance, the operators ASRS argue that the success for their system led to the UK's Con�dential
Human Incident Reporting Program (1982), the Canadian SECURITAS system (1995), the
Australian Con�dential Aviation Incident Reporting system 1988, the Russian Voluntary Avi-
ation Reporting System (1992), the Taiwan Con�dential Aviation Reporting Enterprise (2000)
and the Korean Con�dential Aviation Incident Reporting System (2000) [60]. Similarly, the
Australian Pateint Safety Foundation (APSF) which helps to administer the AIMS applica-
tion has inspired the UK National Patient Safety Agency (2001) and the US National Patient
Safety Foundation
indexNPSF (1998) both of which are closely involved in medical incident reporting. Imitation
might provide the greatest evidence for the success of particular reporting systems.

Previous paragraphs summarise the vast range of metrics that have been proposed to support the
monitoring of incident reporting schemes. Unfortunately, the strengths and weaknesses of these
various measures have not been established. For example, there is no evidence to support criticisms
against raw submission numbers as an indicator of the contribution to system safety. This lack of
evidence is unsurprising. The relatively low frequency of accidents prevents analysts from forming
the causal connections that might support statistical correlations. We might like to establish that
organisations with a low number of submissions also su�er from a higher frequency of more serious
accidents. Things are not so straightforward. For instance, several of the UK's rail operating
companies with the best reporting record have also experiences signi�cant safety-related problems
[417]. The diÆculty of establishing measures that relate incident reporting behaviour to accident
frequencies is further illustrated by Wright's [874] recent work on the Heinrich ratio, summarised
in Chapter 2. She argues that railway workers are, typically, either involved in fatalities or are
witnesses to `near-misses' [874]. There are few reports in the middle ground of more serious, non-
fatal incidents. If her analysis is correct then we cannot expect there to be any clear-cut relationship
between submissions and accident frequencies.
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It is diÆcult to conduct controlled experiments in this area. Several of the metrics proposed in
the previous list can be in
uenced by local e�ects. For example, the support that an organisation
provides for participation in a system can be a�ected by the behaviour of individual managers. One
could envisage a trial which compared the in
uence that di�erent supervisors had upon the reporting
behaviour of their workforce. It is diÆcult to see how such in
uences could be distinguished from the
mass of other local factors that might also a�ect reporting behaviour. These include the composition
of work groups as well as the submission and reporting processes that operate in individual plants.
Ethical problems also complicate work in this area. If participants are informed that they are
being studied then this may a�ect their participation in the system. Conversely, post hoc studies
can compromise the con�dentiality of the reporting system if they associate particular reports with
particular working groups.

The lack of direct evidence to support particular metrics re
ects the wider lack of research to
support many other aspects of incident reporting. Considerable resources have been devoted to
support the design of safety-critical systems. Far less resources have been allocated to understand
why these systems fail. In consequence, the development of incident reporting systems resembles a
craft skill rather than an engineering discipline. Techniques are borrowed from other systems that
are perceived to be successful. Often metrics are chosen because they either validate the allocation
of resources to maintain the system or because they have been used to assess other similar systems.
In many cases, there is also an unquestioning assumption that incident reporting systems are `a
good thing' hence it is largely irrelevant to look for more quantitative forms of support.

With these comments in mind, the following pages focus on a number of the measures proposed
in this opening section. The analysis is grouped into three parts. The following section looks in
more detail at the reasons why it is important to monitor the outcomes of incident reporting. In
particular, we focus on the role that these systems play in risk assessment, in systems development,
in training and in operational eÆciency. The subsequent section justi�es attempts to monitor the
reporting process itself. Particular attention is paid to changes in submission rates, to the behaviour
of investigators and to the implementation of proposed changes. The closing sections of this chapter
present a range of techniques that can be used to implement the metrics that are identi�ed in the
previous sections. These range from the use of computer-based audits to monitor the behaviour of
incident investigators through to observational studies of the working groups that submit incident
reports in the �rst place.

15.1 Outcome Measures

Heinrich's pioneering work in the area of safety management identi�ed a number of tasks that safety
managers must perform if incident and accident data is to inform the future operation of application
processes [340].

1. collect incident and accident data;

2. analyse the data;

3. select appropriate remedies;

4. implement those remedies;

5. evaluate e�ectiveness of any remedies.

This approach can be criticised because it does not explicitly `close the loop'. In other words, it is
implicit that the evaluation of any remedies will help to inform the selection of future interventions.
Similarly, the evaluation process might itself help to inform or direct the elicitation of incident
data. Kjellen addresses some of these limitations when he argues that the monitoring of an incident
reporting systems must help to identify the need for further information as well as identify priorities
for intervention [444]. This iterative approach suggests means of monitoring the e�ectiveness of an
incident reporting system. Evidence collected during the �rst stage of Heinrich's model can be used
to provide insights into the e�ectiveness of previous interventions. As we have seen, however, it
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can be diÆcult to rely solely on changes in the numbers of submissions that are made to reporting
systems. Contribution rates can change independently of the underlying number of safety-related
incidents. The development of a reporting system can increase sta� awareness of the need to report
particular types of failure.

There are several alternative outcome measures that can be used to evaluate the e�ectiveness
of incident reporting systems. Indirect observations provide feedback about those factors that have
contributed to previous incidents and accidents. For example, attitudinal surveys and pro�ciency
tests can be used to determine whether sta� are better equipped to deal with situations that led to
past failures. Similarly, maintenance activities can be monitored to determine whether they o�er
e�ective protection against previous incidents.

A limitation with the use of indirect measures is that previous incidents seldom recur in precisely
the same way [699]. It is, therefore, important because revised training and operating procedures
cannot simply be based on previous incidents, they must also consider alternative failure scenarios.
This implies that incident reporting systems should not only be assessed in terms of the feedback
that they provide about existing operations, they should also be evaluated in terms of the contri-
bution that they make to feed-forward risk assessment. This has recently led to the development
of accident prediction tools, such as the FRA's Highway-Rail Crossing Web Accident Prediction
System (WBAPS) [244]. This uses historic data about previous incidents at particular types of rail
crossings to anticipate future accidents at similar locations. Such applications raise ethical questions
that complicate the monitoring of incident reporting systems. If an accident prediction proves to
be correct then the overall regulatory system can be criticised for failing to prevent a failure that
had been anticipated. Ideally, such incident data should direct acquisitions and design policy so
that such `anticipated accidents' are avoided. In particular, reporting systems should inform risk
assessments so that the weaknesses of previous systems are not replicated in future developments.
A further form of indirect monitoring is, therefore, to assess the impact that incident information
has upon future systems and not simply the operation of existing applications.

15.1.1 Direct Feedback: Incident and Reporting Rates

Many industry regulators publish annual summaries that can, in part, be used to assess the per-
formance of reporting systems. For instance, Table 15.3 provides an overview of the US Federal
Railroad Administration accident and incident data for 1999 and 2000 [243]. These statistics illus-
trate some of the problems that arise in interpreting `raw' information about failure rates. There
was a reduction in the total number of reported casualties, from 12,632 to 12,580. At the same time,
however, there was an increase in the total number of fatalities, from 932 in 1999 to 937 in 2000. It
might be argued that these �gures represent an improvement in the safety performance of the rail
industry, as noted by the 0.5% reduction in casualties mentioned in Table 15.3. Alternatively, it can
be argued that the rise in the number of fatalities represents a worsening of the overall safety record.
The reduction in the total number of reported casualties, in this more negative interpretation, might
re
ect a reluctance to report important safety information.

The relatively small changes illustrated by these statistics can also be explained by annual 
uc-
tuations in the incident statistics rather than by changes in the underlying systems. For example,
Figure 15.3 normalises accident rates against the number of miles that were travelled in 1999 and
2000. It does not, however, account for di�erences in the time that it took to travel those dis-
tances. Small changes in the average speed of a journey can a�ect the risk exposure of both sta�
and passengers. This may be determined by changes in the weather from one year to the next.
It might, therefore, be concluded that the small fall in reported casualties might be accounted for
by such factors rather than by any overall improvement in rail safety. In order to guard against
such apparently `random' e�ects we must also consider the issue of statistical signi�cance. We can
identify two possible dangers in the interpretation of incident statistics such as those presented in
Table 15.3 [373]. A type 1 error occurs when we decide that changes in the operation of a safety
system had an e�ect on the overall incident data when they did not. A type 2 error occurs when we
decide that changes in the operation of a safety system had no e�ect on the overall incident data
when they did. Signi�cance levels provide a measure of the probability of making a type 1 error.
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Data: Jan-Dec
1999

Jan-Dec
2000

%age
Change

Train accidents 2,768 2,983 7.8%
Train accidents per million train miles 3.89 4.13 6.2%
Total reported casualties 12,632

(932 fatal)
12,580
(937 fatal)

-0.5%

Trespasser fatalities 479 463 -3.3%
Employee casualties per 200,000 employee hours 3.39 3.44 1.4%
Highway-rail crossing incidents 3,489 3,502 0.4%
Highway-rail crossing fatalities 402 425 5.7%
Highway-rail crossing incidents per million train miles 4.90 4.84 -1.1%

Table 15.3: FRA Accident/Incident Statistics, February 2002

Given the 
uctuations that one might expect in the contribution rate for incidents and accidents, we
might therefore set stringent requirements to avoid type 1 errors. There is, however, a trade-o�. The
lower we set the signi�cance threshold for type 1 errors, the greater the chance there is of making
a type 2 error. Further problems a�ect the use of such statistical techniques. Signi�cance levels
are most easily established for carefully controlled experimental situations in which it is possible
to distinguish the change, or independent variable, that is linked to any measure, the dependent
variable. Unfortunately, there are likely to be many factors that have an impact on overall incident
and accident rates. For example, the UK rail sector has recently gone through profound structural
changes. It is, arguably, impossible to distinguish the impact of these changes from other changes,
such as the introduction of the CIRAS reporting system mentioned in previous Chapters. Assuming
that we witness a reduction in the number of rail incidents in the UK, how can we determine whether
that improvement was due to the introduction of the reporting system or to higher level changes
in the regulatory environment? The problems of obtaining and interpreting incident and accident
statistics a�ect most of the monitoring techniques that will be described in this chapter. For now
it is suÆcient to observe that these problems are currently being addressed by several recent initia-
tives. For instance, the statistical unit within the UK Health and Safety Executive has promoted
the development of professional standards for the publication of safety-related information by both
public and private organisations [338].

Industry-wide incident rates are arguably at too coarse a level to support the detailed decision
making that both Heinrich [340] and Kjellen [444] argue must be informed by the monitoring of
adverse events. Many regulatory organisations, therefore, publish more detailed information about
the incidents and accidents that are reported by particular organisations. This helps to monitor
the safety performance of those companies as well as their reporting behaviour. As we have seen, a
noticeably low incident rate might indicate either a strong safety record or a poor reporting culture.
For instance, Table 15.4 presents incident and accident statistics from Amtrack, the US National
Railroad Passenger Corporation. Not only does this table provide an overall indication of incident
frequencies, it also provides a more detailed breakdown of the causal factors associated with adverse
events. As we have seen in Chapter 11 it can be diÆcult to ensure the consistency and reliability
of such �ndings. For instance, it might be argued that changes in analytical procedures explain
the marked rise in human factors related incidents rather than any underlying changes in operator
intervention during adverse events and near miss incidents. It is important not to underestimate
these analytical e�ects. For example, Cullen's analysis of the Ladbroke Grove rail crash concludes
that a `no blame' culture is an essential component of rail safety. However, he also acknowledges
that this approach can encourage drivers to \accept blame in order to conclude the investigation as
quickly as possible" [194]. This may help to explain why 85% of Signal passed at Danger (SPADs)
are reported as driver error. Thic `Cullen Paradox', therefore, implies that a `no blaim' culture will
make operators more likely to accept responsibility. These observations emphasise the importance
of conducting further studies to validate results such as those shown in Table 15.4. By monitoring
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Type 1997 1998 1999 2000 %age change
1997-2000

TOTAL ACCIDENTS & INCIDENTS 1,413 1,341 1,265 1,603 13.45
| Fatalities 117 120 105 131 11.97
| Nonfatal 1,328 1,180 1,161 1,412 6.33
TRAIN ACCIDENTS 84 89 85 148 76.19
| Fatalities 1 . . . .
| Nonfatal 74 28 41 106 43.24
| Collisions 3 4 3 8 166.7
| Derailments 51 55 46 80 56.86
| Other 30 30 36 60 100.0
| Track causes 34 29 38 75 120.6
| Human factors 12 27 23 38 216.7
| Equipment causes 8 11 5 19 137.5
| Signal causes . . 1 1 .
| Misc. causes 30 22 18 15 -50.0
| Yard accidents 36 41 37 72 100.0
HIGHWAY-RAIL INCS. 176 170 181 202 14.77
| Fatalities 53 50 52 56 5.66
| Nonfatal 123 125 146 90 -26.8
OTHER INCIDENTS 1,153 1,082 999 1,253 8.67
| Fatalities 63 70 53 75 19.05
| Nonfatal 1,131 1,027 974 1,216 7.52
| Employee fatalities 3 2 0 0 -100
| Employee nonfatal 898 840 914 920 2.45
| Trespasser fatalities 57 67 51 70 22.81
| Trespasser nonfatal 32 30 25 18 -43.8

Table 15.4: FRA Accident/Incident Statistics, Amtrak, June 2001

changes in causal classi�cation of incidents and accidents it is possible to gain important insights
into the `structural' weaknesses that can a�ect reporting systems.

Incident and accident frequencies can mislead the unwary in other ways. Previous statistics
did not account for Amtrack's exposure to certain types of hazard. In particular, the data was not
normalised for the relatively large number of rail operations performed by this company. In contrast,
Table 15.5 provides normalised data for Amtrak and for the Grand Trunk Western Railroad. It
is important that readers understand the ways in which incident frequencies are converted into
normalised statistics. For instance, if we assume that normalised rail statistics are calculated by
dividing the incident frequency by the number of train miles per year then a reduction in the incident
rate might stem occur in several di�erent ways. For example, it might be the result of a fall in the
incident frequency with a stable number of train miles or of an increase in the train miles with
a stable incident frequency etc. In practice, the FRA calculates the total accidents and incidents
rate by multiplying the number of accident and incident reports by 1,000,000 and then dividing the
result by the sum of train miles and hours. Similarly, the yard accident rate is the number of train
accidents that occurred on yard track multiplied by 1,000,000 and then divided by the number of
yard switching train miles. The `other track' rate is the number of accidents that did not occur on
yard track multiplied by 1,000,000 divided by the total train miles minus yard switching train miles.
In contrast, the train accident rate is the number of train accidents multiplied by 1,000,000 divided
by the total train miles. Highway-rail incident rate is the number of incidents multilied by 1,000,000
divided by the total number of train miles. The FRA's employee `on duty' rate is the number of
reported fatal and nonfatal cases multiplied by 200,000 and then divided by the number of employee
hours worked. The trespasser rate is the number of reported fatal and nonfatal incidents, excluding
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Type 1997 1998 1999 2000 %age change
1997-2000

Amtrak
Total accidents/incidents 17.95 17.00 15.51 19.57 9.02
Train accidents 2.27 2.51 2.35 4.10 80.99
Yard accidents 18.39 19.70 17.78 34.60 88.19
Other track 1.37 1.44 1.41 2.24 63.48
Highway-rail incs. 4.75 4.80 5.01 5.60 17.90
Employee on duty 4.33 3.87 4.03 4.01 -7.20
Trespassers 2.40 2.74 2.10 2.44 1.57
Passengers on train 4.65 3.44 1.97 5.33 14.59
Grand Trunk Western Railroad Incorporated
Total accidents/incidents 19.93 19.29 17.90 17.10 -14.2
Train accidents 4.42 3.91 4.05 3.71 -16.1
Yard accidents 15.79 6.32 9.99 5.95 -62.3
Other track 0.92 3.04 1.85 2.96 220.6
Highway-rail incs. 7.07 2.60 4.62 4.82 -31.8
Employee on duty 6.35 7.00 5.52 5.79 -8.80
Trespassers 0.53 . 0.39 0.93 74.82
Passengers on train . . . . .

Table 15.5: FRA Normalised Statistics for Two Rail Operators

those associated with highway-rail incidents, multiplied by 1,000,000 and then divided by the total
train miles.

The incident rates illustrated by Table 15.5 support several di�erent monitoring activities. For
instance, regulators can make detailed comparisons between the safety performance of companies
with di�erent operating characteristics. For example, Amtrak has a relatively stable incident rate
for adverse occurrences involving trespassers. Grand Trunk Western has a relatively low trespasser
rate which has increased rapidly in the period between 1997 and 2000. Such di�erences deserve
further investigation. There may be operating changes that have increased Grand Trunk Western's
exposure to these forms of incident. In which case, they may need to adopt the measures that
Amtrak have taken to maintain their more stable rate. Alternatively, Grand Trunk Western's lower
rate, even at the 2000 level, may suggest that Amtrak could learn more from their procedures. This
example provides further illustration of the need to look beyond such statistics to understand the
reasons for such di�erences.

Previous paragraphs have argued that it is important to consider both incident frequencies and
the operating characteristics that are used to derive normalised statistics. Table 15.6, therefore,
provides more detailed information about the employee hours, train miles and yard operations of
Amtrak and the Grand Trunk Western Railroad. As can be seen, both companies reduced their total
train miles between 1997 and 2000. The Grand Western's 14.2% reduction in accidents and incidents
occurred when train miles only fell by 4.66%. In contrast, Amtrak's 9.02% increase in incidents and
accidents occurred over a period when their train miles fell by 2.65%. As before, however, such
analysis must be treated with care. Between 1997-2000, Amtrak increased their number of employee
hours by 10.03% while those of the Grant Trunk Western Railroad fell by 9.60%.

Such caveats and complexities characterise the use of normalised incident frequencies as an
indicator of the success or failure of incident reporting systems. It can be very diÆcult to associate
particular trends with changes in the underling safety of an application. This problem is even more
acute when metrics are used to identify the contribution that a reporting system can itself make
to the operation of a safety-critical process. On the 30th November 1999, the UK Deputy Prime
Minister, John Prescott, announced that the Con�dential Incident Reporting and Analysis System
(CIRAS) would be ext ended from the Scottish railway system to cover the entire network [100]. In
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Type 1997 1998 1999 2000 %age change
1997-2000

Amtrak
Train miles 37063760 35414704 36160704 36080704 -2.65
Yard switching miles 1,957,814 2,080,704 2,080,704 2,080,704 6.28
Employee hours 41663112 43480510 45399073 45840150 10.03
Passengers transported 20555107 21246203 21544160 22985354 11.82
Passenger miles 5.26888E9 5.32419E9 5.28868E9 5.57399E9 5.79
Grand Trunk Western Railroad Incorporated
Train miles 5,657,394 5,376,050 5,190,349 5,393,620 -4.66
Yard switching miles 1,330,157 1,425,036 1,401,708 1,344,762 1.10
Employee hours 4,124,903 4,372,190 4,418,149 3,728,758 -9.60
Passengers transported 0 0 0 0 .
Passenger miles 0 0 0 0 .

Table 15.6: FRA Normalised Statistics for Two Rail Operators

the aftermath of the Ladbroke Grove crash he said that \I am pleased to say they have taken to
heart everything that I asked of them in the wake of that terrible tragedy and today can announce
concrete results on measures that can be taken now and commitment to a programme of action
for longer-term projects... I repeat my pledge to the public that the industry will make rail travel
even safer". In spite of the perceived success of the CIRAS system, it is hard to demonstrate that
Scottish railways have a signi�cantly better safety record than other areas of the network. As we
have seen, the region's main operating company was one of ten that were warned by the Railways
Inspectorate in June 2001 that they had not done enough to combat the problem of Signals Passed
At Danger [112]. Such arguments suggest that there may well have been other motives behind the
expansion of the CIRAS reporting system beyond the relative safety record of the company that
operated it. For example, CIRAS' original developers and operators [197] echo Clarke's argument
that `incident reporting might be viewed as an objective indicator of manager's commitment to
safety' and that these `perceptions underlie a lack of mutual trust between sta� and managers,
which has implications for the fostering of open and honest communications within the network
and for the development of a positive safety culture' [170]. These sentiments are similar to those
put forward by Cullen in his investigation into the Ladbroke Grove accident where he argues that
con�dential reporting systems would be unnecessary in an industry with a supporting safety culture
[194]. Information about near-miss occurrences should be provided in an open manner without fear
of subsequent persecution. Both arguments suggest that the potential utility of a reporting systems
can be assessed in terms of the information that they provide about the safety culture in an industry.

In preparing this book, I have had many interviews with individuals who are involved in the
development of the UK national rail reporting systems. In the course of these discussion, a number
of criticisms have been raised about some of the arguments that are presented in the previous
paragraph. These caveats illustrate the complex issues that arise during the monitoring of such
applications. They also illustrate the way in which signi�cant resources can be invested in the
development of a reporting system even though there may be little consensus within an industry
about the metrics that might be used to assess the success or failure of the system. Firstly, criticisms
have been made about the statistics that were used by the HMRI SPAD report [112]. Secondly,
performance in this area can be argued to have little connection with the information obtained from
the CIRAS reporting system. Most `Signals Passed at Danger' are observed by other rail personnel
including signaling sta�. They will, therefore, be noti�ed by other means rather than the con�dential
incident reporting system. The success of the reporting system is, therefore, being assed in terms of
safety-related incidents that it is not intended to address.

This section has identi�ed a number of problems that frustrate the use of direct safety metrics
as a means of monitoring the performance of incident reporting systems. These can be summarised
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as follows:

� there can be disagreement over the metrics that are used to assess the overall safety of com-
plex applications. This creates problems when those metrics are, in turn, used to assess the
contribution of a reporting system.

� it can be diÆcult to obtain data about the safety record of some applications even when
there is agreement over the metrics to be used. Di�erent jurisdictions can result in some data
being withheld. Other organisations may under-report injuries and illnesses. This can make
it diÆcult to assess the safety record of an industry which in tun complicates the use of direct
metrics to assess the contribution of incident reporting systems.

� it can also be diÆculty to identify normalising factors for statistical analysis. As we have seen,
raw frequencies cannot easily be used to compare the performance of reporting systems in
large and small organisations. There can be disagreements over the normalising factors to be
used. It can also be diÆcult to collate the necessary operational statistics once those factors
have been identi�ed.

� incident reporting systems may only have an indirect e�ect on the metrics that are used assess
the safety performance of an industry. This builds onWright's arguments that the `low severity'
incidents described in reporting systems are very di�erent in nature from the high-consequence
accidents that are typically used to assess the overall safety performance of many industries
[874].

These caveats have led some regulators to look beyond direct measures. Rather than assess the
performance of a reporting system in terms of overall changes in the safety of an industry, more
attention is paid to the indirect operational impact of each contribution. In other words, the success
or failure of the system is assessed in terms of the di�erent lessons that are learned from the incidents
that are reported to it.

15.1.2 Indirect Feedback: Training and Operations

Previous sections have described how the Railway Group publishes regular summaries of rail safety
across the UK rail network [691]. This reiterates the recommendations obtained from the CIRAS
reporting system, mentioned above. For example, the survey published in October 2001 reminded
managers `at all levels in companies that are members of the Railway Group' that they should read
the the publications from the national reporting system. In particular, they were advised to note the
predominance of organisational problems in the incidents that were reported to the scheme. Most
of these related to problems with rosters and shift patterns; `short staÆng is the most common
perceived cause, and the most common consequence is fatigue'. The review also reiterated that poor
communication by supervisors and management was a noted cause of many incidents. Rule violation
was the most signi�cant cause of what were described as `workplace incidents'. The publication of
this information is very signi�cant. The majority of the Railway Group review is devoted to a
statistical analysis of safety data, mainly focusing on the frequency of accidents and events that fall
within the scope of a mandatory reporting system. The same approach is not used for the voluntary
incident reporting system. Rather than providing statistics about contributions to the scheme or
about the impact of recommendations on the frequency of accidents, the focus is on the lessons that
have been learned from the system. This is an indirect approach because these lessons are intended
to have a knock-on e�ect upon the other performance indicators.

The railway Group deliberately focuses on the high-level insights provided by the CIRAS incident
reports. It does not identify particular recommendations and so there is a danger that they will
have only a minimal e�ect on the recipients of the summary. Rather than directly measuring
changes in accident and incident rates, it is possible to monitor the impact of a reporting system
in terms of the changes that are made to operating practices. For example, UK reporting systems
consistently revealed that track-side workers form the largest category of victims in rail related
injuries and fatalities. In April 1995, these incidents led to the introduction of a relatively complex
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set of recommendations to segregate workers from trains. This involved a `permit to work' scheme
that ensured workers were either segregated from lines on which trains were running or that track
workers were warned of approaching trains in time to move to a place of safety. Segregated worksites
became known as `green zones', while non-segregated worksites became known as `red zones' [355].
These recommendations reduced but did not eliminate incidents involving track-side workers and
so the HMRI started a further programme to review progress and to develop a strategy for future
improvements. A questionnaire was developed to gather information about the e�ectiveness of
previous recommendations based on the subsequent incident reports. These topics included the
procedures used to monitor red and green zone working and the red zone risk assessment process.
The results of these studies helped to identify further recommendations. In particular, it identi�ed
that some of the rail operators had provided misleading statistics when providing information about
the normalising factors that, as we have seen, are important for the direct assessment of incident
reporting systems:

\A claimed 11% increase in green zone working, when analysed, represents a reduction
in the proportion of green zone working because of a rise in the number of worksites (38%
to 33% approx. over a twelve month period). The Railway Group Safety Performance
Report 1998/99 has identi�ed a need to provide information on an, `exposed hours' basis
for monitoring purposes" [355]

This illustrates the way in which regulatory and investigatory organisations can support investiga-
tions into the e�ectiveness of recommendations produced in response to previous incidents. These
studies provide indirect insights into the utility of the reporting system. They can also yield ad-
ditional recommendations that are intended to reduce the likelihood or mitigate the consequences
of further incidents. Finally, they can also detect weaknesses in the way that a reporting system
is currently being run. This is illustrated by the problems in reporting normalisation information,
mentioned above. There are further examples of reporting systems being assessed in terms of the
recommendations that they generate. For instance, the FRA's Switching Operations Fatality Anal-
ysis (SOFA) Working Group recently analysed 76 incident reports from January 1992 to July 1998
[241]. They also considered more limited FRA data from 1975 to 1991. The small total number of
incidents and the varied circumstances of each event persuaded the Working Group that recommen-
dations could not be based on formal statistical analysis. Instead, they used the incident data to
devise `�ve SOFA lifesavers'. These can be summarised as follows:

1. Noti�cation to the locomotive engineer before fouling track or equipment. `Any crew member
intending to foul track or equipment must notify the locomotive engineer before such action
can take place. The locomotive engineer must then apply locomotive or train brakes, have the
reverser centered, and then con�rm this action with the individual on the ground. Additionally,
any crew member that intends to adjust knuckles/drawbars, or apply or remove EOT device,
must insure that the cut of cars to be coupled into is separated by no less than 50 feet. Also,
the person on the ground must physically inspect the cut of cars not attached to the locomotive
to insure that they are completely stopped and, if necessary, a suÆcient number of hand brakes
must be applied to insure that the cut of cars will not move'.

2. Extra precautions when two or more train crews are working on the same track. `When two
or more train crews are simultaneously performing work in the same yard or industry tracks,
extra precautions must be taken: C SAME TRACK. Two or more crews are prohibited from
switching into the same track at the same time, without establishing direct communication
with all crew members involved. C ADJACENT TRACK. Protection must be a�orded when
there is the possibility of movement on adjacent track(s). Each crew will arrange positive
protection for (an) adjacent track(s) through positive communication with yardmaster and/or
other crew members'.

3. Safety brie�ng. `At the beginning of each tour of duty, all crew members will meet and discuss
all safety matters and work to be accomplished. Additional brie�ngs will be held any time
work changes are made and when necessary to protect their safety during their performance
of service '.
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4. Proper communications. `When using radio communication, locomotive engineers must not
begin any shove move without a speci�ed distance from the person controlling the move. Strict
compliance with 'distance to go' communication must be maintained. When controlling train
or engine movements, all crew members must communicate by hand signals or radio signals.
A combination of hand and radio signals is prohibited. All crew members must con�rm when
the mode of communication changes'.

5. Paying proper attention to new crew members. `Crew members with less than one year of
service must have special attention paid to safety awareness, service quali�cations, on-the-job
training, physical plant familiarity, and overall ability to perform service safely and eÆciently.
Programs such as peer review, mentoring, and supervisory observation must be utilised to
insure employees are able to perform service in a safe manner' [241].

These recommendations were published and then widely publicised within the US railway industry.
There then followed a steady decline in switching incidents until in 2000 the FRA noted that the
total number of switching-related deaths quickly exceeded those for 1999. These incidents raised
questions about the working practices of crew members assigned to perform switching operations.
They occurred on large and small railroads and included experienced employees with between two
years to more than thirty years experience. This led to a review of the recommendations that
had been derived from previous incidents. The FRA study concluded that most of the incidents
`could probably have been prevented if all employees on each railroad had strictly followed the �ve
recommendations of FRA's Switching Operations Fatality Analysis (SOFA) Working Group and the
applicable Federal and railroad company operating and safety rules to which they relate' [241].

The previous paragraph illustrates the way in which the success of a reporting systems can be
assessed in terms of whether particular recommendations might have prevented recent incidents. This
approach has a strong appeal. As we have seen, there are few guarantees that regulators will accept
the �ndings of reporting agencies. Similarly, companies may fail to implement the recommendations
that are identi�ed from previous incidents. The use of more direct reporting statistics ignores the
impact that such factors can have upon the e�ectiveness of a reporting system. Indirect forms of
analysis, similar to that presented by the FRA, serve to reiterate the lessons that might have been
learned if these recommendations had been implemented.

It is also important to stress the limitations of these arguments. The FRA's assertions about the
e�ectiveness of the SOFA recommendations relies upon complex counterfactual arguments. More
recent incidents would have been avoided had operating companies implemented the �ndings from
previous incidents and accidents. Unfortunately, Chapters 10 and 11 have illustrated the dangers
of this style of reasoning. In particular, it can be diÆcult to obtain evidence to support claims
about the potential e�ect of recommendations that were not followed. The reiteration of well-known
recommendations can also have a strong adverse e�ect if they are interpreted as needless reminders
to `do better next time' [409]. There is also a danger that by reiterating previous recommendations,
regulators and investigators will fail to adequately consider the reasons why those �ndings were
not followed in recent incidents. For instance, a study of incidents involving children near railways
persuaded Administrator Jolene Molitoris that previous messages about the dangers of playing near
railways had not been e�ectively communicated to the target audience. She, therefore, initiated the
1995 Always Expect a Train campaign using 270 television and cable markets, 673 radio markets and
194 publications [232]. As part of this work, a series of Public Service Announcements broadcast
`deliberately graphic reenactments of motor vehicle-train collisions and railroad trespassing incidents,
designed to grab the viewer's attention'. A classroom teaching initiative as also created to embed
safety-related information within multimedia resources on railway history and technology. These
actions are instructive because they suggest a thorough re-evaluation of the way in which safety
recommendations were communicated to the public. Such initiatives need not have been created if
she had simply evaluated the reporting system in terms of whether previous recommendations might
have prevented the incidents that were being reported. The recommendations publicised in these
campaigns were essentially the same as those used in previous initiatives. In contrast, the successful
implementation of the recommendations and of the incident monitoring system as a whole depended
on the manner in which those recommendations were communicated to the target audiences.
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These initiatives have been attributed with a 19% reduction in child-related rail `casualties'
[232]. Such statistics again raise the caveats and concerns that the previous section has raised about
outcome statistics. However, the use of these �gures to validate the revised recommendations is
instructive because it illustrates the way in which most reporting systems are assessed both in terms
of direct and indirect measures. The bene�ts of these systems are expressed both in terms of the
particular insights that they provide and by the statistical reduction in severity or frequency rates.
For instance, a fatal accident near Edson, Alberta, in early August 1996 forced Transport Canada
to review their recommendations for avoiding runaway trains. In consequence, they encouraged a
number of actions by the operating companies. These can be summarised as follows:

� training and education initiatives aimed at increasing employee and customer awareness of
rules governing proper securement of cars;

� increased compliance monitoring by supervisors;

� increased inspection of derails to ensure proper application and positioning and to recommend
locations where derails should be applied; and

� increased police monitoring of high vandalism areas [777]

The Alberta accident focussed the attention of the public and the rail industry on runaway train inci-
dents. The high consequences of this incident led to demands for more direct evidence to demonstrate
the e�ectiveness of these recommendations. It was insuÆcient simply to argue that the accident had
led to the publication of the previous recommendations without also providing evidence that those
recommendations were useful. Transport Canada, therefore, commissioned detailed comparisons
between the number of runaway rolling stock incidents both before, between January and July, and
after the publication of their recommendations, between August and December 1996. However, they
anticipated that there would be a seasonal fall in the number of incidents in the winter months as
the number of traÆc movements fell. They, therefore, also compared this data with the number of
incidents for corresponding months in 1994 and 1995. 42.3% of runaway rolling stock occurrences
took place during the August-December period of 1996, compared with 44.4% during 1995 and 52.5%
during 1994. These percentages are based on the total incident frequency for only the two periods
that are considered in each year. The percentage of runaway rolling stock incidents that resulted
in accidents in the August to December period fell from 60% in 1994 to 46.3% in 1996 and 46.5%
during 1995. This created problems for the statistical analysis of the recommendations because `the
decrease in the percentage of uncontrolled movement incidents accounted for the entire decrease in
runaway rolling stock occurrences that took place during the August-December period of 1996 when
compared with 1994 and 1995 �gures' [777].

15.1.3 Feed-forward: Risk Assessment and Systems Development

Kjellen distinguishes between four di�erent levels of organisational learning [444]. These levels help
to distinguish between di�erent forms of metric that might be used to assess the performance of
incident reporting systems:

1. short-term learning in the workplace. This describes immediate actions that are taken to
address the direct causes of an adverse occurrence or near miss event. Kjellen argues that this
form of learning only a�ects `short-term memory'. In other words, any insights are likely to
be forgotten as workers and supervisors move to new tasks or activities.

2. long-term learning in the workplace. This describes interventions that have a more sustained
impact on operating practices within the particular work group or location where the incident
took place. For example, they may result in the publication of revised operating guidelines
or in documented modi�cations to particular pieces of equipment. Recommendations prevent
recurrences but have limited scope and may not be e�ectively propagated throughout a factory
or company.
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3. long-term learning in similar workplaces. This can involve changes in the technical and admin-
istrative systems for the departments that are involved in an incident. Any recommendations
will have a lasting e�ect and are likely to be propagated to similar departments in other areas
of an organisation.

4. long-term learning in management systems and norms. These recommendations have profound
e�ects on the way in which work is organised and managed. It can e�ect policy, goals and the
speci�cation of particular activities. The recommendations will a�ect most of the company
and may have an impact on other organisations.

It can be argued that direct metrics, which focus on outcome measures, can be used to distinguish
between these di�erent forms of organisational learning. For example, level 1 recommendations may
result in a short term fall in the accident and injury rates associated with a particular workplace.
Level 4 changes will have a sustained e�ect on outcomes across many di�erent sectors of an organi-
sation. As we have seen, however, there are many factors that can confound the use of direct metrics
to assess the impact of recommendations from a reporting system. In particular, the diÆculty of
obtaining reliable and appropriate statistical measures for safety improvements can be an obstacle
to this approach. There are further problems. For instance, it can be diÆcult to distinguish between
level 1 and 2 recommendations without careful monitoring of safety improvements over a prolonged
period of time. Similarly, it can be diÆcult to distinguish between level 3 and 4 recommendations
without reliable metrics for the performance of many di�erent groups within an organisation. There
are further problems. For example, it may take some time before particular recommendations have
a discernible impact on outcome measures. These can be a delay before changes in the `norms' and
practices of senior management are e�ectively communicated into changes in operating procedures
and acquisitions policy.

As we have seen, indirect measures do not focus on outcome metrics but, instead, concentrate
on demonstrating the e�ective implementation of recommendations in the aftermath of an incident
or accident. A range of further problems a�ect the use of indirect metrics as a means of assessing
incident reporting systems. For example, commercial opportunities and regulatory intervention often
force organisations to revise their working practices. These changes can lead to the introduction of
new equipment and operating procedures. They can also invalidate many of the recommendations
that were made in the aftermath of previous failures. In such circumstance, it can be diÆcult to
distinguish between situations in which those recommendations have been `forgotten' and situations
in which previous recommendations no longer apply to present working practices. These problems are
compounded by the diÆculty of indirectly monitoring long-term changes in management practices.
It is easier to identify level 1 changes than it is to demonstrate the e�ective implementation of level
4 recommendations. New piece of equipment and revise manuals are more tangible than changes in
management `norms'. Attitudinal questionnaires often focus on short-term e�ects and are subject
to a host of biases [342]. This makes it diÆcult to interpret the results of such surveys, especially in
the aftermath of safety-related incidents.

A number of authors, including Benner [73], have argued that evidence of long-term `organ-
isational' learning can be obtained by examining the impact that adverse events have upon risk
assessment practices. This approach addresses many of the criticisms of direct and indirect metrics
that were introduced in the previous paragraphs. For example, risk assessment practices provide
a useful measure of management norms because they have a direct impact upon the allocation of
�nite resources. Risk assessments re
ect the priorities associated with development and maintenance
activities and hence indicate operational concerns at higher levels within an organisation [188]. The
outcome of risk assessment procedures can also be used to predictive potential safety problems. In
other words, the priorities derived from risk assessments helps to identify those areas that man-
agers believe will pose the greatest threat to the future safety of an application. This o�ers the
opportunity for analysis to determine whether incident statistics actually support those priorities.
In contrast, direct metrics provide information about the post hoc success or failure of previous
operational decisions.

A number of practical problems complicate the use of risk assessment metrics to assess the
performance of incident reporting systems, For instance, many local incident reporting systems are
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isolated from the revenue streams that are necessary to fund large-scale safety improvements [417].
In contrast, they must fund the implementation of safety recommendations from the savings that
are made through previous recommendations. This approach is intended to ensure that incident
reporting systems are well integrated with wider `lessons learned' applications. It also ensures that
the reporting system is self-funding. Unfortunately, such practices also isolate the reporting system
from normal risk assessment practices within the rest of the organisation. Important insights about
the causes of previous incidents and accidents may not be communicated to those individuals who
have the greatest in
uence on future acquisitions. In contrast, many other reporting systems are
explicitly integrated into risk assessment systems. For instance, Transport Canada's guidance on
the development of rail safety management systems identi�es three stages to the risk management
`process' [780]:

1. Identi�cation of Safety Issues and Concerns
The �rst stage of risk management explicitly focuses on gathering `input from incident/accident
investigations and safety data collection and analysis'.

2. Risk Estimation
The information from the �rst stage of the process is then analysed to assess the probability
and severity of a potential hazard using either qualitative or quantitative techniques. Quanti-
tative estimates can `sometimes be developed from safety performance data, illness and injury
records'. Transport Canada do, however, note that probability estimates based on `historical
data assume that future conditions will mirror those of the past'. If there is no relevant in-
cident data then more qualitative techniques, such as event-tree analysis should be used to
generate risk estimates. Event tree analysis enumerates the outcomes from a given event to
map out the likely sequences of consequent events. For each event, analysts can consider the
consequences of safety systems failing or succeeding in their speci�ed function. Probabilities
can then be associated with each path through what can be thought of as a form of decision
tree [838].

3. Risk Evaluation
The �nal stage of the management process determines which risks are tolerable, tolerable with
mitigation and or unacceptable. These decisions should be guided by classi�cation method-
ologies based around the Risk Assessment Matrices described in Chapter 12.

The Railway Safety group exploits a similar management approach to risk across the UK rail network
[691]. Their three stage model manages risk by `understanding the relationship between precursors
and incidents... then by measuring the precursors and �nally by applying action to the areas identi-
�ed. This risk management process is supported by a Precursor Indicator Model (PIM). This relies
upon 16 measures that were identi�ed through the analysis of previous accidents and incidents.
Table 15.7 enumerates these precursors. It also provides a percentage indicator that is intended to
represent the `risk' associated with each contributory factor to catastrophic rail accidents. Arguably
a better description would be the percentage of major accidents in which analysts identi�ed these
precursors. The Railway Safety group interprets table 15.7 as providing a `severity weighting' for
precursors by arguing that `a third of all injuries from train accidents are caused by category A
SPADs'.

The historic severity weightings identi�ed in Table 15.7 can be used to address some of the
limitations of direct metrics. In particular, it provides a means of assessing the safety of complex
systems that su�ers very few catastrophic failures. We begin by pairing the severity assessments
of each precursor from Figure 15.7 with the number of times that the precursor has occurred in
the time period under consideration. There pairs can be used to construct a vector of the form
(frequency1; historic weighting1; :::; frequencyn ; historic weightingn ). It is important to note that
precursor frequencies can be obtained even though these incidents may not have led to a major
accident. However, the Railway Safety group can use this information to calculate the overall risk
of a major accident in the following way:

system risk assessment =
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Precursor Proportion of
Train Accident
Risk

Category A SPADs 32.84%
Level crossing misuse 22.84%
Track quality 12.86%
Irregular working 8.31%
Rolling stock failures 8.00%
Environmental factors 6.07%
Vandalism 2.91%
Structural failures 1.54%
Train speeding 0.98%
Level crossing failures 0.90%
Irregular loading of freight trains 0.83%
Wrong-side signaling failures 0.36%
Non-rail vehicles on line 0.27%
Possession irregularities 0.15%
Hot axle box 0.13%
Animals on the line 0.04%

Table 15.7: UK Railway Safety Group's Precursor Indicator Model (PIM)

nX
i=1

frequencyi :historic weightingi (15.1)

As mentioned, the procedures used by UK Railway Safety show how incident and accident data can
be used to replace direct measures of system safety for infrequent, high-consequence events. The
model exploits failure information in two ways. Firstly, the weightings associated with di�erent
precursors depends on the frequency of their observation in previous accidents and incidents. This
ensures that the relative importance of those weightings will change as di�erent failures become more
or less signi�cant to the overall safety of the rail system. It is, however, also important to ensure
that these weightings are derived from a relatively large sample of previous failures to ensure that
adequate attention is paid to long term problems as well as more immediate changes in the precursors
to incidents and accidents. Secondly, the frequency of particular precursors is introduced into the
calculation of overall system risk. These precursors are directly identi�ed from recent incident and
accident reports so that any calculations re
ect more immediate changes in the performance of
underlying systems. The UK calculations for October 2001 re
ect reductions in the frequency of
track quality faults, wrong-side signaling failures and train speeding. They also re
ect increases in
level crossing misuse, irregular working, vandalism, level crossing incidents and rolling stock failures.
These changes in frequency combined to create a slight increase in the overall accident risk in the
�rst half of 2001/2002 [691].

Although the PIM approach illustrates both a comprehensive and e�ective integration of risk
assessment and incident reporting, it is possible to identify a number of potential problems. As we
have seen, the use of previous accident information to identify incident precursors will only provide
reliable risk assessments if future incidents are similar to those that have occurred in the past. It is,
therefore, essential that the components of Table 15.7 be reviewed at regular interval to ensure that
they do not exclude potential causes of future failure. A further problem is that the PIM approach
fails to distinguish between the di�erent levels of severity that are associated with catastrophic
accidents. This is signi�cant because many safety objectives are expressed in terms of the number
of fatalities per train miles. The UK objective is 0.3 fatalities per million train miles by 2009; in
2000-2001 the annual moving average was 0.59 while in 2001-2002 it was given as 0.52 [691]. The
Rail Safety group recognise this problem and, therefore, calculate a weighting for outcomes based on



824 CHAPTER 15. MONITORING

previous accidents. These are expressed in terms of `equivalent fatalities per 10 train accidents' over
a speci�ed period of time. t is important to emphasise that this metric relates to di�erent types of
accidents and not the precursors, mentioned above, that lead to those accidents. Current weightings
based on a 16-year interval are given in Table 15.8. The relatively low weighting associated with
`bu�er stop collisions' has led some analysts to question whether they should be included in the
signi�cant train accident statistics.

Type of Accident Consequence
Weighting

Passenger collisions 7.331
Non-passenger collisions 0.777
Passenger derailments 0.927
Non-passenger derailments 0.005
Bu�er-stop collisions 0.162

Table 15.8: UK Railway Safety Group's Signi�cant Train Accident Weightings

Table 15.8 illustrates the way in which safety improvements can have a mitigating e�ect on the
outcomes of adverse events. It does not, however, illustrate the procedures by which precursors
are associated with particular types of outcome. This is far from straightforward. Recall from
Chapter 11 that Bayes theorem considers the probability of a given hypotheses, B , in relation to a
number of alternative hypotheses, Bi where B and Bi are mutually exclusive and exhaustive:

Pr(B j A ^ C ) =
Pr(A j B ^ C ):Pr(B j C )

Pr(A j B ^ C ):Pr(B j C ) +
P

i P(A j Bi ^ C ):P(Bi j C )
(15.2)

Bayes' theorem can be used to assess the probability of a particular factor or precursor, B , causing
a failure given that an incident report has identi�ed that causal factor, A. Suppose we examine
reports of previous bu�er stop collisions to determine whether or not they were caused by train
speeding, B . It is unlikely that we will have complete con�dence in the intuitive causal analysis of
every investigators. We, therefore, conduct a quality control exercise that performs a more detailed
causal analysis for a sample of recent reports. This indicates that there is a false positive rate of
4%. In other words, 4% of the reports argue that the driver was speeding when they were not.
We might also conclude that the false negative rate is 3%. This is the percentage of reports that
suggest speeding was not the cause when subsequent investigations revealed that it was. The reports
were, therefore, 96% accurate for incidents in which the bu�er stop incidents were caused by train
speeding. They were, in contrast, 97% accurate for incidents that were not caused by this precursor.
To simplify the exposition, we assume that further analysis reveals that 1% of incidents were caused
by train speeding. Table 15.7 provides the more accurate �gure of 0.98%. We can use the previous
formalisations to determine how likely it is that train speeding caused a bu�er-stop incident given
that a report identi�es this as a cause of an incident. The probability of train speeding having
caused the bu�er stop is less than 20% based on a positive incident report! The following formulae
adopt the convention of including the context C for the reasons given in Chapter 11. Dembski uses
a variant on this example to demonstrate the ways in which people can fail as `intuitive probabilists'
(see [200], pp 83-84). These apparent failures are so deeply engrained that I remain unconvinced by
aspects of his argument even if I can agree with the underlying mathematics!

Pr(B j A ^ C )

=
Pr(A j B ^ C ):Pr(B j C )

Pr(A j B ^ C ):Pr(B j C ) + Pr(A j : B ^ C ):P(: B j C )
(15.3)

=
(0:97):(0:01)

(0:97):(0:01) + (0:04):(0:99)
(15.4)

= 0:1968 (15.5)
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A number of further practical issues complicate the use of incident data within the PIM approach
to risk management. In particular, it is unclear how speci�c interventions by particular companies
are to be identi�ed from high level, industry-wide statistics. One possible mechanism is through the
enforcement actions that are recorded in the Safety Group reviews. These record the date, location
and nature of each violation that triggered a prosecution. Examples include `all reasonably practica-
ble measures have not been taken to reduce the risk of signal XXXX being passed at signal danger'
and `redundant coach left on disused track beneath bridge being vandalised and used by children'.
These incidents are fed into the calculation of precursor frequencies mentioned in previous sections.
The focus is, however, on the correction of violations rather than on the pro-active interventions
that might further reduce potential risks.

A detailed analysis of the impact of particular mitigation or risk reduction measures arguably
lies beyond the scope of the UK Safety Group's periodic reviews. Speci�c guidance is included
within `Focus Area' publications on reducing SPADs, Trackworker Safety, Trespass and Vandalism.
Transport Canada provides a further example of the use of incident reporting data to inform risk
assessments. As mentioned, their three stage risk management process is similar to that advocated
by the UK Railway Safety group. This approach was employed to support the analysis of six incidents
in which hot bearings had led to `burno�s' on the Canadian rail system. Hot journal bearings occur
when inadequate wheel bearing lubrication or mechanical 
aws cause an increase in bearing friction.
If undetected, the resulting rise in bearing temperature can lead to a bearing burno� which can
cause a derailment. The analysis began by assessing the frequency of previous incidents. An average
of approximately 10 derailments per year were linked to burno�s between 1987 and 1993. In other
words, there were only 2 burno�s per billion freight car miles. The consequences of these events
were also assessed. These incidents did not result in any fatalities; `no passenger or member of
the public has been fatally injured because of any main track derailment for over 10 years' [776].
The investigation assumed an average cost of $250,000 per derailment in terms of damage to rolling
stock and infrastructure. This analysis of the risk associated with these incidents was then used
to determine whether or not to invest in a number of detection and mitigation techniques. For
example, the Canadian rail system already had a number of `hot box' detectors. One proposal
suggested that the number of these detectors be doubled so that the distance between consecutive
units would be reduced to around 12 miles. This would involve 400 new single track and 200 double
track installations at an initial cost of $90 million with a further $5 million per year for maintenance.
Six detailed investigations led investigators to conclude that the additional detectors would, at best,
have prevented half of these derailments. This would have brought the annual average number of
burno�s down from to 5 per year saving around $1.25M per year given the cost estimates for each
previous derailment The investigators concluded that `spending $90 million plus $5 million per year
on additional detectors to save some 5 burno�s per year without any evidence that lives would be
saved or injuries prevented is clearly not a bene�cial use of society's resources, is out of line with
risk management expenditures in other areas, and is not a recommended course of action for the
Railway Safety Directorate or the industry to pursue' [776].

The previous example illustrates a number of links between such risk assessments and the mon-
itoring of incident reporting systems:

1. issue identi�cation. Firstly, incident reporting schemes help to trigger risk management activ-
ities. Evidence from previous derailments justi�es the initial investigation of bearing burno�s
as a causal factor. In this way, the incident reporting system `earns its keep' as a necessary
part of a safety management system even though it may not be possible to identify suitable
metrics to support the performance of the scheme in issue identi�cation.

2. data suÆciency. Secondly, the previous example illustrates the way in which risk assessment
activities provide a means of assessing whether incident investigations yield suÆcient insights
into the causes of adverse events. In particular, the Transport Canada investigators make use
of the counter factual argument that doubling the number of hot box detectors would only
have prevented about half of the annual number of derailments from bearing burno�s. Such
an analysis depends upon suÆcient information being available to support their conclusions.
If such evidence had not been available then the risk assessment would have been seriously
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awed and the investigatory process would have been modi�ed.

3. investment savings. One of the side-e�ects of integrating incident reporting into risk manage-
ment procedures is that it provides monetary assessments of the strategic value of information
that is provided about previous failures. In the previous example, it can be argued that this
data helped to avoid investing more than $90 million in a scheme that would have yielded
limited safety bene�ts. Sadly, such super�cially appealing arguments can be challenged in a
number of ways. They assume that the costs associated with future incidents will continue to
similar to those incurred by previous failures. The $90 million costs might, however, appear
to be justi�ed if a future incident resulted in multiple fatalities.

The integration of incident reporting systems into risk management procedures provides a powerful
justi�cation for the investment that is needed to elicit and analyse information about previous
failures. The previous list, therefore, shows how the utility of a reporting system can be indirectly
assessed in terms of the support that it provides for risk assessment. Such approaches are unlikely
to be suÆcient. In particular, they provide relatively little information about the e�ectiveness of the
reporting system in eliciting information about adverse events. Similarly, these techniques cannot
easily be used to address the problems of intra and inter analyst reliability that have been identi�ed as
a potential limitation for direct, indirect and feed-forward metrics. The following section, therefore,
focuses on the process measures that can be used to assess the performance of the reporting system
itself rather than the utility of the information that it produces.

15.2 Process Measures

It is important to monitor the costs that a reporting system incurs as well as the bene�ts that
it delivers in terms of safety improvements. For example, the Aviation Safety Reporting System
spends about $3 million annually to analyse roughly 30,000 reports, at about $100 per case. These
techniques would cost almost $50 million annually if the same techniques were applied to the 850,000
adverse events in the UK National Health Service [480]. Such �gures illustrate the importance
of retaining a close control of the management of incident reporting systems. It is diÆcult to
obtain similar estimates for national rail reporting systems. The UK Health and Safety Executive
argued that `trials carried out in Scotland since 1996 (involving ScotRail, GNER, and Virgin (N))
indicate that the CIRAS con�dential incident reporting system improves incident reporting as well
as being �nancially bene�cial to the companies concerned' [325]. They did not published detailed
�gures to support this argument and several operating companies expressed concerns about the
�nancial overheads associated with voluntary incident reporting. Their concerns echo criticisms
voiced about the development of national reporting in Australian railways. The Booz, Allen and
Hamilton report recognised that individual rail operators, infrastructure managers and regulators
gather data to monitor their own performance over time [55]. It was the lack of `consolidation,
consistency and analysis' at a national level that gives the greatest cause for concern because `the
industry is not yet convinced that these processes are consistently applied or completely appropriate'.
In consequence, the proponents of national reporting systems have been forced to monitor the
operation and management of their schemes and not simply the safety-related information that they
produce.

15.2.1 Submission Rates and Reporting Costs

A number of crude measures can be used to assess the cost e�ectiveness of a reporting system.
For example, the total investment in any scheme might be divided by the number of reports that
are received each year. There are a number of potential bene�ts from using submission metrics to
support the monitoring of incident reporting systems. In particular, this can help to identify the
problems of under-reporting that were studied in Chapter 5. As the FRA note, employees may even
neglect medical treatment rather than expose themselves to workplace harassment:
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\FRA has become increasingly aware that many railroad employees fail to disclose their
injuries to the railroad or fail to accept reportable treatment from a physician because
they wish to avoid potential harassment from management or possible discipline that is
sometimes associated with the reporting of such injuries. FRA is also aware that in some
instances supervisory personnel and mid-level managers are urged to engage in practices
which may undermine or circumvent the reporting of injuries and illnesses." [233]

There are a number of problems with using submission rates as a metric for overall system perfor-
mance. Most reports are received from a relatively small section of the workforce in many industries.
Increases in the numbers of contributions from these employees can mask signi�cant under-reporting
in other areas. This point is illustrated by Table 15.9, which presents statistics on fatal and non-
fatal injuries on US railways [243]. The majority of reports are �led by workers `on duty' and under
the employment of a rail operating company. In contract, there are relatively few reports form rail
contractors even though they make up a signi�cant proportion of the workforce employed in mainte-
nance and infrastructure projects in this industry. 119 `workers on duty' were killed on US railways
between 1997 and 2000. During this period, they su�ered 33,738 non-fatal injuries. This yields a
Heinrich ratio of 283.51 non-fatal injury reports per fatality. In contrast, 31 contractors were killed
between 1997 and 2000. During this period only 1466 injuries were reported at a Heinrich ratio
of 77.29. Contract workers might be less likely to be involved in incidents than other workers and
hence we might expect a lower ratio of non-fatal injuries to fatalities. There is, however, consider-
able evidence to the contrary [342]. Contract workers are often less well trained and briefed on their
operating tasks than full-time employees. They are also less easily integrated into working groups
when they may be moved between operational responsibilities more frequently. In consequence,
it can be argued that the di�erence in ratios illustrates a problem of under-reporting of non-fatal
injuries amongst this section of the workforce. Simply dividing the overall number of non-fatal inci-
dent reports by the annual expenditure on a reporting scheme would fail to identify such structural
problems. Similarly, Table 15.9 illustrates the diÆculty of identifying an underlying pattern in the
submission data for non-fatal incidents. Short-term reductions, for example in passenger-related
incidents between 1997 and 1999, can be o�set by increases elsewhere, for instance in employee on
duty submissions.

Fatalities Nonfatal Conditions
1997 1998 1999 2000 1997 1998 1999 2000

Worker on duty
(railroad employee)

37 27 31 24 8,295 8,398 8,622 8,423

Employee not on duty . 2 . 1 263 219 216 286
Passenger on train 6 4 14 4 601 535 481 658
Nontrespasser 362 324 302 332 1,517 1,201 1,307 1,264
Trespasser 646 644 572 570 728 677 650 606
Worker on
duty(contractor)

6 2 2 . 213 237 172 183

Contractor(other) 5 3 10 3 121 143 212 185
Worker on
duty(volunteer)

. . . . 3 11 4 6

Volunteer(other) . . . . 3 3 1 2
Non-trespasser, o� rr prop 1 2 1 3 23 35 35 30

Table 15.9: FDR Rail Incident Reports by Worker (1997-2000)

One way of avoiding such problems is to attempt to increase contributions from particular sections
of a workforce while maintaining or reducing the overall cost of operating a reporting system. This
raises further problems. As we have seen in Chapter 2 short-term changes in submission rates
can occur independently of changes in the safety of an underlying application. Awareness arising
campaigns can elicit large numbers of `low risk' contributions from a minority of the target workforce
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without encouraging the mass of their colleagues to report on the more serious incidents that are
masked from a reporting system. Such campaigns are often costly and the e�ects that they achieve
can be very short-lived [444, 342]. There are a number of further ways in which submission rates can
fail to provide accurate indicators of the underlying safety of an application process. Such metrics are
profoundly a�ected by changes in the criteria that are used to identify particular types of incident.
For instance, the UK Railway Group widened the de�nition of SPAD severity Category 3 in May
2000. The new de�nition increased the number of incidents falling into this category. It provided
a larger data group and was, therefore, argued to increase the opportunity for more meaningful
analysis. Such changes created the need to revise previous data for category 3 SPADs in order to
re
ect the new de�nition and provide a consistent basis for comparison. This reclassi�cation also
illustrates how structural changes on a reporting system can have knock-on e�ects both on eÆciency
metrics and more direct forms of risk assessment. The revision indirectly increased the eÆciency of
the reporting system in terms of the severity of incidents being analysed within a particular budget.
It also reduced overall system safety measured in terms of risk metrics, including the Precursor
Indicator Model mentioned in the previous section.

The complexity of using submission and frequency metrics to assess the performance of reporting
systems has persuaded many managers to concentrate on monitoring the costs of their schemes. This
approach is justi�ed by a series of interviews and focus groups that the FRA conducted to identify
concerns about the regulation of the US rail system [245]. This study was intended to identify the
in
uence of corporate culture on compliance with railroad operating rules. Part of this work focused
on the attitude of operating companies to the opportunities provided by incident and accident
reporting. There was a degree of skepticism about whether the costs incurred in analysing `near
accidents' could be justi�ed by the potential insights that they provided. The rare nature of these
events implies that `one must make any number of assumptions' to identify the potential root causes
and that this `inevitably reduces the level of certainty' Many in the industry were concerned about
the large numbers of near-miss events that must be investigated to gain limited insights about a
small number of actual incidents; `analysing near-incident data substantially increases the population
data set from which to study'. In particular, the FRA study found that the `systematic analysis
of probable cause' for near miss incidents involving the safety conduct of locomotive engineers `is
seldom conducted' under Federal Regulation 49 CFR 240.309 [245]. To address these costs issues,
the FRA report proposed that greater use be made of automated data analysis tools from reporting
schemes in other industries. These tools have been reviewed in Chapter 14. In particular, they
argued that Internet and Intranet technologies should be exploited to reduce the costs associated
with the analysis of near-miss incidents.

Some of the concerns identi�ed by the FRA stem from the diÆculty of assessing the costs
associated with running a reporting system. It might seem relatively straightforward to account
for the �xed costs that are associated with infrastructure items, such as computer hardware. Most
of this equipment serves several di�erent purposes. Incident reporting software is often integrated
into other aspects of a safety management system. It can, therefore, be diÆcult to distinguish
the costs of running such a system from the wider overheads associated with risk analysis and
assessment [780]. Similar comments can be made about the diÆcult of auditing variable costs. Many
reporting systems rely upon the involvement of volunteers who combine incident analysis with more
a more direct operational role [658]. Cost estimation for incident reporting is further complicated
by the consequential overheads that are associated with some investigations. For example, the UK
Health and Safety Executive make a charge for inspectors' time under The Health and Safety (Fees)
Regulations 2001. Employers will be charged for the `investigation of activities or workplaces where
HSE becomes aware of an incident which has caused or is liable to cause injury to persons; and
related enforcement work... including the preparation and serving of improvement or prohibition
notices; assessing and issuing exemptions" [329]. Employers' scope for cost reduction is further
constrained by the need to support a reporting system as a condition of operation. For example,
the Safety Case for operating the London Underground contains a speci�c commitment to operate
such a system; `employees can raise health and safety concerns either formally with management or
informally via their employee representatives... London Underground Ltd intend to join the CIRAS
con�dential reporting system when it is eventually rolled out across the national railway network'
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[333].

It can be just as hard for regulators to justify and account for their expenditure on incident
reporting systems. For instance, the FRA required $106,855,000 for `safety and operations' in
2001. In 2002, they requested $120,583,000 while in 2003 this had risen to $122,889,000. It can be
diÆcult to break these �gures down to identify the individual sums spent on the diverse range of
incident and accident reporting systems that are supported by the FRA within the US Department
of Transportation. However, the 2003 budgetary request provides an important insight into the
strategic importance of these systems when it justi�es the additional expenditure. This additional
money is intended to fund 20 new safety �eld inspectors because `the number of railroad issues facing
FRA is increasing and becoming more complex' [242]. It is hoped that these posts will support the
`elimination of transportation-related deaths, injuries, and incidents'. The FRA's request does not
monitor the eÆciency of their reporting system in terms of the cost per submission, as suggested
in previous paragraphs. They do, however, cite a number of additional statistics to support their
request for additional funds. These are similar to the normalising factors that are used in the
calculation of direct measures for reporting system performance. The budget request focuses on the
55% increase in freight traÆc since US deregulation in 1980 [242]. They also stress the unfortunate
rise in rail passenger fatalities and injuries from approximately 500 per year over the past decade
to over 660 in 2000. The increase in rail traÆc and in adverse event is, therefore, used to justify
increased regulatory expenditure on �eld investigations.

To summarise, performance metrics focus more on the operation of the reporting system than
the direct measurement of `system safety'. For example, the performance of a reporting system
be assessed in terms of the number of incidents that are analysed within a speci�ed budget. The
eÆciency of the system can be improved either by budget reductions or increases in the number of
incidents that are handled by the system. Unfortunately, a number of pragmatic and theoretical
concerns a�ect the use of such monitoring techniques. Raw data about the number of submissions
made to a reporting system can be very misleading. For instance, they can hide under-reporting by
particular groups. Any increase in reporting frequency might, therefore, yield few marginal bene�ts
if those reports stem from communities that are already well represented with the system. It is
also possible to distort submission statistics by changing the de�nition of what does and does not
fall within the scope of the system. Alternatively, eÆciency can be assessed in terms of savings
that can be made from the operation of a reporting system. Opportunities for cost reduction may,
however, be constrained by regulatory agreements that require the operation of particular schemes.
The increasing complexity of many application processes also makes it diÆcult to reduce the costs
associated with incident reporting. Both the FRA [239] and HMRI [319] have been forced to �nd
and fund an increasingly diverse range of skills during the investigation of many recent failures. Sta�
costs represent the greatest single investment in most reporting systems. In consequence, managers
have begun to refocus their monitoring activities on the performance of their investigators rather
than on more direct metrics that can be both diÆcult to gather and harder to interpret.

15.2.2 Investigator Performance

Many regulatory organisations have developed detailed guidance for the investigation of adverse
events and near-misses. For example, Transport Canada include such advice in their recommen-
dations for the development of railway safety management systems [779]. Operating companies
must develop `procedures for internal and external accident and incident noti�cation and reporting,
including third-party reporting; procedures, formats and approaches (e.g., site protocol) for inves-
tigations (e.g., environmental, employee injuries, transportation of dangerous goods); a formal link
to the risk management process; and procedures for reporting and documenting �ndings, conclu-
sions and recommendations, and for ensuring implementation of recommendations and corrective
actions'. The Safety Management System guidelines go on to argue that most train accidents can
be prevented and that investigators must, therefore, identify ways of providing both `immediate
protection' and `long-term correction'. Examples of an immediate action include the introduction of
a 10 miles per hour temporary speed restriction at the site of a track geometry defect or a 40 miles
per hour speed restriction on a type of car that appears to be unstable at higher speeds. These
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immediate protective actions must be implemented by the Investigating Team before operations are
resumed. Long term `corrections' reduce the likelihood of a similar train accident recurring in the
future. Examples include the `accelerated removal of straight plate wheels and the overhaul of trucks
on a speci�c class of car' [779].

Such guidance re
ects the way in which many regulatory and investigatory agencies have sought
to support the work of incident investigators. In particular, it is typical of the way in which general
recommendations are not supported by more detailed assessment criteria that might be used to
monitor the performance of particular teams and individuals. This is a signi�cant concern which
is shared by many of the organisations that operate incident reporting systems [423]. Often in-
vestigators are domain experts, drawn from diverse operational areas of the industry that they are
helping to protect. This o�ers numerous bene�ts in terms of their detailed understanding of industry
practices. It also creates signi�cant weaknesses because many investigators have only a rudimentary
understanding of the more detailed causal analysis techniques pioneered by NASA [571], the US
Department of Energy [207] and the NTSB [87]. There are further problems. The previous back-
ground of an investigator can have a powerful in
uence on their likely �ndings. Lekberg describes
the correlation between an investigators area of expertise and the likely results of a causal analysis
[484]. The problems of frequency and recency bias have also been described in Chapter 11. In
particular, the fact that investigators may have already spent many years within an industry can
imply a lack of understanding of more recent technical innovations. For example, new insights in
the �eld of human factors are often slow to inform the conduct of incident investigations [699].

There are relatively few published studies into the performance of investigators. This is a sig-
ni�cant barrier to the future development of incident reporting systems. One consequence is that
many of the organisations that operate these schemes are concerned about potential inadequacies in
their analysis and interpretation of individual reports. Unfortunately, the lack of previous published
work in this area has created a general reluctance to assess or otherwise measure the extent of the
problem. There are several exceptions. For example, the UK HMRI conducted a recent analysis
of the work that investigators performed in analysing the causes of SPAD incidents. The HMRI
enquiry `looked at the results of several SPAD investigations carried out in accordance with pro-
cedure GO/RT3252 in each Railtrack zone, and it appeared that in some cases greater emphasis
was placed on completing a multi-page form than getting to the root cause of the SPAD incident'
[349]. They describe examples in which the same signal had been passed at danger on repeated
occasions and yet the cause had not been established. It could be argued that this re
ects a lack of
evidence available to any investigation, however, the investigatory procedures stressed the need to
reach some form of closure for each enquiry. In other cases, investigators had failed to follow through
their analysis of an adverse event. For example, one investigation concluded that the driver had an
`unsuitable temperament' for driving suburban trains. He was, therefore, barred from driving these
services. The HMRI inspectors argued that the investigation should have gone on to deal with the
root cause of the incident which they interpreted to be the `inadequacy of the measures for assessing
the competence of drivers' [349]. The inspectors also found that SPAD investigators had diÆculty in
distinguishing between some of the causal categories identi�ed in the supporting documentation. In
particular, it was often unclear whether an incident was caused by `misjudgement' or `disregard' as
it implied an assessment of driver intentions. The HMRI inspectors cite the example of a SPAD that
occurred in poor weather conditions where the driver made every e�ort to stop the train before the
signal. They argued that this was incorrectly classi�ed as `disregard' rather than `misjudgement'.

Arguably the most straightforward means of assessing the performance of incident investigators
is to introduce self-monitoring throughout team-based enquiries. This approach has been widely
adopted and is often modelled on the `Go Team' procedures that were initial developed by the
NTSB during the 1960s and 1970s. Each Go Team is led by an Investigator-in-Charge who is a
senior investigator with several years of NTSB and industry experience. Each member of the team
is responsible for a de�ned aspect of of the investigation. For example, the `operations specialist' will
reconstruct the history of the incident including the crew members' duties for the period before the
incident. The `structures expert' will document the accident scene. They will analyse any wreckage
and will also calculate impact angles and speeds. The `human performance specialist' will make
a study of crew performance and all before-the-accident factors that might be involved in human
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error, including fatigue, medication, alcohol. They will also consider the possible role of drugs,
medical histories, training, workload, equipment design and work environment [617]. Locomotive
engineers, signal system specialists and track engineers head working groups at railroad accidents.
Each of these specialists heads a working group in their area. The members of the working groups
are drawn from `interested parties'. The party scheme is the key to the NTSB's eÆciency; it
investigate approximately 2,500 incidents per year with only 400 employees. The NTSB designates
other organisations or corporations as parties to the investigation. These parties must provide
speci�c expertise to the investigation. There is considerable freedom about who might provide such
assistance; the only exclusion is that `persons in legal or litigation positions are not allowed to be
assigned to the investigation' [617].

Not only does the party system increase the eÆciency of the Board's full-time sta�. It also
provides an important means of cross validation and of monitoring the quality of the investigation
process. The head of each working group prepares a factual report and each of the parties in
the group are asked to verify the accuracy of the report. Unfortunately, the formal procedures
and mechanisms that support NTSB investigations are resource intensive. Most incident reporting
systems lack the resources necessary to �nance the involvement of more than one or two investigators
in the analysis of adverse events. There are further problems. For example, the NTSB are an
independent organisation that operates across several di�erent industries. It is diÆcult to see how
such a multi-party architecture might be used by a proprietary reporting system which focuses on
adverse events within a single commercial organisation.

Fortunately, a range of alternative techniques can be used to monitor and support the perfor-
mance of incident investigators. For instance, the ATSB was formed with the speci�c aim of pooling
expertise in transport safety. It created a uni�ed framework for the Bureau of Air Safety Investiga-
tion, elements of the Federal OÆce of Road Safety and the Marine Incident Investigation Unit and
a new Rail Safety Unit. The intention was to `make safety investigations even better as a result of
sharing resources, ideas and techniques' [54]. The Bureau encourages investigators to move between
incidents in di�erent modes of transport. This ensures that key skills acquired in the investigation
of rail incidents support the analysis of aviation or maritime incidents and vice versa. For instance,
the ATSB reports that air safety investigation techniques were applied to the freight train collision
at Ararat in November 1999 [54]. This exchange of expertise can also be seen to support the moni-
toring of individual investigators who must move beyond the immediate area of their core expertise.
The Canadian Transportation Safety Board have similar objectives. Not only have they sought to
improve the exchange of expertise between di�erent investigation modes, they have also attempted
to increase consistency in the resources that are available to investigators. In particular, they have
developed a multi-modal Statement of Requirements that emphasises the importance of recorded
information for investigative purposes in aviation, marine, rail, and pipeline incidents. The inten-
tion is to provide investigators with suÆcient information to ensure that their reports achieve a level
of `reliability, comprehensiveness and timeliness' regardless of the mode of transport [88]. These
multi-modal approaches are innovative and challenging. It remains to be seen whether they will
realise the bene�ts that their proponents anticipate. They do not, however, provide a panacea for
incident reporting. These approaches seem to o�er more support for accident investigation because
skill transfer requires the additional resources associated with maintaining a pool of investigators.
Many reporting systems rely upon the analytical capabilities of one or two investigators [119].

Training programs o�er alternative means of both monitoring and supporting the performance of
incident investigators. Many reporting systems o�er `refresher' courses. These sessions can be used
to introduce new incident and accident analysis techniques [36]. They also provide opportunities
to assess and compare investigators' performance in the analysis of case study incidents. Most
organisations lack the resources that are necessary to move beyond relatively ad hoc re-training
programmes. In contrast, the NTSB is in the process of establishing an Academy for transport
accident investigators. This is scheduled to begin operation in April 2002. It will be based in George
Washington University adjacent to the U.S. Department of Transportation's National Crash Analysis
Center. The intention is that the Academy will build upon existing Investigator Training Courses
that are currently only held every six months. The Academy will extend the curriculum and provide a
focal point for retraining. It will also provide focussed instruction in the di�erent areas of expertise
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that are included within the NTSB's multi-party system, described in previous paragraphs. For
instance, the reconstructed wreckage of TWA 
ight 800 will be held at the Academy `so that future
generations of aviation professionals and accident investigators from around the world can learn the
lessons that it has to teach' [614]. The Academy will also provide a focus for investigators across
the `international investigative community' [611]. The establishment of this institution forms part
of Jim Hall's response to the increasing complexity of many transportation incidents and accidents.

Previous paragraphs have identi�ed a range of techniques that can be used to monitor the
performance of incident investigators. Periodic reviews, such as that performed by the HMRI, can
identify widespread failures in the analysis of particular failures. Accident investigations can also
help to identify more systemic failures. For example, the Cullen report into Ladbroke Grove argued
that a `no blame' culture may paradoxically make sta� more likely to accept responsibility for
adverse events [194]. It is diÆcult to see how such reviews might be used to monitor the everyday
activity of individual investigators. In contrast, many accident and incident reporting systems rely
upon team-based techniques to validate the results of an investigation. The inter-modal exchange
of key personnel and the NTSB's `go team' concepts all explicitly allow for the cross-checking of any
analysis before it is released beyond the agency that conducted the investigation. Finally, periodic
retraining can be used to ensure that sta� are brought `up to date' with recent developments in
investigatory techniques and in specialist areas such as meteorology and structural engineering. The
NTSB's new investigator's Academy arguably represents the most signi�cant recent development in
this area.

The techniques described above are based around `traditional' forms of monitoring. Team-based
validation, the exchange of personnel, training and retraining have all formed core techniques of
Human Resource Management for several decades. There have, however, been a number of more
recent initiatives that o�er new opportunities to monitor the performance of individual investigators.
Many of these techniques are based around the novel computational systems that have been described
in Chapter 14. For instance, many incident reports are now stored using relational databases. These
systems enable managers to continuously monitor the performance of individual investigators. The
same techniques that enable them to identify patterns of failure in a database of incident reports
can also be used to identify patterns of analysis or bias in the �ndings of an individual investigator.
In initial trials, we have begun to explore the e�ects that such information can have upon the overall
management of a reporting system. For example, some managers have preconceived ideas about
an ideal distribution of causal factors across an incident database. Individual investigators who
exhibit a di�erent pattern of analysis are encouraged to look more carefully for those factors that
have been neglected in their previous reports. This can lead to potential problems if investigators
feel unreasonable pressure to produce a particular pattern of causal �ndings almost irrespective
of the incidents that they have been asked to analyse. Our initial studies have identi�ed further
e�ects, some of which were less easy to predict that the attempts to `enforce' of normative causal
distributions. The intention behind providing an individual with information about the results of
their previous investigations is to reduce the problems of frequency and recency bias. There is,
however, a danger that this information can have the opposite e�ect. Showing an investigator that
they have identi�ed human error in all recent incidents can reinforce rather than challenge their
tendency to identify this cause!

These extensions of existing relational technology are relatively unsophisticated. More recent in-
formation retrieval systems o�er a number of alternative monitoring tools. Many search engines now
routinely construct user models. These models are based around information about an individual's
previous retrieval requests. They can be used to make inferences about the user's future information
requirements. For example, a frequently used data source may given a higher weighting than one
that the user has seldom visited in their previous interactions. User models can also provide insights
for the manager of a reporting system. For example, they can be used to determine whether or not
an investigator has accessed information about particular aspects of an incident. An investigator's
report might rule out human factors as a probable cause even though they have only performed a
cursory analysis of the evidence in this area. Conversely, they might focus on particular aspects of
an incident to the exclusion of alternative hypotheses.
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15.2.3 Intervention Measures

Previous sections have argued that a reporting system can be assessed in terms of the recommenda-
tions that it produces. In other words, managers can monitor the e�ectiveness of the remedial actions
that are identi�ed in the aftermath of an adverse event. This information can be used in a number
of ways. Previous sections have focussed on the direct bene�ts that such insights can have upon
the operation of safety critical applications. They also ful�ll a wider role in helping regulators, the
public and government to monitor the operation of a reporting system. A successful scheme should
continue to identify areas for improvement. For example, the NTSB issued a document entitled `We
Are All Safer' which stresses the impact that their investigations have had across the transportation
industries [604]. They cite safety improvements from more than 150 recommendations in rail pas-
senger car equipment and design, injury reduction and train collision avoidance. These have resulted
in seats that are now secured against movement in the event of a collision or derailment. NTSB
recommendations are also argued to have encouraged the installation of shatter-proof windows that
can also be used as emergency exits. They have caused the installation of overhead luggage racks
that have e�ective retention devices. The NTSB also point to the introduction of passenger emer-
gency brie�ng cards and too the use of conspicuous levers to help in the operation of doors and
emergency windows. The survey also directs the reader's attention towards the less `visible' e�ects
of their investigations. NTSB recommendations have led to the replacement of railway car construc-
tion materials to meet 
ammability, smoke emission, and toxicity standards. Their analysis has also
encouraged the development of new procedures for emergency passenger car evacuation and revised
training programs in emergency procedures for service employees. They have helped to introduce
mandatory speed and signal compliance checks in certain regions. They have encouraged the use of
written noti�cations to inform employees of speed restrictions and special permission procedures for
trains entering out-of-service track sections. NTSB recommendations have also helped to introduce
regular crew �tness for duty checks. They summarise the impact of their activities by emphasising
the long-term e�ect of their �ndings on the industry regulator:

\As a result of years of rail passenger safety recommendations from the Safety Board,
the FRA is enacting regulations regarding passenger equipment safety standards and
passenger train emergency preparedness. These regulations will implement many of the
recommendations the Safety Board has made to the FRA and the railroad industry to
improve the crashworthiness of rail passenger cars and locomotives." [604]

It is possible to criticise the use of such examples to indicate the `vigour and vitality' of a reporting
system. Several of the innovations identi�ed by the NTSB were already being introduced prior to
their recommendations being published. It can, therefore, be argued that their intervention helped
to expedite changes that were already being made within the industry. This emphasises a point
that has been made repeatedly throughout this book. Most incidents and accidents reveal problems
that are already well-known by safety managers and other operational sta�. Adverse events and
near-miss incidents help to focus attention and increase the priorities associated with existing safety
concerns. This need not undermine the argument that successful recommendations provide evidence
about the health of a reporting system. The NTSB's support for existing initiatives indicates a
healthy relationship with regulators and other industry bodies. Equally, there is a concern that
any investigatory organisation is independent of such external in
uences. For instance, the NTSB
review describes an incident at Silver Springs when a Maryland commuter train ignored a signal and
collided with an Amtrak passenger train. This is the accident described in Chapter 3. The Safety
Board found that the crew failed to obey the signals because of multiple distractions and the failure
of federal and state regulators to analyse the human factors impact of signal modi�cations on that
rail line. This discussion illustrates two key points. An e�ective reporting system cannot simply be
assessed in terms of the recommendations that it issues. Any monitoring must also account for the
way in which those recommendations are received and implemented by operational and regulatory
organisations. If all recommendations are accepted then it can be argued that this indicates too close
a relationship between the investigators and the recipients of any proposed intervention. Conversely,
investigators may propose interventions that are consistently rejected by regulators or more senior
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safety managers. It might be argued that such situations illustrate the perseverance of an investigator
�ghting for necessary safety improvements. It can equally be argued that the consistent rejection of
proposed recommendations illustrates a break-down in the operation of the system. In either case,
serious concerns can be raised about the e�ectiveness and eÆciency of the reporting system.

Mode Number
Issued

Percentage
of Total

Acceptance
Rate

Aviation 4214 36.2% 82.61%
Highway 1865 16.0% 88.48%
Intermodal 225 1.9% 76.34%
Marine 2234 19.1% 74.75%
Pipeline 1192 10.1% 85.62%
Railroad 1941 16.7% 81.57%
Total 11770 100% 81.99%

Table 15.10: NTSB Safety Recommendations Issued by Mode [615]

Table 15.10 summarises the relative acceptance rates for NTSB interventions in each of the
modes of transportation that they are responsible for. As can be seen, the reputation and authority
of NTSB recommendations helps to ensure relatively high levels of agreement. However, the dif-
�culty of establishing consensus in the maritime industry, noted in Chapter 13, is arguably again
illustrated in this table. It is also important to note the relatively low number of inter-modal recom-
mendations in Table 15.10. This is surprising given that the NTSB is often cited as an example of
inter-modal investigation techniques being used to learn lessons that are common to many di�erent
industries. There arguments supported both the creation of the ATSB and the US Chemical Safety
and Hazard Investigation Board. The relatively low proportion of inter-modal recommendations
might be explained by the need to identify a regulatory or industrial organisations to receive such
proposals. However, inter-model recommendations can be addresses to more than one recipient. This
observation may also re
ect the traditional model in which recommendations are focussed towards
the particular circumstances of the incident or accident that is being investigated. It remains to be
seen whether the inter-modal initiatives being launched by the ATSB will yield a greater proportion
of such recommendations than those of the NTSB, summarised in Table 15.10.

Table 15.11 provides a more detailed break-down of the status associated with the NTSB's rec-
ommendations following rail-related incidents and accidents. As can be seen, a relatively complex
classi�cation system is used to monitor the performance of investigations in this domain. For ex-
ample, a distinction is made between `open' and `closed' recommendations. Open recommendations
deal with issues that the NTSB considers still to pose a signi�cant threat to future safety. In
contrast, `closed' recommendations may have been superseded by changes within the industry. Al-
ternatively, they may have been adopted and implemented or they may simply have been rejected
by their intended recipients. This detailed breakdown is necessary if recommendations are to be
considered as part of the monitoring process. A relatively low acceptance rate can be indicative
a large number of di�erent situations. It might suggest a break-down in communication between
investigators and industry representations, `Open{Unacceptable Response'. It can also suggest that
recommendations have been amended through successful negotiation, this might be revealed by a
relatively high proportion of `Closed{Acceptable Alternate Actions'.

It is important to emphasise that Table 15.11 provides a very high-level overview of the status
of particular recommendations. A reporting system is likely to have a di�erent impact on di�erent
aspects of an industry as diverse as the US rail system. For example, many of the innovations
that were cited at the start of this section focussed on passenger transportation. More detailed
data is required so that safety managers can determine whether recommendations are more likely
to be implemented in this area rather than in freight distribution or in rapid transit systems. The
NTSB survey does address these di�erent areas by enumerating the particular improvements that
have been triggered by their recommendations [604]. For instance, the New York City Transit
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Status of Recommendation Number

Closed{Exceeds Recommended Action 4
Closed{Acceptable Action 1136
Closed{Acceptable Alternate Action 137
Closed{Unacceptable Action 270
Closed{Unacceptable Action/Superseded 14
Closed{Reconsidered 62
Closed{Superseded 19
Closed{No Longer Applicable 110
Total Closed 1752

Open{Acceptable Response 93
Open{Acceptable Alternate Response 2
Open{Unacceptable Response 26
Open{Response Received 15
Open{Await Response 53
Total Open 189

Total Issued 1941
Acceptance Rate 81.57%

Table 15.11: NTSB Railroad Recommendation Status [616]

system has introduced standardisation braking distances and testing procedures. It has also installed
speedometers and improved speed control signage. Similarly, a collision involving Greater Cleveland
Regional Transit Authority (GCRTA) trains revealed that a train operator had disconnected the
automatic cab signal system that provided one form of collision prevention. Coded track circuits
were used to transmit speed commands to the on-board train control equipment. To avoid the speed
limitation, the operator cut the cab signal to deactivate the control system. As a consequence of the
NTSB recommendations, the GCRTA implemented procedures for recording the use of cab-signal
cutouts to prevent unauthorised operations.

These speci�c examples are not supported by more detailed statistics about the frequency of
recommendations or the status of those proposals that have already been made. One of the diÆcul-
ties in this area is that recommendations must be addressed to the many di�erent state and local
government organisations. These bodies have the primary responsibility for the safety of the two
billion passengers that use Rapid Transit systems each year. Di�erent safety oversight procedures
operate in each of these systems. This raises a further more general point; the acceptance of a
recommendation by a regulator or other safety body does not imply that the recommendation will
be successfully implemented at an operational level. It is, therefore, important that investigatory
organisations monitor the e�ectiveness of their accepted proposals and not simply the overall rate of
acceptance, as illustrated in Table 15.11. This is illustrated by the way in which NTSB recommen-
dations argued for mandatory drug and alcohol testing in from the 1970s through to its introduction
on US railways in 1986. By monitoring the results of these tests, it was argued that the regulations
had helped to reduce substance abuse. Post-accident tests indicated that the number of employees
with positive test results fell from 5.5% in 1987 to less than 1% in 1995. Random drug tests showed
a similar decline from 1.04% in 1990 to 0.9% in 1995. The success of other recommendations is less
easy to establish. For example, the NTSB investigated 29 locomotive derailments in 1991. Diesel
fuel spills occurred from ruptured tanks and lines in more than half (56%) of these incidents. The
Board issued recommendations that resulted in a joint meeting between the FRA, the Association
of American Railroads and locomotive manufacturers. This resulted in a program to collect further
data on fuel tank damage and fuel spills. The results of this initiative have taken time to assess
because of the delay between revised equipment design and the widespread introduction of these
devices across the network. Given the relatively low frequency of adverse events, it took until 1997
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before the Board was called upon to investigate two passenger train derailments involving locomo-
tives with the revised `integral' fuel tanks. The fuel tanks on-board these trains were integrated into
their frame structure rather than being suspended within the frame. Integrally tanks also provide
higher ground clearance than conventional designs. Investigators concluded that the performance of
these enhanced designs `clearly outperformed frame-suspended fuel tanks' [604]. There was less fuel
tank damage and no signi�cant spillage in either of the accidents despite serious track damage. It
is, however, diÆcult to quantify these improvements without considerable additional analysis give
that it relies upon a variant of the counterfactual reasoning that has been described in Chapter 11.
Investigators are forced to compare the consequences of incidents that might have occurred had the
trains been �tted with more conventional fuel tanks.

The arguments cited in previous paragraphs have been drawn from a document that was de-
liberately intended to promote the investigatory work of the NTSB [604]. It, therefore, provides a
relatively positive view of their role in ensuring the safety of complex applications. In contrast, it
is possible to identify a more pessimistic or pragmatic view in the technical publications of other
investigatory organisations. For instance, the HMRI report into SPAD investigation found that
the delays in implementing previous recommendations often meant that new incidents had occurred
before previous ones were adequately addressed [352]. Even though one signal at Birmingham New
Street had been passed at `Danger' seven times in eight years, it still took 12 months from the
last SPAD incident to install countdown markers. In Railtrack Great Western Zone (RTGWZ), it
took ten months to install long hoods on Reading signal R242. The investigators also found strong
regional variations in the implementation of recommendations. This led to a meta-level �nding that
all `recommendations should be time bound and operating companies should more actively track
their completion by setting up their own (monitoring) systems' [352].

It is important to stress that the issues described in this section are generic. They do not simply
a�ect the rail industry. For instance, a recent inspection of UK nuclear facilities also focussed on
the eÆciency and reliability of monitoring systems that are intended to support the implementation
of recommendations from incident reports. They found that some recommendations from incident
investigations remained `incomplete' while others had been expedited as a matter of priority.

\Although we found information on the state of close-out was being passed to man-
agers, we found little evidence of it being used by managers. Often the only people we
could �nd who were concerned about overdue recommendations were relatively junior
sta� tasked with keeping the action tracking database up to date. Generally we saw no
e�ective monitoring by managers of those people responsible for closing out recommen-
dations." [640]

Delays and regional variations in the implementation of recommendations are not simply symp-
tomatic of inadequate monitoring. They can also re
ect deeper problems, including opposition by
both regulators and operators. The following section, therefore, identi�es metrics that might be
used to monitor the credibility and acceptance of a reporting system.

15.3 Acceptance Measures

The previous section has described ways in which the eÆciency of a reporting system can be judged
in terms of the recommendations that are implemented in the aftermath of adverse events. There
are other ways of reaching similar assessments. For instance, it is possible to monitor the health of
a reporting system in terms of those recommendations that are adopted by a regulator but which
are violated by their ultimate recipients. The scale of such violations is illustrated by Table 15.12.
This summarises the enforcement actions that were initiated by the UK railways Inspectorate be-
tween 1996 and 2000. As can be seen the provisional �gures for 2000-2001 show a record number of
enforcement actions. It might be argued that this illustrates a rising rejection both of the recom-
mendations derived from previous incidents and of the general regulatory framework that supports
the UK rail infrastructure. As with previous statistics, however, things are not so straightforward.
We have described how a number of high-pro�le accidents together with structural changes in the
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infrastructure company have focussed public attention on the safety of the UK railway. It might,
therefore, be argued that this rise in enforcement actions is less a re
ection of the outright increasing
rejection of safety regulations than it is the result of pressure being applied to the Inspectorate to
increase their monitoring activities.

96/97 97/98 98/99 99/00 00/01
(provisional)

Enforcement notices 24 33 21 45 51
Prosecutions heard 6 8 10 11 12
Total �nes ($) 233,500 67,500 695,000 1,899,500 1,115,000

Table 15.12: HMRI Railway Enforcement Actions (1996-2000) [334]

This section looks beyond enforcement statistics to identify further metrics that might be used
to access the acceptance of a reporting system, not simply the recommendations that it produces.
Before looking in detail at these assessment techniques it is important to stress that most reporting
systems rely upon the cooperation of many di�erent groups. It, therefore, follows that some of
these groups will exhibit di�erent degrees of involvement in a reporting system. For instance, a
regulator may o�er strong encouragement for the introduction of a system that is opposed by line
management in operating companies. Alternatively, Trades Union representatives might support
the operation of a reporting system that is not fully supported by regulators. It is also important
to emphasise that the public statements of support from some of these groups do not necessarily
imply that other, similar organisations will share the same sentiments. For instance, the Transport
Salaried Sta�s' Association is an independent trade union that represents members in the railway
industry, the travel trade, London Underground/Transport for London and London buses as well
as road haulage, shipping and ports. They have o�ered strong support for the CIRAS con�dential
reporting system mentioned throughout this book. In a recent newsletter they summarise the recent
changes that have extended this system throughout the United Kingdom. CIRAS `is open to Railway
Group members and other participating companies, and comprises a core facility supported by three
regional centres'. The University of Strathclyde operates the new core facility and runs one regional
centre. The other centres are run by a consultancy �rm, W.S. Atkins, and a group within the UK's
former Defence Evaluation and Research Agency. Railway Safety, an independent company with
links to the infrastructure operator, funds the cost of the core facility while the regional centres are
paid for by participating companies. The Transport Salaried Sta�s' Association note that CIRAS
will help employees to report concerns to the regional centres. Centre sta� will then conduct follow-
up interviews and provide data to a national database. The Association `supports the important
work of CIRAS and is con�dent that its members in the rail industry will contribute to its e�ective
functioning' [781]. In contrast to this positive message, a number of operating companies expressed
initial reluctance to join the scheme. A range of concerns focussed on the usefulness of the data
that the system might produce, on the management and con�dentiality of the scheme and on cost
projections for a national system. This led the Deputy Prime Minister, John Prescott to state that
the reporting system would be introduced `whether or not' the train operating companies wanted it
[102]. He argued that CIRAS is \an essential tool to restoring con�dence in the industry and getting
the actual facts of what is going on". In the aftermath of the Ladbroke Grove accident, however,
several industry representatives argued that CIRAS could only provide a short term solution. The
need to operate a con�dential reporting system was seen as an indictment of the safety culture in the
industry because many employees were reluctant to speak openly about safety concerns. A seminar
held in preparation for the Cullen enquiry into this accident reached the following conclusions. The
�nal sentence in this statement indicates some of the tensions that can arise between employers
and Trades Unions in both the operation of a reporting system and the wider monitoring of safety
concerns:

\There is a problem of �nding volunteers to represent the workforce as safety represen-
tatives, although this is not universally accepted. Where problems had been encountered,
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it was due to either complacency or employees who were too frightened due to potential
victimisation. Trade union representatives can be seen as a nuisance factor and this is
an inherent problem of the railway culture. However, it was acknowledged that unions
did have a signi�cant part to play in the area of communication, but not at the expense
of the normal company communication channels." [466]

Such concerns illustrate the complex and di�ering attitudes that characterise reactions to voluntary,
con�dential reporting systems. A similar diversity of opinions can be observed in opinions about
mandatory reporting schemes. For example, a review of standard setting across the UK railway found
a number of con
icting attitudes towards the value of existing incident and accident investigation
procedures [327]. Some of the groups contacted expressed con�dence in existing arrangements. For
example, the infrastructure company pointed to the introduction of fully independent Chairmen
for more important internal inquiries. Others argued that investigations were still conducted with
`insuÆcient openness'. As a result, other groups such as insurers and consultants had to demand
site access. This, in turn, was perceived to have increased concerns over liability rather than focus
attention on safety improvements. The di�erent opinions expressed about both mandatory and
voluntary reporting systems illustrate the way in which di�erent groups can express di�erent degrees
of satisfaction with the same scheme. The following sections argue that these di�erent attitudes can
also indirectly in
uence the e�ectiveness of many reporting systems. If key groups of workers remain
unconvinced about the usefulness and con�dentiality of a system, or of regulatory and managerial
involvement, then they may be reluctant to participate in its operation. It is, therefore, important
to monitoring the acceptance of a reporting system so that such problems can be both detected and
addressed before they compromise the e�ectiveness of a reporting system.

15.3.1 Safety Culture and Safety Climate?

Safety culture forms part of the wider corporate culture that can be used to `distinguish one organ-
isation from another' [301]. It can be diÆcult to derive a precise de�nition of what constitutes a
strong safety culture. For instance, Pidgeon and O'Leary identify four di�erent concepts within this
term: \responsibility for strategic management; distributed attitudes of care and concern through-
out an organisation; appropriate norms and rules for handling hazards and on-going re
ection upon
safety practice" [681]. Conversely, Reason argues that an organisation embodies rather than possess
a safety culture [701]. In other words, the development of a strong safety culture requires `root and
branch' changes to managerial and organisational structures. It cannot simply be grafted onto an
existing institution.

Unfortunately, it can be diÆcult to apply these high-level observations to analyse the partic-
ular characteristics of complex, real-world organisations. These problems can be illustrated by a
recent review of safety across the Irish railway system. This identi�ed an `improved safety culture'
in the removal of �re risks and in an improved working environment in the underpart of signal
cabins. The report also argues that the introduction of elected Safety representatives has also had
a positive impact upon safety culture. Such speci�c improvements can be contrasted with more
general observations. It was argued that `the culture of safety has still not taken root in the sta�
at ground level' [390]. Workers continue to expose themselves to hazardous track-side conditions
with relatively poor protection arrangements. The report also argues that poor morale and the
breakdown of management/employee relationships have also had an adverse e�ect on safety culture.
Such generalisations can also be contrasted with speci�c observations about regional di�erences in
the safety culture within the same organisations. Workers showed greater distrust about managerial
attitudes towards safety in the Dublin area than elsewhere in the railway network. This mixture of
speci�c observations and broad generalisations is typical of the types of analysis that are used to
support conclusions about the `safety culture' within particular organisations. Unfortunately, very
few studies use the same general or speci�c observations to support their arguments about safety
culture. In consequence, it can be diÆcult to determine what criteria can best be used to assess the
performance of a particular organisation.

In spite of the problems in de�ning what is meant by the term, many regulators still cite the
development of a `strong safety culture' as a primary aim. This objective is often used to justify the
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introduction or revision of safety regulations, including the Safety Management System requirements
imposed on railway companies by Transport Canada [778]. The maintenance and acceptance of an
incident reporting system is often taken to indicate a positive safety culture. There is, however,
a need for more detailed metrics to show that regulatory intervention has had the intended e�ect.
The introduction to this section has illustrated the way in which regulators might use the number
of prosecutions or enforcement actions as a crude indicator of the `safety culture' across an industry.
A falling number of enforcement actions might be interpreted as evidence that the insights from
incident reporting systems are being acted upon without the need for regulatory intervention. A
recent survey of attitudes across the UK rail network identi�ed these links between violations and
reporting behaviour:

\If there are rules they should be complied with... A healthy culture would accept
the challenge of compliance but would not accept non-compliance. Flagrant disregard
of rules needs to be sanctioned in some way. A company should not sanction people
for violations that have resulted in an accident if they do not sanction the violations
that have not resulted in an accident. There needs to be consistency. For sanctions
to be e�ective the rule that has been broken needs to be seen as legitimate. There is
a greater chance of this happening if the employees that operate the systems have a
chance to in
uence and comment on the rules. Therefore if they transgress, they are
breaking their own rules. It is important that rules and amendments to the rules are
communicated e�ectively to the workforce, with an explanation of the rule or change.
Outlined above are the characteristics of a safety culture moving away from the blame
culture and to a more just culture. A just culture will allow for more transparency and
for candid reporting, but will not condone reprehensible action." [465]

Others have identi�ed more general links between safety culture and reporting behaviour. For
instance, Lucas distinguishes between three di�erent types of safety culture [843]. He argues that
the shared perceptions and beliefs that are implicit in these di�erent `models' can have a profound
impact on the types of incidents and accidents that an organisation might experience. Firstly, some
organisations exhibit a `traditional' safety culture. In this approach, the causes of any failure are
likely to be attributed to the inattention or carelessness of individual workers. From this it follows
that disciplinary actions are the mst likely remedial actions [444]. Alternatively, a `risk management'
approach to safety culture is typi�ed by an engineering view of the human involvement in incidents
and accidents. Failures are the results of a failure to correctly design the workers' tasks to their
capabilities. Recommendations will focus on changes in operating procedures and on retraining.
Finally, Lucas identi�es a `systemic' safety culture. The causes of an incident and accident are
analysed in terms of the total working context. In addition to poor task allocation and training,
recommendations will focus on mismanagement, on poor communications, low morale, inadequate
feedback. The distinctions introduced by Lucas are important because they emphasise the diverse
nature of `safety cultures' within an industry. There are, however, a number of limitations. For
example, the idea of a `systemic' safety culture lacks the clarity of many other `systemic' approaches
to system failure. It is unclear how to measure or even recognise when such an approach has been
adequately adopted by an organisation.

This is a signi�cant problem given that it is often necessary to specify some timelimit by which
necessary changes should be implemented throughout an organisation; `as to the length of time
within which a company or an industry can see an improvement in their safety culture, many
consider that if marked results are not seen within three to �ve years, then it is likely that the
company or industry's approach to developing a good safety culture is 
awed' [465]. For instance,
the UK Railway Group has devised a safety plan that is intended to take a decade to be implemented
based on the premise that `it may take up to �ve years for a good safety culture to develop' [465].
It is important that appropriate metrics be identi�ed to help establish when a `good safety culture'
has been achieved. This creates problems because many of the attributes of a safety culture, such as
managerial attitudes, cannot easily be assessed or validated. Kjellen, therefore, distinguishes between
the abstract notion of a safety culture and the idea of a safety climate, which can be measured
[444]. A safety climate denotes `such aspects of an organisation that are possible to measure by
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use of a questionnaire-based survey where the results meet statistical criteria for aggregation to the
organisational level'. Unfortunately, he acknowledges considerable disagreement over the dimensions
that might assess the prevalent safety climate within an organisations. These include:

� management attitudes and commitment;

� involvement of employees in safety management system;

� communication about safety matters between the groups in an organisation;

� risk perception and the attribution of cause in an incident or accident investigation;

� relative priority associated to safety in comparison to other production goals;

� adherence to safety rules and attitudes to the acceptability of rule violations;

� active search for new hazards before incidents take place.

Unfortunately, he also acknowledges that although research has been conducted into safety climate
for almost two decades, `the positive e�ect of measuring the safety climate for use in feedback to
the organisation have yet to be demonstrated' [444]. There are further problems. As we shall see,
it can be diÆcult to demonstrate the reliability of the various instructments that might be used to
measure attributes of a safety culture [190]. Surveys that reveal particular attitudes from certain
members of sta� at particular moments in time do not always achieve the same results when issued
to other members of sta� or even to the same individuals at di�erent times [395].

The diÆculty in assessing the `safety climate' of an organisation have not dissuaded people from
advocating the use of these metrics to monitor incident reporting systems. For instance, the perceived
success of the CIRAS system has been cited as evidence of a poor safety culture across the UK rail
network. CIRAS supports `the silent majority who are too scared to report incidents direct to their
supervisors and senior management' [466]. Sta� are worried about the reaction of their supervisor.
They are concerned that they will be disciplined for reporting violationsi. However, it has also been
argued that CIRAS can help to correct a de�cient safety culture; `the method of incident investigation
is important in developing a proper culture' [466]. This link between the establishment of an incident
reporting system and the development of an appropriate safety culture has also been recognised by
the US Department of Transport. The Federal Railroad Safety Enhancement Act of 1999 sought
`to reduce human-factor causation of injuries, wrecks, and deaths by improving the safety culture
in the railroad industry by expanding and strengthening existing statutory protections for employee
whistle blowers' [237]. Statutory protections were extended to cover the reporting of injuries to the
railroad, cooperation with an FRA or NTSB safety investigation and refusing to authorise use of
equipment, track, or structures that the employee reasonably believes pose an imminent danger to
human life. Such initiatives reiterate the expectation that reporting systems should play a positive
role in promoting an appropriate safety culture. It, therefore, follows that measurements of the safety
climate might trace the impact that a reporting system has upon an organisation. For example, a
series of seminars conducted in the aftermath of the Ladbroke Grove and Hat�eld accidents found
evidence of a `positive and pro-active' move away from the blame culture and towards a full root
cause analysis during investigations. However, they also found that `indications that frontline sta�
are not convinced' by initiatives such as the CIRAS Scheme [465]. There was scepticism about
whether it was genuinely con�dential. This initial concern was reported to have reduced, especially,
when the con�dentiality of small groups had been protected by analysts generalising the details of a
particular incident. There were, however, still problems amongst middle management `where it was
most needed' [466].

The problems of using safety-climate metrics to monitor the impact of a reporting system are
illustrated by the di�erent attitudes to the CIRAS system. Some industry analysts that it actually
hindered, rather than supported, the development of an appropriate safety culture amongst some
workers. For instance, sub-contractors were deliberately excluded from the CIRAS system. Industry
surveys revealed the sense of vulnerability and the concerns that sub-contractors felt about an `us
and them' attitude [466]. These concerns were exacerbated by insecure terms and conditions that
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were o�ered in response to the increasing �nancial pressures on the industry. Di�erences in the safety
culture between direct employees and sub-contracting sta� were also increased by the introduction
of new contractors from the construction industries who lacked specialist railway knowledge. This
led to further communication breakdowns, for example in the procedures used to hand-over critical
tasks and in the monitoring of safe working hours. These concerns suggest that there are important
di�erences in the safety climate within di�erent sectors of the same industry. Attitudes towards the
e�ectiveness of a reporting system might be very di�erent depending on whether one asked a direct
employee or a sub-contractor who was excluded from the scheme.

The overview of UK railways, cited in the previous paragraphs, argues that `it is the lowest level
of data, such as near misses and non-compliances that do not result in an accident or even adverse
e�ects, that are indicative of the safety culture of an organisation' [465]. This creates a potential
problem. We can use safety climate metrics to monitor the impact that a reporting system has
upon the safety culture within an organisation. However, the safety climate within an organisation
is assessed by monitoring the submissions to a reporting system. A number of alternative metrics
might be used to assess the impact of a reporting system in terms of any changes to a safety culture.
For example, previous sections have summarised a broad range of direct measures that include
the lost time accident rate or the severity and frequency accident rates. Unfortunately, it can be
diÆcult to agree on and then obtain the information that will be used in this way. Alternatively,
safety culture might be assessed by looking at `the quality of the relationships within a company and
between companies and how e�ectively they consult and involve their sta�' [465]. Such metrics may
ignore the relatively 
exible, informal communications channels that are used in smaller working
groups across the rail industry [466]. Surveys of sta� attitude can also be used to assess the safety
culture in an organisation. Transport Canada has produced a checklist to illustrate this approach,
based on work by Reason [623]. They emphasise that their safety culture checklist provides no
guarantees of immunity from accidents or incidents and that complacency is safety's `worst enemy'.
Personnel and managers change so a high score may not be sustained unless the organisation shows
constant vigilance. In the following questions, a score between 16 and 20 is indicative of a safety
culture that is `so healthy as to be barely credible'. Between 11 and 15, the organisation is in good
shape. A score between Between 6 and 10 is `not at all bad, but there's still a long way to go'. A
result between 1 and 5 indicates that the organisation is very vulnerable. For each of the following
questions, a `yes' answer means that `this is de�nitively the case in my organisation' and adds a score
of one to the running total. An answer of `do not know' or `maybe' adds a score of 0.5. Responding
`no' or `this is de�nitely not the case in my organisation' adds zero to the total.

1. \Mindful of danger: Top managers are ever mindful of the human organisational factors that
can endanger their operations. (Yes/No/Don't know)

2. Accept setbacks: Top management accepts occasional setbacks and nasty surprises as inevitable.
They anticipate that sta� will make errors and train them to detect and recover from them.

3. Committed: Top managers are genuinely committed to aviation safety and provide adequate
resources to serve this end.

4. Regular meetings: Safety-related issues are considered at high-level meetings on a regular basis,
not just after some bad event.

5. Events reviewed: Past events are thoroughly reviewed at top-level meetings and the lessons
learned are implemented as global reforms rather than local repairs.

6. Improved defence: After some mishap, the primary aim of top management is to identify
the failed system defences and improve them, rather than to seek to divert responsibility to
particular individuals.

7. Health checks: Top management adopts a pro-active stance toward safety...

8. Institutional factors recognised: Top management recognises that error-provoking institutional
factors (under-staÆng, inadequate equipment, inexperience, patchy training, bad human-
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machine interfaces, etc.) are easier to manage and correct than 
eeting psychological states,
such as distraction, inattention and forgetfulness.

9. Data: It is understood that the e�ective management of safety, just like any other management
process, depends critically on the collection, analysis and dissemination of relevant information.

10. Vital signs: Management recognises the necessity of combining reactive outcome data (i.e.,
the near miss and incident reporting system) with active process information. This involves
the regular sampling of a variety of institutional parameters (scheduling, budgeting, fostering,
procedures, defences, training, etc.), identifying which of these vital signs are most in need of
attention, and then carrying out remedial actions.

11. Sta� attend safety meetings: Meetings relating to safety are attended by sta� from a wide
variety of department and levels.

12. Career boost: Assignment to a safety-related function (quality or risk management) is seen as
a fast-track appointment, not a dead end.

13. Money vs. safety: It is appreciated that commercial goals and safety issues can come into
con
ict. Measures are in place to recognise and resolve such con
icts in an e�ective and
transparent manner.

14. Reporting encouraged: Policies are in place to encourage everyone to raise safety-related issues
(one of the de�ning characteristics of a pathological culture is that messengers are `shot' and
whistle blowers dismissed or discredited).

15. Quali�ed indemnity: Policies relating to near miss and incident reporting systems make clear
the organisation's stance regarding quali�ed indemnity against sanctions, con�dentiality, and
the organisational separation of the data-collecting department from those involved in disci-
plinary proceedings.

16. Blame: It is recognised by all sta� that a small proportion of unsafe acts are indeed reckless
and warrant sanctions but that the large majority of such acts should not attract punishment...

17. Non-technical skills: Line management encourages their sta� to acquire the mental (or non-
technical) as well as the technical skills necessary to achieve safe and e�ective performance.

18. Feedback: The organisation has in place rapid, useful and intelligible feedback channels to
communicate the lessons learned from both the reactive and pro-active safety information
systems...

19. Acknowledge error: The organisation has the will and the resources to acknowledge its errors,
to apologise for them and to reassure the victims (or their relatives) that the lessons learned
from such accidents will help to prevent their recurrence." [623]

There is an assumption that this questionnaire will be answered by individual workers re
ecting
on their experience of the organisations that employ them. This raises interesting issues. One
individual can have a very di�erent experience of an organisation than their colleagues within the
same team. Individual events can have a profound impact upon answers to general questions such
as `the organisation has the will and the resources to acknowledge its errors...'. In consequence, it
may be necessary to aggregate the individual views of many di�erent workers to obtain an overall
assessment of the culture within an organisation [863]. Unfortunately, this smooths out the regional
and occupational di�erences that have been noted throughout this section. It is for these reasons
that many investigators prefer not to talk about `safety culture'. The measurement of `safety climate'
and `corporate culture' raise similar con
icts between the need to generalise and the need to account
for di�erences throughout an organisation.

Previous sections have argued that there can be diÆculties in the identi�cation and collection of
direct measures for the safety improvements that are attributable to incident reporting systems. For
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example, a rise in the number of adverse events reported through the system might indicate that
the reporting system has failed to deliver necessary safety improvements. Alternatively, it can be
argued that the reporting system has helped to increase submission rates or that the incident rate
might have been even worse without the reporting system. Further problems complicate the use of
measures that focus on the eÆciency of the reporting system rather than on safety improvements.
For instance, there can often be signi�cant disagreements between an investigator's �ndings and
those of their peers. It can be diÆcult to distinguish whether such di�erences arise from the nature
of the incidents that they have been asked to investigator or from particular forms of bias that may
have a�ected their causal analysis. The previous section has identi�ed a further set of problems
that a�ect the use of less direct metrics as a means of monitoring incident reporting systems. For
example, it is tempting to monitor the impact that a reporting scheme has upon the safety culture
within an organisation. Unfortunately, many of the metrics that are used to assess `safety culture'
are themselves derived from the reporting system, such as submission rates. Other measures, such
as subjective questionnaires, raise problems because the aggregation of individual returns can hide
important cultural di�erences within a complex organisation.

15.3.2 Probity and Equity

Reason identi�ed three di�erent components of a safety culture: justice, 
exibility and learning [701].
Previous sections have argued that 
exibility and learning are essential if complex organisations
are to respond to the insights provided by incident reporting systems. In contrast, the following
paragraphs focus more on the issue of `justice'. It is important to monitor perceptions about the
probity and equity of such schemes in order to assess whether such schemes retain the con�dence of
potential contributors. Most incident reporting systems depends upon widespread participation in
order to ensure that potential insights are not missed through opposition to the scheme itself. Even
where there is widespread agreement about the bene�ts of a proposed system there can be subtle
di�erences of opinion. For example, the General Secretary of the Associated Society of Locomotive
Engineers and Firemen wrote to the Deputy Prime Minister in the aftermath of the Ladbroke Grove
accident to express his Trades Union's concerns about the future of safety in the railway industry
[30] Some of his arguments focussed on the need to increase the involvement of full time oÆcers of
the Unions in cross company safety meetings. This would support the exchange of safety information
and would encourage `an open safety culture'.

The General Secretary's views are both important and in
uential because they represent informed
opinion and carry political weight within the industry. The survey based techniques that can be
used to aggregate di�erent attitudes towards safety culture often fail to account for such strategically
important opinions. In contrast, safety managers must carefully consider the political weight of such
views if they are to ensure participation in a reporting system. For example, the General Secretary
went on to identify Union concerns over the punitive nature of many investigations. This results in
a `secretive culture' that sti
es information sharing about safety issues. In contrast, he argues that
the Society's representatives should be involved in setting up a `no blame' policy for driver retraining
following adverse events. His response reiterates the Union's support for the CIRAS initiative. The
crucial point to consider here is, however, that this support is o�ered in the context of these wider
safety concerns about secrecy, punitive investigations and the lack of consultation. Again, such
issues cannot easily be extracted from aggregate responses to high-level questionnaires about `safety
culture'. In particular, the Union response cites reports from the infrastructure operator that some
operating companies have blocking the extension of CIRAS because they fear vindictive employees
would abuse the system. He argues that the opposition from operating companies also stems from a
concern that spurious submission will waste the time of their managerial sta�. The General Secretary
argues that these concerns re
ect a negative attitude that is based on outdated prejudices. It is `a
sad re
ection on management within the railway industry'. Such comments illustrate the recursive
nature of many safety concerns. Not only do they reveal the attitudes of the person writing the
letter, they also reveal their attitudes towards the opinions that they believe others hold about
a reporting system. It is diÆcult to construct direct question that might elicit such information.
The following sections, therefore, describe alternative qualitative techniques that might be used to
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monitor particular attitudes towards the `probity and equity' of a reporting system.

Informal interviews and focus groups can provide insights into the fears that particular indi-
viduals have about voluntary and con�dential reporting schemes. These same techniques can also
be used to expose the attitudes of managers and regulators that might not be so readily obtained
from more formal questionnaires and surveys. The recent independent review of Australian rail
safety provides an example of the way in which these techniques can provide important insights
into attitudes towards incident reporting [55]. The review deliberately canvassed a wide range of
opinions; `the industry is diverse, and it was expected that di�erent organisations would have vary-
ing views'. The study consulted major track managers; all major freight and passenger operators
and a sample of the smaller passenger and freight operators; all rail safety accreditation authorities;
the Rail Safety Committee of Australia; representatives of new entrants, rail client groups, workers
safety committees; rail heritage and tourist groups; the Industry Reference Group Chair as well as
Commonwealth and State agencies. They note the willing of these groups to discuss safety issues
`forthrightly and at length' and observe that there `were many common themes, with di�erences
often a result of the particular circumstances of the organisation concerned'. It is interesting to note
that this review avoids any attempts to de�ne or characterise a single `safety culture' across the
Australian rail network.

The survey was deliberately intended to solicit views rather than derive numeric values. Hence
the monitoring can be seen as qualitative rather than quantitative. This makes it particularly
important to justify the use of particular elicitation techniques and then to validate any subsequent
interpretation of the information that is received. Unfortunately, the published accounts of the
review provide summary information. Relatively little information is provided about the elicitation
process and conclusions are often presented without reference to the supporting data that was
obtained from the parties mentioned in the previous paragraphs. For example, the independent
report argues that\there is a level of co-operation which is being achieved in speci�c instances
between the industry participants and parties such as the coroner and the occupational health and
safety authorities". This includes the sharing of evidence and interview results in the aftermath
of incidents and accidents. Such observations are instructive because they illustrate important
strengths in some regions. However, the report does not describe the reasons why or how this level
of co-operation was achieved in particular locations. Such details, arguably, lay outside the scope
of the review. The high-level nature of these comments may also re
ect the need to protect the
con�dentiality of the contributors. It does, however, illustrate the way in which qualitative reviews
can lack the grounding provided by the statistical analysis of more direct monitoring techniques.

The potential need for additional evidence is also evident when the report identi�es problems
with the existing arrangements for incident and accident investigation. It reports a residual concern
`that speci�c competencies are needed to assess the cause of railway incidents and this presents
a danger that evidence needed to determine the operational or technical causes may be lost, or
recommendations which compromise railway operational best practice may be imposed' [55]. Such
observations illustrate how the results of qualitative surveys can be used to support the monitoring of
incident and accident reporting systems. Unfortunately, additional details are required if regulators
and managers are to address these high level criticisms. The independent review does provide some
details in a subsequent analysis of the 1996 Intergovernmental Agreement on National Rail Safety
between the Commonwealth, States and the Northern Territory. The various parties expressed
concerns about many aspects of incident and accident investigation:

� there was a lack of clear protocols for the parties on site and for containment of the site after
an adverse event;

� there were concerns about the independence of investigations undertaken by the regulator,
operators, managers and other `interested' parties;

� there was a perception that restrictions had been placed on the means by which the results
of an investigation were communicated to the industry. There had been a failure to alert the
industry of potential `hot spots';
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� there was concern over the di�erent focus of investigations between those to which `no-blame'
was attached and those aimed at prosecutions. Participants were worried about the potential
for manipulation of the self-incrimination provisions of rail safety legislation;

� there was a perception that undue delays had occurred in �nalising investigations or making
cause information available where litigation was expected.

These are valuable observations. For example, they indicate that investigation protocols should
be drafted and then publicised to increase con�dence in the results of any analysis. Assurances
should also be given about the independence of investigations. Unfortunately, it can be diÆcult
to prioritise these concerns so that management and regulators can prioritise their allocation of
resources. Relatively little information is provided about how whether these concerns were shared
across the national system or whether they were isolated within particular geographical regions
and functional groups. Some information of this nature is provided. For example, `most (of the
respondents) argue for at least a minimum national role' in the coordination of safety management
activities across the rail system. Similarly, the report states that `most respondents' recommended
that this minimum role should include the collation and analysis of statistical data on incidents and
accidents, feedback on the causes of accidents through safety bulletins, the coordination of major
incident and accident investigations, ensuring the `standardisation of interpretation'. The report
also identi�es dissenting views from this majority opinion. National operators were concerned that
proposals for a national organisation have not addressed the problems of multiple jurisdictions, of
inconsistent analysis and of fees to support investigatory organisations. They also argued that most
rail activity focussed on intrastate business and commuter functions. It, therefore, made little sense
to focus so much attention on a national body. In addition to the dissenting views of national
operators, the report also identi�ed the concerns of `many small operators'. Some of the these
companies are isolated from the mainline network and, therefore, did not consider that national
regulation should a�ect their operations.

This report, therefore, illustrates both the strengths and weaknesses of qualitative approaches to
the monitoring of incident and accident reporting systems. Surveys can be used to sample the diverse
views that help to form the di�erent safety cultures within complex organisations. Unfortunately,
the lack of empirical data can make it diÆcult to assess whether or not a particular opinion is
shared by the majority within a particular group. Con�dentiality agreements can also prevent
analysts from providing access to the tapes and notes that support particular conclusions. They
can also isolate the reader from the contextual information that might help to interpret particular
comments. Many of the �ndings of these enquiries can appear to be based on supposition rather
that the precise statistical �ndings of more direct techniques. Qualitative techniques can, however,
also be used to summarise a broad range of opinions that might otherwise have been hidden within
particular metrics. For instance, the previous paragraph identi�es important di�erences between
national operators, small scale companies and most of the remaining groups that were surveyed.

15.3.3 Financial Support

Previous paragraphs have described how qualitative techniques yield important insights about the
fears that particular groups hold about reporting systems. Workers express concerns about the
probity and equity of investigations that are coordinated by management on behalf of regulatory
and investigatory organisations. Managers and operating companies are worried about the undue
in
uence of national regulatory bodies. They are also concerned that employees will waste �nite
managerial resources by generating spurious reports. This latter argument introduces a further
means of monitoring the performance of a reporting system. It can be argued that the funding
arrangements, which support a scheme, can provide valuable insights into the perceived success of
the system. If companies provide �nancial security without without regulatory obligation then it
might be argued that the scheme is well respected. Conversely, continual funding reviews and a
lack of invest might be interpreted as important signs that a reporting system is failing to provide
valuable insights into necessary safety improvements.
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This line of argument is supported by attempts to justify continued public investment in the work
of the NTSB. In 1996, $850 million was allocated to the FRA to support a regulatory rail safety
program. $39 million dollars was allocated to the NTSB to ensure the safety of all forms of trans-
portation, including oversight of the Federal Railroad Administration. To place this in perspective,
the Federal Transit Administration received $4 billion to fund rail transportation infrastructure and
equipment purchases. The NTSB recognise the `substantial investment' in rail transportation safety
and, therefore, acknowledge their responsibility to act as `the eyes and ears of the American people
at accident sites' [300]. Similar comments can be made about the FRA's responsibilities to elicit
information about `less-serious' incidents and near miss events.

It is possible to identify a range of di�erent funding mechanisms that have been used to support
both incident reporting systems and the wider regulatory infrastructure that supports them. For
example, the UK Civil Aviation Authority is unusual because it was established with the aim that
the industry should pay the cost of its own regulation. Income is partly derived from from licensing
charges. Such charging schemes can lead to inequalities. For example large operators may claim that
they are subsiding smaller companies if relatively more regulatory time is spent on their concerns.
Conversely, smaller companies might claim that they subsidise larger operators if a unit fee is charged
irrespective of the size of an organisation. These comments have also been made about the levies
that support reporting schemes [444]. In order to address these concerns, the CAA also raises income
from a levy on airlines that is based on on passenger kilometres. In contrast to the UK CAA, the
costs of US aviation regulation are recovered from transportation users by various indirect taxation.
For example, through levies placed on passenger tickets. This can lead to further problems. For
example, such charges have been criticised because of the impact that they can have upon particular
forms of transport. For example, Australian rail operators have pointed to the relative subsidies
that road transport operators receive in relation to rail operating companies. Road operators do
not meet the full costs of maintaining the national network while rail has to pay track access fees.
The imposition of further overheads to support enhanced safety regulation, including the national
incident reporting systems mentioned in previous sections, exacerbates this perceived imbalance
[857].

The funding of incident and accident reporting on Australian railways is more complex than the
previous paragraph suggests. Each operator pays a safety accreditation fee that varies between the
States even though there are mutual recognition agreements. It is, therefore, possible for an operator
to seek accreditation in a State that is di�erent from the one in which they conduct the majority of
their business. The inconsistencies in funding also re
ect deeper variations in the safety regulations
that are enforced in di�erent areas of Australia. Previous sections have described how these include
the regulations covering the reporting of adverse events. It can, therefore, be argued that funding
mechanisms might provide useful metrics to help monitor incident reporting systems. A recent series
of reports urged that `... the Commonwealth takes a strategic approach to provide consistency in
rail safety standards and practices for the national track' [857]. It was also recommended that `a
single annual fee for accreditation should be payable only in the jurisdiction of principal activity'.

Both license-based and taxation-based models of funding create �nancial pressures during a
`down-turn' in the economy. Transportation companies are, typically, faced with falling revenues.
They must, however, continue to meet the licensing costs that are necessary to support incident
reporting systems and the wider regulatory framework. In this model, �nancial burdens remain on
the operators. In contrast, under a taxation based scheme, both the regulator and the operator are
hit hard by falling sales. This creates particular problems for incident investigators. It can take well
over a year to train an analyst [197]. Skilled and experienced sta� cannot easily be dismissed in
response to short-term market 
uctuations.

There are alternative funding mechanisms. As mentioned previously, both the UK HMRI and
the Health and Safety Executive impose speci�c charges for the work that they conduct. Time is
invoiced for each quarter or half an hour spent on an investigation. This leads to invoices that
contain several thousand entries and fee recovery takes between 3 and 4% of HSE/HMRI resources
[467]. It can be argued that this represent an ineÆcient use of scarce resources. In particular, if this
model were used on a subsidised national railway then public money would simply be transferred
from rail operations to rail regulation. UK railways, therefore, operate a levy scheme to support the
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OÆce of the Rail Regulator. This overseas the economic aspects of market intervention. A similar
scheme is proposed for safety regulation. This has the strong advantages of simplicity and economy
in contrast to other forms of funding [467]. As we have seen, however, it raises important questions
about the scale of the levy to be placed on each individual operator.

It is clearly important that those who pay for reporting systems should realise bene�ts that are
in proportion to their investment. This creates potential con
ict because there is no direct relation-
ship between funding and control in the area of safety regulation. For instance, the International
Civil Aviation Organisation (ICAO) require that the investigation of accidents and serious incidents
is conducted by an independent organisation. This principle is also re
ected in recent European
directives on the regulation of the aviation industry (such as 94/56/EC). This distinction is not em-
bodied within the UK rail industry where Railway Safety is a not-for-pro�t, wholly-owned subsidiary
of the infrastructure company, Railtrack Group PLC. Railway Safety does, however, operate under
a separate management structure from its sister company, Railtrack PLC, which is responsible for
operating the infrastructure under the Railtrack Group. It is unclear whether such a situation could
continue if the European Commission implements the proposed extension of independent require-
ments to other modes of transport [467].

It can be argued that a `healthy' incident reporting system should have the same �nancial and
operational independence as investigatory organisations within civil aviation. The rules that separate
accident investigation bodies from other regulatory or commercial organisations do not extend to
incident reporting systems. Most are �nancially dependent on the agencies that implement their
recommendations. For instance, the CIRAS system was initially funded by the rail companies that
operated in the region that it covered. Such close relationships can create concerns; investigators
may be reluctant to propose recommendations that are unpopular with �nancial contributors. In
consequence, a National Steering Group was established to oversee the national CIRAS system. The
members of the steering group include individuals from Railtrack Safety and Standards, Railtrack
Line, Railway trade unions, the Association of Train Operating and Freight Operating Companies,
the Infrastructure Safety Liaison Group and an independent human factors specialist [196]. A
Charitable Trust has also been created to `promote and protect the independence and integrity' of
the CIRAS system. Again the members of this trust include a representative from Railtrack Safety
and Standards, Railway trade unions, a human factors academic, a member of the Rail Passenger
Council, a representative of the core facility service provider, and representatives of rail employers.

By monitoring the level of funding that is made available to a reporting system, it is possible to
assess the investment that companies are willing to make in these schemes. As we have seen, how-
ever, economic trends can reduce the �nancial support that is made available to a reporting system.
The previous section has also argued that additional managerial devices must be used to ensure
the independence of many schemes, especially if they receive high levels of �nancial support from
regulatory and commercial organisations. A number of further problems complicate the use of �nan-
cial metrics to assess the health of a reporting system. Incident and accident investigation require
specialist skills. It can be diÆcult to recruit and retain necessary sta�. One recent survey argued
that there were no independent rail incident investigators anywhere in the UK; `consultants who
do not work for Railtrack do no exist' [467]. The lack of independent investigators is compounded
by structural and organisational problems that act as barriers to recruitment even when funding
exists. For example, railways are often perceived to lack the `glamour' of other high-technology
industries. This creates problems in recruiting the best graduate, technical skills. The diÆculties of
sta� recruitment and retention are compounded by the government Civil Service pay structures that
operate within the UK HMRI. When there is competition for scarce talents `the HMRI has been
limited in what it could do by a lack of good people to take work forwards' [467]. It is important to
stress that these recruitment problems also a�ect investigatory agencies across a broad spectrum of
industries, including mining, nuclear and o�-shore oil production, and in many di�erent countries
not just the UK railways.
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15.4 Monitoring Techniques

The previous pages in this chapter have introduced broad distinctions between the di�erent tech-
niques that might be used to monitor the success or failure of an incident reporting system. Particular
attention has been paid to the problems of interpreting the information that is provided by many of
these monitoring techniques. For instance, an increase in the �nancial resources that are allocated
to a reporting system may not be suÆcient to attract skilled personnel. Conversely, a fall in reg-
ulatory contributions can increase the independence of some reporting schemes [467]. In contrast,
the remainder of the chapter focuses in more detail on a subset of these monitoring techniques.
Brevity prevents a complete exposition, however, the intention is to summarise the issues that must
be considered before investing in a particular approach to the validation of a reporting system.

It is important to emphasise that the particular techniques used to audit a reporting system will
depend upon the scale of the scheme and the organisation that it is intended to support. This point
is reiterate by Transport Canada's guidelines for the development of railway Safety Management
Systems [780]. They argue that monitoring and audit frequencies should depend on the size of the
railway, the risks involved in their operations and the previous safety performance of the organisation.

\Larger railway companies will likely have the sta� and expertise necessary to estab-
lish auditing processes and teams, although they may choose to hire external resources
to obtain speci�c skills or assistance. Smaller companies that may not have the resources
to conduct an audit program internally may be able to obtain assistance from a vari-
ety of sources, including senior railways with which they interchange, consultants and
professional auditors." [780]

Some authors have argued for the continuous monitoring of the performance of incident reporting
systems, for instance using the direct measures introduced in previous sections [444]. For small scale
systems, this can divert critical resources away from the analysis of adverse events. It may, therefore,
only be possible to conduct periodic monitoring every six or twelve months [119]. Fortunately, a
range of computer-based monitoring systems can be used to reduce the costs and hence increase
the frequency of monitoring activities. The costs associated with some monitoring techniques, such
as observational analyses, can dissuade safety managers from exploiting these techniques even on
larger-scale schemes. The following sections, therefore, use previous applications of these techniques
to provide an impression of their relative costs and bene�ts for the monitoring of reporting systems.

15.4.1 Public Hearings, Focus Groups, Working Parties and Standing
Committees

Many di�erent types of meeting can be called to help monitor an incident reporting system. Most of
these hearings are called in the aftermath of particular failures. They, therefore, typically considered
reporting systems within the context of a wider safety management system. It is rare for public
hearings, focus and working groups or standing committees to concentrate exclusively on the utility
of a particular scheme. This broader focus does not, however, prevent these meetings from providing
important insights about the performance of a reporting system. For example, many focus groups
begin by looking at the perceived causes of a particular incident and then go on to question the
reasons why lessons had not been learned from previous, similar incidents. The following sections,
therefore, brie
y describe the ways in which these di�erent venues can be used to provide feedback
about reporting systems.

Public hearings provide a means of assessing general attitudes towards incident and accident
reporting systems. These meetings are often called to review general safety concerns in the aftermath
of major failures. For instance, the FRA held a series of public hearings following a number of
incidents in which passengers had been unable to escape from trains in the aftermath of a derailment
or collision [234]. The catalyst for these meetings was the Silver Springs incident described above; a
Maryland commuter train ignored a signal and collided with an Amtrak passenger train. Such public
meetings pose a considerable challenge to those who must both organise and chair them. There is a
danger that pressure groups will attempt to promote their views and exclude those of other groups
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with valid concerns. Equally, however, it is important that the convenor of a meeting should not be
seen to sti
e debate by imposing a rigid control over the proceedings. The FRA have well-rehearsed
mechanisms for addressing these potential problems. The dates of a proposed public meeting are
published in the Federal Register. Members of the public must then notify a clerk of their intention
to speak. They must also submit three copies of their planned oral statement by a date that is
speci�ed in the call for participation. Members of the public are noti�ed that their submission has
been received by the FRA. Their written submissions are then made available for examination by
other potential participants and by representatives of `interested parties' prior to the meeting. This
procedure has several merits. Firstly, it alerts the meeting chair to potential con
ict. Secondly, it
helps to ensure that any questions of fact can be raised and resolved before the meeting so that any
subsequent debate can be based on reliable information.

Public meetings are often held to identify concerns that have not been addressed by working
groups, focus groups and standing committees. For example, the FRA's public hearings were called in
response to an interim report that was published by a working group on Passenger Train Emergency
Preparedness. It is diÆcult to establish clear distinctions between these other forms of meeting.
The terms `working group', `focus group' and `standing committee' are often used synonymously by
both regulators and operating companies. In general terms, however, a focus group can be thought
of as an informal meeting that is held to consider a particular series of issues. The meeting need
not arrive at a particular plan of action but may produce broad recommendations about the items
being discussed. In contrast, a working group can be thought of as a more formal device to both
consider particular issues and then act to resolve them. The life time of the working group usually
ends with the successful resolution of the items being considered or by the implementation of their
recommendations. A standing committee, typically, has greater longevity. They are often intended
to provide a continuing point of reference for the consideration of long-standing issues. All three of
these devices can and have been used to monitor the success or failure of incident reporting systems.

As mentioned, public meetings often attract participants that have a particular perspective of, or
vested interest in, the issues that are being discussed. For example, passenger groups, environmental
protection organisations, the proponents of road transport have all actively participated in recent
public meetings on rail safety [336]. Such organisations are well placed to represent particular
views within the wider community. They may not, however, re
ect the diversity of attitudes held
by the general public. In consequence, many organisations rely upon focus groups to investigate
perceptions about the safety performance of particular industries. These meetings have the bene�t
that participants can be selected to deliberately re
ect a broad cross-section of views. For example,
the FRA used focus groups to assess compliance with railway operating rules. The intention was to
assess whether corporate culture had an in
uence on potential violations [245]. This study illustrates
how focus groups play a particularly important role in analysing the causes of common failures. As
we have seen, incident reports can often provide information about what happened. It is far more
diÆcult to understand why particular patterns of failure occur across an industry. The FRA in using
this technique have sought to provide additional analytical information than that which is normally
provided through their mandatory reports scheme.

Focus groups can be used to directly assess particular attitudes towards the operation of an
incident reporting system. For instance, the US Bureau of Transportation Statistics undertook a
series of workshops to identify `stakeholder' concerns about the reliability and accuracy of accident
and incident information [116]. Their concerns should not be surprising, they reiterate concerns
that have been raised throughout this book. The participants drew attention to data quality. They
were concerned about both the under-reporting and the over-reporting of particular types of adverse
events. They were worried by the lack of uniformity in completing reports. They voiced concerns
over exclusions that removed reporting requirements from some transportation workers. Typical
comments include `there needs to be better information and it needs to be of a higher quality',
`there needs to be better data on results', `accuracy is a challenge because of budgetary problems
and di�erent interests' and `it is diÆcult to get accurate, undiluted information on human error and
performance' [116]. The focus groups also revealed concerns over the relevancy of data produced by
the Bureau of Transportation Statistics. Industry participants were concerned to ensure that the
right information was being collected and that data that was duplicative or no longer useful was not
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collected. This �nal observation is highly instructive. Focus groups are one of the few mechanisms
that can be used to obtain feedback about the overheads that imposed on potential contributors
by reporting requirements. Many of the other measures, such as submission rates or intervention
metrics, take little account of the costs that a system might impose upon potential contributors.

Focus groups are more commonly used to discuss concerns that arise in the aftermath of high-
pro�le accidents and incidents. Many of these concerns centre on the failure of reporting systems to
prevent the occurrence, or mitigate the consequences, of the adverse event. This can be illustrated
by a recent seminar held in the aftermath of the Ladbroke Grove accident. A focus group explicitly
considered the role of incident reporting as part of a wider review of employee attitudes to rail safety
[466]. This seminar included present and former railway sta�, signalers, Control Room Operators,
incident and accident investigators and project managers. All participants appeared in a personal
capacity, however, and were not intended to ast on behalf of any particular organisations. A list
of the questions were circulated to the participants before the meeting. They were asked to send
in brief comments that were then circulated to the other members of the focus group before the
meeting.

1. How concerned about safety are those who work on the railways?

2. What are the main concerns with respect to safety on the railways?

3. How important do those who work on the railways consider safety to be, relative to other
issues such as punctuality and reliability of train services?

4. In practice, are safety requirements compromised by commercial considerations?

5. Has the fragmentation of the rail industry had an adverse e�ect on safety? If so, in what
respects and for what reasons?

6. Is there uncertainty or confusion as to who is responsible for what with respect to safety on
the railways?

7. On a personal level, are those who work on the railways aware of their duties and responsibilities
with respect to health and safety issues?

8. Are unsafe acts and conditions tolerated on the railways? If so, do they go unreported? How
can this problem, if it exists, be addressed?

9. Is there a mechanism whereby those who work on the railways can express safety concerns
to those in positions of authority within their organisation? Is the mechanism e�ective? Are
their concerns addressed and acted upon?

10. Is the con�dential incident-reporting system on the railways used? Is it trusted and respected
by the workforce? Is it e�ective?

11. How are safety issues communicated from directors and other policy-makers to the workforce?
Are safety issues given enough emphasis? Are there suÆcient safety-related incentives?

12. How often do those who work on the railways receive visits and/or safety brie�ngs from su-
pervisors and senior managers? Are the brie�ngs e�ective?

13. How often do those who work on the railways receive formal training on safety-related issues?
Is the training e�ective?

14. Does the reliance on contractors and sub-contractors for track repair and maintenance prejudice
safety?

15. What is the delegates' understanding of the safety case regime? Have those who work on the
railways seen their company's railway safety case or `assurance case'? Is this a document they
use or on which they rely? How does the document relate in practice to more prescriptive
requirements such as the Rule Book?
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16. What should be the appropriate balance between the use of broad objectives on the one hand,
and detailed prescriptive rules on the other, to achieve safety on the railways?

17. What can be done, or should be done, to improve safety on the railways?

This example illustrates several important features about the use of focus groups to monitor incident
reporting systems. The seminar was was not intended to reach particular conclusions on any of the
questions. The intention was review employee perspectives on safety in the rail industry. This reveals
an irony in the use of the term `focus group'. These meetings frequently move from a focussed set of
issues to more general and wide ranging discussions. It is, therefore, important that the facilitator
or organiser retained control over any meeting without dictating the content of the discussion.
Our case study meeting initially focussed on what the employees' main safety concerns, including
issues of leadership, responsibility and accountability. Only then did the focus group concentrate
on communication mechanisms, including incident-reporting. The meeting also focussed on many
other issues ranging from the employment of contractors to training and the use of UK railway's
rule book [466].

As mentioned, focus groups are often used to provide general feedback about attitudes towards
a reporting system. For example, the UK meeting described an initial scepticism about whether
CIRAS `provided a genuinely con�dential reporting scheme' [466]. The members of the focus group
were found that `experience of 34 months working the system showed that it was excellent, a lot had
been learned and that there was no breach of con�dentiality'. In contrast to focus groups, working
parties are typically expected to provide detailed recommendations. For instance, the Health and
Safety Executive recently established a working group to `deal with the problem' of vehicles crashing
onto railway lines from overhead bridges [113]. This group collated evidence and analysis from a large
number of incident and accident investigations. Their analysis of this collated evidence recommended
more barriers, improving the road layout and introducing better signs for drivers.

Working groups often coordinate their activities with those of other, broader forms of consulta-
tion. For example, previous paragraphs mentioned the public meetings that were called following
reports from the FRA's Passenger Train Emergency Preparedness Working Group. It was argued
that the FRA must become more proactive in order to minimize the consequences of future accidents;
`even minor incidents could easily develop into life-threatening events if they are not addressed in
a timely and e�ective manner' [234]. The establishment of this working group might be seen as an
implied criticism of existing incident and accident reporting systems. In this case, accidents such as
the Silver Springs collision have demonstrated that more action needs to be taken to mitigate the
consequences of any future failures. In this view, the working group is established to supplement
systems that have failed to adequately address existing safety problems. Equally, however, it can
be argued that the establishment of the working group illustrates the success of existing reporting
systems. The need to consider emergency preparations has been established from the analysis of
previous incidents.

The participants in a working group are typically chosen to ensure that a broad range of interests
are represented. They, therefore, play an important role in assessing the feasibility of the recommen-
dations that are produced from a reporting system. The expertise and experience of the participants
can often help to identify implementation concerns that were not initial recognised by incident and
accident investigators. For example, one recommendation from previous collisions and derailments
was that the FRA should require the introduction of booklets and videotapes to illustrate equipment
and describe entry and evacuation procedures on trains. The Working Group pointed out that `that
pilferage of on-board emergency equipment is a serious problem on many passenger railroads, and
that speci�cally focusing the attention of passengers on where the equipment is located would only
exacerbate the problem' [234]. They also argued that frequent travellers probably already knew
where the equipment was located and would not, therefore, bene�t from such additional informa-
tion. This case study provides further examples of the way in which a Working Group can provide
feedback on the recommendations derived from previous incident reports. For example, Amtrak
used the meetings to point out the diÆculties of introducing emergency preparedness booklets and
videos across its network. Not only would they have to distribute this information on many thou-
sands of rail services, they would also have to send them to emergency responders throughout the
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United States. Subsequent mailings would also have to be used to ensure that any information was
up to date. The FRA considered these comments to the Working Group and invited commentators
to `suggest either how Amtrak can best comply with the emergency responder liaison requirement
as set forth in the proposed rule, or whether the �nal rule should establish a di�erent standard
for railroads that operate in territories with large numbers of potential emergency responders to
contact' [234].

The FRA working group illustrates the use of such meetings to assess the recommendations
that have been produced in response to previous incident reports. It illustrates the use of these
meetings to look at particular safety issues, in this case emergency preparation on passenger trains.
Similar techniques have been used at a higher level to review incident reporting systems within the
wider context of a national regulatory framework. For example, the Ladbroke Grove and Southall rail
accidents led to an industry-wide review of safety management of UK railways. A working group was
established under the Department of Transport, Local Government and the Regions. This conducted
a review of the Safety and Standards Directorate within the infrastructure company, Railtrack.
As with the FRA case study, the �ndings of the working group were informed by and helped to
inform public inquiries. In this case, the Department of Transport working group implemented a
number of signi�cant changes pending the recommendations of the Public Inquiry into the Ladbroke
Grove accident. The scale of these changes cannot be underestimated. The working group initiated
the transfer of responsibility for determining whether or not another train company was safe to
operate from Railtrack to the Health and Safety Executive [688]. Railtrack's Safety and Standards
Directorate were transformed into a separate, non-pro�t making company with an independent board
of directors within the Railtrack Group. The objectives of this new organisation were to provide
`safety leadership' to the industry and take a more dynamic approach to setting and updating
standards. More signi�cantly given the focus of this book, the new Railway Safety body was to
`establish a more e�ective regime for safety audit, incident investigation and ensuring that corrective
action from audit and investigation is taken' [688]. Previous paragraphs have described the Precursor
Indicator Model (PIM) that has been developed by Railway Safety to support this more pro-active
approach to safety audits. The Working Group's general review of rail safety, therefore, triggered
changes that `revolutionised' both the operation and monitoring of mandatory incident reporting
across the UK rail network [691].

Regulatory and governmental agencies are responsible for commissioning most working groups.
Professional organisations, industrial bodies and pressure groups have also starting investigations
into the success or failure of incident reporting systems. For instance, the UK Royal Aeronautical
Society's Human Factors group has established a Rail and Aviation Working group [375]. This aims
to share human factors expertise, resources and best practice from the aviation communittee with
representatives of the rail industry. This Working Group was explicitly established with the Royal
Aeronautical Society because as `an impartial professional charity' it can provide the intellectual re-
sources and unbiased refereeing that may not be available from other similar bodies. Representatives
are drawn from Railtrack, the Rail Industry Training Council, the Aviation Training Association,
British Airways, the UK Flight Safety Committee and individual train operators amongst others.
This Working Group has focussed on transferring lessons from the operation of aviation reporting
schemes, in particular British Airways's BASISindexBASIS [658], into the emerging national rail
systems. The objectives and even the existence of such a group provides important insights into the
perceived health of existing reporting systems within the UK rail industry. The perceived need to
transfer skills and techniques from the aviation domain into the railway industry implies a relatively
low regard for existing rail systems. The working group description concedes that the aviation safety
record is not perfect. However, there is no recognition that techniques might be propagated back
from the railway domain to support aerospace safety management.

Public hearings, focus groups and working groups all tend to have a limited duration. Public
hearings and focus groups are called to identify particular concerns on topical issues. Frequently,
they are used to gather feedback about the management of safety in an industry following high-
pro�le failures. For instance, they may provide insights into the reasons why reporting systems fail
to prevent an adverse event. Working groups are similar in that their longevity is bounded by the
publication and implementation of recommendations. In contrast, standing committees provide a
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common point of reference for long-standing concerns. They can be used to coordinate the work of
focus groups, of public hearings and of working groups. For instance, the Royal Aeronautical Soci-
ety's Human Factor's group has standing committees on crew resource management, on maintenance
engineering and on air traÆc management amongst other topics. These groups are intended to mon-
itor developments, set up `focus teams' and advise the main committee on speci�c Human Factors
issues. The Human Factors group can itself also be seen as a standing committee; it coordinates the
Rail and Aviation Working group mentioned in the previous paragraph.

The UK Railway Industry Advisory Committee provides an example of a government sponsored
standing committee. It was established by the Health and Safety Commission in 1978. The Railway
Industry Advisory Committee `plays an important role in providing a consultative forum where all
interests within the railway industry can meet and reach consensus on how to progress health and
safety proposals and other related developments within the industry' [336]. Meetings are chaired
by the Chief Inspector of Railways. Seven employers' representatives and `balanced' by a similar
number of employees' representatives who are nominated by railway trade unions. Passengers and the
general public are represented by two members from the Rail Passengers Council. The membership
of the committee has been reviewed and revised several times to re
ect the changing structure of
the industry since privatisation. This process is an important di�erence with the other feedback
meetings mentioned in this section. The limited longevity of working groups, focus groups and
public hearings makes membership changes less important than they are for standing committees.
As mentioned, standing committees often coordinate the work of these other groups. The Railway
Industry Advisory Committee supports a Freight Sub Group; an Occupational Health Working
Group; a Prevention of Trespass and Vandalism Working Group; a Research Working Group and a
Human Factors Working Group. Each of its working groups have terms of reference and plans of work
that are approved by the main Committee and their Chairs report to the main RIAC Committee.
Each of these groups draws upon incident and accident reports as an important means of informing
their activities. For example, the Occupational Health Working Group has used analyses of previous
injuries to draft of industry-speci�c guidance on manual handling for employers and employees on
the railways. The Research Working Group has started two initiatives on track-side safety and on
the e�ects of safety messages on in
uencing the behaviour of railway passengers. Each of these
activities was motivated, in part, by their interpretation of recent safety statistics derived from the
various industry reporting systems. The members of the Human Factors working group helped
to promote the CIRAS scheme as a means of identifying the safety concerns of operators [318].
The Railway Industry Advisory Committee working groups also helped to monitor the use of the
RAVERS fault tracking and reporting system following the Southall accident. This was seen as a
short term solution to a situation in which most operating companies had computerised facilities to
log faults and produce trend reports but `the ability to share data nationally is being compromised
by industry moves to `stand alone' systems' [318]. It is important to note that the Railway Industry
Advisory Committee blurs some of the distinctions that were introduced in previous sections. There
is no suggestion that the working groups will be suspended once the human factors or maintenance
issues have been satisfactorily `resolved' ! It might, therefore, be better to refer to these groups
as sub-committees that will continue to support the work of the standing committee. The key
point is, however, that these bodies provide many di�erent industry stakeholders with the ability
to address particular issues over a prolonged period of time. They are not simply established to
address the �ndings of a particular investigation. It is also important to note that incident reporting
systems provide a vital information resource to the members of these committees. It should not
be surprising, therefore, that the Railway Industry Advisory Committee's working groups have
addressed the development of various fault monitoring systems and con�dential reporting schemes.

Public hearings, focus groups, standing committees and working groups provide valuable infor-
mation about attitudes and opinions about particular reporting systems. They, therefore, often
provide post hoc information in the sense that opinions are often formed in the aftermath of ad-
verse events. They identify concerns without necessarily o�ering clear guidance about constructive
solutions. There are, of course, exceptions to these generalisations. It is important, however, that
safety managers and regulators have access to alternative techniques that can be used to assess the
utility of particular reporting systems. Incident sampling techniques address this requirement; rep-
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resentative subsets of previous failures can be examined to determine whether a range of alternative
techniques might have yielded further insights into the causes of adverse events.

15.4.2 Incident Sampling

The term `incident sampling' covers a number of di�erent techniques that extract a sample of
reports that have been submitted about adverse events. These techniques di�er in the criteria that
are used to choose a particular subset of events. For instance, analysts may attempt to extract a
random sample. Alternatively, they may base their selection on incidents from a particular functional
subsystem or geographical area. Incident sampling can also be focussed on particular levels of
severity. For example, monitoring activities may concentrate on those failures that had the greatest
potential adverse consequences. Once the subset has been identi�ed, each incident is analysed to
assess the quality of the causal analysis, to validate any potential recommendations and so on.

A recent `Assessment of Investigations into Signals Passed at Danger' on UK railways illustrates
this approach [744]. This investigation was conducted by W.S. Atkins in order to monitor the
eÆcacy of revised investigation regulations following the Ladbroke Gove accident. These revisions
required that HMRI inspectors investigate each major SPAD incident in addition to any enquiry
conducted by the railway companies involved. The Atkins report was partly intended to compare
the results of the HMRI investigations with those of the rail operators. They were also intended to
interpret their �ndings in the light of the HMRI's own separate analysis of the railway companys'
investigation techniques [349]. The Atkins report examined the conclusions reached from each of
these di�erent enquiries in order to identify the `value added' by having HMRI inspectors perform
their own independent analysis of each high-severity SPAD in addition to company investigations.
Of the 146 SPADS investigated by both the HMRI and the companies, 13 were selected for further
analysis by the Atkins report. It is diÆcult to identify the precise criteria that were used to inform
the selection of this subset. However, a six stage methodology was used to guide the monitoring
process.

1. Data collection.
The project began by reviewing the 146 incidents investigated by both the HMRI and indus-
try investigators since October 1999. The results were collated to compare the root causes
identi�ed by one or the other or both investigations. The analysis also attempted to identify
root causes that might have been overlooked in both previous investigations.

2. Review company investigations.
The analysis then used the collated data to identify causal patterns that might not have been
identi�ed by the previous investigations. The Atkins report attempted `within the limits of
the relatively small sample' to identify di�erences in the e�ectiveness of investigations be-
tween di�erent regional zones. This review also provided insights about the consistency and
thoroughness of company investigations compared to those of the HMRI.

3. Review HMRI investigations.
The HMRI reports were also critically reviewed to identify the relative strengths and weak-
nesses of their analysis. As mentioned, the intention was to identify ways in which the HMRI
investigations might `add value' to company reporting procedures.

4. Independent analysis.
A small sample of 13 SPADs were then analysed in greater detail to identify any root causes not
identi�ed by either the HMRI or the company reports. This was intended to determine whether
these investigations considered `the full list of possible causes' and then proposed `suitable
measures' to prevent any recurrence [744]. This stage of the analysis was intended to uncover
any correlation between the root causes that were missed and the type or category of SPAD's
being investigated. It was also hoped that this analysis might improve our understanding of
the reasons why any root causes might have been overlooked.
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5. Collation of root cause data
The results of each of the previous stages were collated to summarise all of the root causes
identi�ed since October 1999. This data then informed a series of more detailed statistical
analyses to identify trends and patters across the SPAD incidents.

6. Proposals and recommendations
The �nal report identi�ed the strengths, weaknesses, trends and Zone di�erences observed in
both investigation processes. Proposals were also made for ways in which the bene�ts of the
subsequent HMRI investigation might be achieved without the need for a second investigation.
Finally, the Atkins report proposed selection criteria that can be used by the HMRI to `con�rm
that the Industry investigations are achieving consistency in depth of analysis and conclusions
reached' [744].

The results of this process showed considerable agreement between the HMRI and the company
investigations. However, the report's writers stress that their comparison focusses on `the quality of
the investigations rather than the results and recommendations' [744]. This is signi�cant because
it might be argued that the report, therefore, overlooks the bene�ts of more direct intervention
following the HMRI report. The comparison did, however, illustrate some of the problems that arise
when comparing di�erent reporting systems. For example, the independent review concluded that
although there were di�erences in the root causes found by the HMRI and the company enquiries,
both were `equally valid'

The third stage of the methodology, described above, was based around a subjective comparison
of the quality of the investigations conducted by the HMRI and the railway companys. The score
3 represented a `robust report', 2 was assigned for a `good report' and 1 was used if the report was
poor and had `signi�cant shortcomings in either analysis or conclusions' [744]. Of 228 investigations,
only 10 (4.4%) were subjectively classi�ed as `poor'. No incidents were received a score of 1 for both
investigations. In 93 SPADS, the HMRI score was equal or worse than the company score. In
21 (18.4%) incidents the HMRI were assessed as `adding value' to the industry investigation. The
analysis also identi�ed weaknesses in both the HMRI and the company investigations. These can
be summarised as follows:

� Incident Selection.
The criteria that were used to select the incidents that were to be subject to both company and
HMRI investigations was skewed towards shunting incidents. These were argued to be of rela-
tively `low consequence' and their over-representation was perceived to indicate an imbalance
in the SPAD severity classi�cation scheme that informed the selection process.

� Terminology.
Company and HMRI investigations used di�erent terminology. For example, HMRI and Rail-
way Safety reports used SASSPAD for `Starting Against Signal SPAD' while in other contexts
the same acronym was taken to mean `Start Away From Station SPAD'.

� Special Exercises.
Special exercises, for example top gather information about hand-signalers, increase awareness
of particular safety issues and help to elicit reports about certain classes of adverse events.
Atkins' review argued that `care must be taken' to ensure these initiatives do not compromise
`mainstream' SPAD investigations.

� National Issues.
Although the HMRI had identi�ed issues across many di�erent regional operating zones, some
issues had `slipped through the net in spite of clear evidence of a trend being available' [744].
These included situations where the driver had been forced to apply power even though the
signal was at red.

� Balance between Human Factors and Infrastructure Issues.
It was argued that in both sets of investigations, there was a tendency to see human `error' as
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a cause without exploring further into the infrastructure issues that may have made the error
more likely.

� Organisational Issues.
The review concluded that both the HMRI and the company reports tended to under-emphasise
organisation issues unless they were of an extremely serious nature. They found that `it is
only on rare occasions that we have seen focussed recommendations addressing supervisory or
management weakness' [744].

� Follow-up of Issues Raised.
Atkins expressed a concern that in some cases the HMRI had identi�ed signi�cant problems
without initiating follow-up actions. They admitted that this concern was not, however, sup-
ported by direct evidence.

� Miscommunication.
The review found that incidents involving communication failures were typically blamed on the
driver even though other personnel, including signalers, may have contributed to the adverse
event.

� Aspect Sequence.
Both the company and the HMRI reports failed to give suÆcient consideration to the aspects
of the signals that the drivers had encountered immediately before the SPAD incident. In
some industry reports `the cautionary aspects which might have had a signi�cant bearing on
the incident have been completely ignored' [744].

� Technical Complexity.
The HMRI occasionally misunderstood or oversimpli�ed the issues involved in complex inves-
tigations. In other cases, they used inappropriate language or obfuscated the issues in a way
that created an unhelpful image of the Inspectorate.

� Compliance and E�ectiveness.
The report argued that the HMRI should be more forceful in challenging previous industry
practices especially when it was obvious that remedial action might be costly. They argued
that `lack of adverse comment in certain cases might be construed as acquiescence' [744].

This list illustrates the range and number of insights that can be drawn from relatively focussed
monitoring techniques. It should be emphasised, however, that these observations were based on
the subjective analysis of the Atkins sta�. Similarly, their work was not supported by a formal
methodology that might have supported the monitoring of other reporting systems. Such caveats
need not, however, undermine the importance of their �ndings. For example, they were able to
identify fundamental di�erences between the ways in which di�erent company's interpreted causal
information. East Anglia operated two di�erent classi�cation systems. In some reports, immediate
causes were distinguished from underlying causes. In other reports, a three-tier hierarchy distin-
guished immediate causes from basic causes and root causes. Great Western A two-level hierarchy:
Immediate Cause; Underlying Cause London North Eastern either operated a three-level hierarchy
involving immediate, basic and root causes or a complex two-level hierarchy. In this approach, imme-
diate causes were distinguished from `underlying causes/personal factors or underlying causes/job
factors'. Southern region operated an alternate two-tier hierarchy that distinguished conclusions
from underlying causes or a three-level hierarchy involving immediate, basic and root causes. This
led the Atkins review to suggest a simpli�ed structure distinguishing three di�erent levels. The �rst
level describes primary events and special circumstantial factors. At the second level, basic causes
are identi�ed. These include human factors and ergonomic issues. They also include infrastructure
problems and procedures or instructions. The �nal level documents the underlying organisational,
managerial and supervisory causes. Such proposals and the diverse approaches operated within each
zone indicate the importance of monitoring the operation of similar incident reporting systems across
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national industries. Experience within the aviation industry has shown that these di�erent classi-
�cation schemes act as signi�cant barriers to the exchange of important safety-related information
[308].

The Atkins review of the SPAD investigation processes illustrates the monitoring of reporting at
two levels. Firstly, the report is itself an attempt to monitor the integration of, and value added by,
the duplicate company and HMRI investigations. Secondly, the HMRI is itself an indirect means of
monitoring the company investigation procedures. Hence there is a sense in which the Atkins report
monitors the monitoring system. This can be seen in the review of the criteria that the HMRI used
to determine which SPADS to investigate. The Atkins report chose the sample of 228 incidents
because these adverse events were the ones where the HMRI had already chosen to `duplicate' the
company investigation. The report raised a number of concerns about the criteria that the HMRI
used to select their sample for further investigation. Atkins described some of the incidents that
the HMRI monitored as `low risk, low value'. These included SPADs in which the trains may have
travelled relatively large distances beyond the red signal but at relatively low speed and with little
risk, for instance within a depot. In many of these cases, the HMRI were able to add little value to
the company reports.

The report into the HMRI monitoring also raised more general questions about the limitations of
incident sampling techniques. Investigating a sample of all SPADs incidents `inevitably casts doubt
on any statistical data' and especially `the extraction of cause data'. The Atkins investigators were
concerned that a widespread causal factor might go unnoticed if the resulting SPADs do not meet
the selection criteria for the HMRI monitoring. They cite the example of several incidents in which
the SPADs follow shortly after a train starts on a yellow signal. This type of incident is likely to
result in a short distance SPAD as the signal changes to red. Hence, they will not be investigated
by the HMRI. The Atkins team suspect that these incidents may be much more prevalent than
either HMRI or the industry currently believe. Thee is a certain irony in the sampling criticisms
made in this review. Many of these adverse comments might also be levied at this meta-level
review because part of their analysis depends on a subset of the HMRI sample. Leaving aside this
caveat, the Atkins report goes on to identify a revised set of criteria that might be used to guide
the HMRI's decision to launch an investigations alongside a company enquiry. For instance, the
HMRI should investigate an overrun which results in injuries or fatalities to either passengers or
sta�. They should also investigate an overrun which results in damage to the infrastructure, or
damage to traction units or rolling stock. These detailed criteria are extended to include broader
categories such as incidents that meet criteria de�ned in occasional special studies and `a random
selection of SPADs'. These requirements are intended to address the problems that can arise when
particular de�nitions inadvertently exclude incidents involving certain causal factors, such as those
described above.

In addition to suggesting alternative conditions that might be used to guide the HMRI sampling
of SPAD incidents, the Atkins report also describes clear objectives for any future monitoring by the
HMRI. The main aim of this activity should not be to `duplicate' industry investigation. Instead, the
HMRI should establish what happened, identify the implications of what happened and determine
the e�ectiveness of any proposed recommendations. The HMRI need to know what happened in order
to evaluate the risks of any repetition. They need to know the the implications of what happened in
order to assess the potential consequences of any recurrence. They need to assess the e�ectiveness
of any recommendations to ensure that industry proposals will address all the `components' of the
SPAD. In particular, the Atkins report identi�es situations in which disciplinary action has been
taken against the driver while infrastructure weaknesses were overlooked. They conclude their review
of the existing monitoring functions by observing that:

\Our investigations have revealed a wide variation in the quality of root cause analysis
being undertaken. Used properly and intelligently it is a powerful tool for extracting all
the implications from an incident. Used mechanistically, and we have seen a number of
examples of this, it can lead to some root causes which, whilst they may expose valid
weaknesses, bear little relevance to the SPAD and, when corrected, will have negligible
e�ect in preventing a recurrence. Too often these irrelevant issues are being pursued at
the expense of more serious ones which are being ignored." [744]
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As mentioned, a range of di�erent criteria can be used to identify the sample incidents that can be
used to monitor many reporting systems. The Atkins study drew on the sample of SPAD incidents
that were investigated by both the HMRI and by company investigators. The HMRI, in turn, used
a number of complex criteria to determine which of the company investigations they would also
look into. For example, one aspect of the criteria focussed on the length of the overshoot that
resulted from the SPAD. The Atkins report was not the only example of meta-level monitoring to be
triggered by the Ladbroke Grove accident. This also in
uenced the HSE to serve two `Improvement
Notices' on Railtrack, the infrastructure provider. These required that they produce a plan, with
�xed implementation dates, to reduce the risk of a future SPAD at the 22 signals with the worst
safety record across the network.

The signals were chosen because they have a record of multiple SPAD incidents. SPADS are
divided into four categories. Category A incidents occur when a train passes a signal at danger
without authority, other than those SPADs de�ned in Categories B, C and D. Category B SPADs
occur when a train passes a signal at danger without authority because a stop aspect or indication
was not displayed with suÆcient time for the driver to stop safely at the signal. Category C SPADs
are occasions where a train passes a signal at danger without authority because a stop aspect or
indication was not displayed with suÆcient time for the driver to stop safely at the signal, because
it was returned to danger in an emergency in compliance with rules and regulations. Category D
SPADs are those occasions when vehicles without any traction unit attached, or any train which is
unattended runs away past a signal at danger [356]. The 22 signals involved in the review were the
site of Category A SPADs. These incidents are also classi�ed according to eight severity ratings.
A level one SPAD is the least severe with an overrun of no more than 25 yards and no damage or
casualties. Severity rating eight is the worst and is used for incidents resulting in fatalities. The
review of Railtrack's actions was concerned with `the identi�cation, understanding and mitigation
of the causation factors increasing the likelihood of signals being passed at danger' [356]. The
consequences of SPADs at each signal was, therefore, of secondary importance. This contrasts
with the previous Atkins report that focusses more on the high-consequence incident that were
investigated both by the HMRI and by individual companys.

The HSE enforcement notices were based partly on a statistical analysis of previous SPAD
incidents and partly also on a recognition that previous recommendations had failed to prevent the
recurrence of adverse events. The statistical analysis showed that for signals that had been passed
at danger three or more times, there was only a 4% probability that the SPADs are entirely due to
random causes [356]. Where there were four or more SPADs, the probability becomes close to zero.
The results of this analysis triggered an enquiry to determine whether investigators had identi�ed
all of the infrastructure elements or environmental factors that make SPADs more likely to occur
at these signals. The enquiry was jointly conducted by the HMRI and by W.S. Atkins. The focus
of the investigation was on Railtrack's response to Improvement Notice I/RJS/991007/2 requiring
action to mitigate the risk of signals being passed at danger at the 22 signals that had been passed
at danger most often between 1990 and 1998. The previous incident reports for each of the signals
were examined. Discussions were held with Railtrack Headquarters and with each of Railtrack's
seven Zones. Meetings were also held with representatives of Train Operating Companies and some
infrastructure maintenance contractors. All of the signals were viewed from a train cab and discussed
with drivers. Reviews were also held with HMRI and Atkins representatives. The methodology used
in this investigation is instructive because the report describes further constraints on their terms
of reference that a�ected the manner in which they examined incidents involving the 22 signals.
For instance, the HMRI was already conducting a separate inspection of the operating company's
systems for driver management in order to assess whether they were adequately addressing the causes
of human `error'. The review, therefore, focussed more on the infrastructure issues that were under
Railtrack's direct control than the driver-related factors that were largely the responsibility of the
operating companies. A further two of the signals, SN63 and SN109, on the exit from Paddington
Station were excluded from the review. They were close to the site of the Ladbroke Grove accident
and hence were covered by a separate remedial plan. The meta-level review of Railtrack's actions
on the 22 signals also revealed some of the dangers of monitoring incident reporting systems. For
example, some of the signals were again passed `at danger' after the investigation was completed
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and Railtrack's remedial actions had been approved by the HMRI. The report addressed potential
criticism of their monitoring by arguing that `further improvements may only come from improved
management of driver competence and �tness, but Railtrack is also investigating whether there are
further improvements which can be made to the infrastructure' [356].

The monitoring activity for each signal was intended to determine whether Railtrack had taken
e�ective steps to understand the probable cause of previous SPAD incidents. The HMRI/Atkins
review resulted in requests for Railtrack to carry out further risk assessments on some signals. Two of
the signals required remedial actions that could not be completed before the review was published. It
was concluded that the remaining signals had received adequate attention from Railtrack. SuÆcient
attempts had been made to identify likely causal factors and to apply appropriate measures to reduce
risk. The report argued that `in most cases it was also clearly evident that there had been close co-
operation with the Train Operating Companies both in identifying and applying the risk mitigation
and in ensuring that drivers were well briefed' [356]. Railtrack and the operating companies also
revealed `encouraging' evidence of an improved understanding about the factors that were likely to
increase the risk of signals being passed at danger and of measures that might mitigate those factors.
These more positive remarks were balanced against a small number of exceptions. At Manchester
Piccadilly, a blanket speed restriction had been implemented on HMRI advice. This reduced the
risk of future SPADs but the underlying causes of the original incidents had not been adequately
identi�ed. Other incidents had taken a signi�cant amount of time to address so that e�ective
remedial action were not implemented until long after the original incident had been reported.

This section has described how a range of di�erent sampling techniques can be used to focus mon-
itoring activities on particular types of incidents. Resources can be concentrated on incidents that
receive particular attention within the reporting system, such as the SPADs that were investigated
by both the HMRI and individual companys. Alternatively risk-based criteria might be used, includ-
ing the severity assessments that informed the selection of the 22 worst SPAD signals. The Atkins
review of the HMRI and company investigation processes also identi�ed the limitations of sampling
techniques. The selection of particular incidents can systematically exclude other incidents. If an
investigation were extended to include these other adverse events then the monitoring might identify
potential weaknesses in the underlying reporting syste, It is for this reason that the Atkins report
was careful to propose detailed conditions that might trigger HMRI investigations in addition to the
initial company investigation. A number of further limitations a�ect incident sampling techniques.
In particular, there is little point identifying detailed sampling criteria if insuÆcient incidents are
being submitted in the �rst place or if it is clear that systematic biases a�ect the reports that are
being contributed about adverse events. These caveats are not a signi�cant problem for SPADs
where it is highly likely that any incident will be noticed by signalers and other railway sta�. In
other domain, however, these issues encourage regulators and safety managers to seek alternative
means of monitoring their reporting systems.

15.4.3 Sentinel systems

Monitoring is not simply used to assess the health of a particular reporting system. It can also help
managers assessing the potential strengths and weaknesses of alternative reporting techniques. For
example, there must be some means for comparing the results of di�erent causal analysis techniques
or of di�erent form designs. The importance of such comparisons is illustrated by the Safety Case
requirements that govern UK railways [350]. These documents are intended to persuade regulatory
authorities of the adequacy of an operator's safety management plan. The Safety Case must provide
evidence to show that they will:

� \ encourage sta� and others to report accidents, incidents and other events that have or could
have a�ected health and safety;

� ensure fair and equitable treatment of those whose actions are examined as a result of an
investigation;

� investigate incidents and accidents (including potential or actual instances of ill health) to
determine immediate and root causes;
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� provide investigators with suitable competence, seniority and authority to undertake impartial
e�ective investigations;

� provide resources to investigate, categorise and implement action to prevent repetition;

� match the investigation response to its potential severity;

� co-operate e�ectively with other duty holders to ensure that all lessons are shared, learned
from and acted on;

� review �ndings from investigations (both internal and external) periodically to ensure that
technical and managerial inadequacies are corrected;

� feed back to sta� and others the results of investigations; and provide procedures for all aspects
of an investigation." [350]

At present, most safety cases simply assert that particular steps will be taken in the event of
an incident or accident. As we have seen, however, the HMRI, Lord Cullen and W.S. Atkins
have criticised the adequacy of existing reporting systems. Monitoring techniques provide a means
of addressing these criticisms by providing evidence that a proposed approaches provides greater
bene�ts than the potential alternatives. It is important to stress, however, that such comparisons
should not jeopardise the operation of an existing reporting system. There is a clear concern that
any short-term trials might lose con�dence in a successful scheme or lose data about failures that
might later prove to be essential in preventing future accidents. Sentinel systems provide a means of
obtaining pre-hoc information about a reporting system without forcing changes throughout large-
scale reporting schemes.

Chapter 14 brie
y described the main features of Sentinel reporting systems [262]. Rather than
running a national or regional reporting system, Sentinel schemes elicit information from a small
sample of `representative' units. This approach has numerous bene�ts. For example, it avoids
the costs with larger scale national systems. Sentinel systems also focus training and `awareness
raising' resources on the selected units so that participation rates can be raised above those normally
associated with mass schemes. Mass reporting systems are often referred to as `passive' because they
do not actively encourage each member of sta� to contribute to the system. In many cases, these
higher levels of participation would overwhelm the analytical resources of the scheme. In contrast,
smaller-scale Sentinel applications are referred to as `active' because they seek to encourage closer
participation in many di�erent aspects of the reporting process. The smaller scale of Sentinel systems
also enables additional resources to support the causal analysis and identi�cation of recommendations
from the smaller number of adverse events that are identi�ed by Sentinel systems. It can, therefore,
be argued that these schemes provide more reliable insights that mass reporting systems. There are
also some limitations. Unless the sample institutions are carefully chosen then it is likely that some
incidents will go unreported. It is for this reason that Sentinel systems are often used to complement
rather than replace larger scale reporting schemes. This parallel approach has obvious bene�ts for
the comparison of di�erent techniques. The continued operation of a mass system enables safety
managers to collect incident data using established techniques. The introduction of a limited number
of small scale trials enables comparisons to be made with these existing approaches.

A number of problems complicate the use of Sentinel systems to guide the evaluation of alternative
reporting techniques. The additional resources that are typically associated with these schemes can
prevent accurate comparisons being made with the lower levels of investment that are possible in
mass systems. Sentinel systems elicit more information than mass schemes almost irrespective f
the particular techniques that are being used. There are also problems associated with longitudinal
trials. Sentinel systems usually involve the introduction of new techniques. The novelty factor
involved in learning to implement these innovations can increase motivation and involvement beyond
the levels that are associated with the routine operation of mass reporting systems. Any observed
advantages might decline if the techniques used in a Sentinel system were extended throughout a
national scheme over a prolonged period of time. These objections limit the conclusions that can be
drawn from `direct' comparisons between the results obtained by Sentinel systems and those provided
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by larger-scale systems. In contrast, these techniques have been used to help validate the results
obtained by more passive approaches. For example, the distribution of information obtained from
a Sentinel system can be compared to assess the coverage of a national scheme. Sentinel systems
can be used to uncover incidents that are under-represented in larger schemes. Hence the focussed
application of active reporting techniques help to validate rather than directly compare particular
incident reporting systems. Alternatively, di�erent approaches can be trialed in separate Sentinel
systems. For example, additional resources might be used to promote the application of PRISMA
within one company while another is encouraged to use Tripod. Again, however, direct comparisons
can be complicated by the di�erent operating characteristics and safety records of the �rms that are
involved in the study.

It has been diÆcult to �nd any well-documented report of the application of Sentinel reporting
within the railway industry. Pasquini, Rizzo and Save have used a variant of this approach to
support the analysis of SPADs on Italian railways [664]. In this case, they speci�cally developed a
reconstruction and causal analysis technique that was intended to support the investigation of these
incidents. The �rst stage involved the production of video recordings during physical reconstructions
at the site of the SPAD. Focus groups then discussed the �lm together with relevant technical
document and testamonies. These discussions were then used to generate a matrix diagram similar
to the MES diagrams introduced in Chapter 11. The actors in this case included the train driver and
an on-board signal repeating system. This safety device is similar to the Automated Warning System
described in Chapter 5. The validation of the investigation technique involved the cooperation and
training of an investigative team, including two drivers. Instead of analysing recent SPAD incidents,
as would have been the case in a full Sentinel trial, the comparison of the new techniques with
existing approaches was based on a post hoc analysis of three SPADs on Italian railways between
April 1997 and November 1998. In consequence, their study focussed on di�erences in the analysis
of these incidents rather than on any improvements in the elicitation of information about adverse
events. In particular, they argued that the new methodology helped to identify latent problems
with the way in which the signal repeating system was operated. Drivers saw the warnings as a
nuisance that were to be dismissed as soon as possible rather than as valuable safety information.
These �ndings were contrasted with the insights provided by the existing reporting systems which
focussed more on inattention and lack of concentration.

As mentioned, there are few examples of Sentinel systems being used to support the analysis of
railway reporting schemes. Arguably the best documented example is provided by a research project
that was funded by the FDA . At the start of this study, the intention was that the Sentinel system
would act as a supplement to a mass reporting system. Towards the end of the study, the costs
of operating the national system led many involved in the evaluation to argue that this approach
could replace the existing scheme. The study address many of the problems mentioned in previous
paragraphs by recruiting 23 di�erent facilities for a twelve month period. They secured the support
of Study Coordinators who were, typically, risk managers for hospitals and directors of nursing for
nursing homes. These individuals participated in orientation and training sessions. These covered
the purpose of the Sentinel system, project background and goals, comparison of voluntary and
mandatory reporting procedures, project plans and con�dentiality procedures. The initial work on
the project identi�ed `large gaps in the knowledge of facility clinical sta� regarding the importance
of reporting adverse medical device events' [262]. Participating facilities were also provided with
video materials for clinical sta� training. These encouraged sta� to follow their facility's internal
procedures for reporting of adverse events. The investigators also contacted the Study Coordinators
in each of the participating facilities to gather information about each facility's reporting procedures.
Information about these procedures was made available to sta� after the videos, mentioned above,
had been screened.

The architecture used in the Sentinel evaluation involved Study Coordinators sending incident
information to a central group of analysts. The analysts then telephoned the Coordinator to ac-
knowledge receipt of the submission and to con�rm any additional information that may have been
obtained in the interval after the submission. Coordinators were also encouraged to contact cen-
tre sta� with more general questions related to their work as Risk Managers. They requested the
names of contacts at the FDA, speci�c information about device tracking regulations, how to use
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software for �ling reports and also whether they were required to report certain events to FDA and
manufacturers. Once a report was received by the project sta�, they were reviewed with a nurse
and a specialist in medical informatics. This preliminary analysis was used to determine whether
follow-up requests were required to elicit further information about the adverse event.

The Sentinel project received 315 reports from 23 units between October 1997 and November
1998. 286 reports were submitted through the post in special envelopes provided to the study,
3 were sent by fax and 26 were reported by telephone The telephone reports were particularly
instructive because Study Coordinators could tell the analysts about particular problems that they
had experienced in completing the paper-based forms. The investigators argued that `there is reason
to believe that the level of DEVICENET reporting activity was far above the average for hospitals
in the MEDWATCH system' [262]. It was estimated that if the 5,500 hospitals in the US national
reporting system contributed at the same level as the Sentinel facilities then they would receive more
than 100,000 contributions each year. The actual total for `health care facilities' in 1998 was only
5,000. All of the submissions came from hospitals. More than half of all reports came from one
large hospital, and a second large hospital contributed another 15% of the reports. It is instructive
that even though additional resources were focussed on the participating institutions there were no
reports from the six nursing homes. This was explained by the observation that nursing homes
are extremely tightly regulated. There was, therefore, strong management concern that negative
information might come to the attention of authorities.

As mentioned, the relatively small scale of Sentinel systems enables safety managers to encourage
submissions about events that might otherwise overwhelm a national system. In the FDA study,
it was determined that only 14% percent of all reports described events that could to have been
submitted under the existing mandatory schemes. 56% described events that fell under the Sentinel
system's voluntary guidelines. The remaining 30% fell into a gray area; `it was not clear whether
they were mandatory or voluntary' [262]. It was argued, however, that few of these events would
have otherwise been reported. Many of these reports related to incidents in which it was diÆcult
to assess whether the patient had su�ered a serious injury. The additional resources devoted to the
Sentinel system also supported a number of analyses that are not normally performed in larger scale
reporting systems. Two senior nurse-analysts reviewed all of the submissions and classi�ed them
as ery urgent, urgent, routine monitoring or well-known problem, or not important. Approximately
one-third of the reports (113) were assessed as being urgent or somewhat urgent. However, only 19 of
these incidents were clearly assessed as falling within the mandatory reporting system. About half of
the mandatory events (51%) needed only routine monitoring. For example, incidents were assigned
to this group if any problems were already well-documented and if the regulator had already taken
action to address them. In contrast, 30% of the 175 voluntary reports were rated as very urgent
(2) or somewhat urgent (50). Of the 95 reports that did not directly fall under either the voluntary
or mandatory regulations, 44% were either very urgent (2) or somewhat urgent (40). The Sentinel
study also examined the way in which Study Coordinators classi�ed each incident. The results of
this analysis were signi�cant because these classi�cation represent the primary means of pattern
matching in the mass reporting system, for example using the automated retrieval tools described
in Chapter 14. The investigators felt that about a third and a quarter of the codes were incorrect
[262].

Sentinel based reporting systems are not a panacea. The lack of submissions from nursing homes
illustrates that this approach cannot guarantee the participation of all potential user groups. There
are further concerns. For instance, the types of facilities that are recruited to many Sentinel studies
may already exhibit a high degree of awareness about safety-related issues. If this is not the case at
the start of the study then the additional resources that are allocated to the promotion of health and
safety can quickly alter the behaviours of many of the operators and work groups that participate
in the study. Hence the types of incident information that is provided by a Sentinel system will
rapidly become atypical of the adverse events that a�ect the rest of the user communittee. This
can be interpreted as a variant of the Hawthorne e�ect introduced in Chapter 5. Users will alter
their normal working behaviour if they know that their behaviour is being directly or indirectly
monitored. A number of potential solutions have been proposed for this problem. In particular,
observational techniques can be used to identify particular behaviours that may support or weaken
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the operation of an incident reporting system.

15.4.4 Observational Studies

As we have seen, Sentinel systems focus additional resources to support incident reporting in a small
number of `select' institutions. This very process of selection and the additional support can help
to ensure that the sample facilities no longer resemble other units within the same industry. Hence
the information that they provide many not be representative of the adverse events that occur at
other sites. It can also be diÆcult to interpret the insights derived from focus groups and interviews.
Operators can express views that are not re
ected in their subsequent behaviour. For example, they
may strongly support the operation of a voluntary incident reporting system but fail to contribute
to a scheme even when they witness an adverse event. Techniques that rely upon the statistical
analysis of incident reports su�er from similar limitations. It can be diÆcult to identify the reasons
why particular types of incidents are not reported or why certain groups of operators are reluctant
to participate. The following paragraphs describe how workplace studies and other observational
techniques from the �eld of sociology can be used to address these criticisms.

There have been many notable attempts to use techniques from the �eld of sociology to pro-
vide insights into the working lives of railway sta�. McKenna has investigated the strategies that
railway personnel have used to maintain their standard of living during times when the railways
were contracting [531]. Salaman looks at the way in which drivers' attitudes changes towards their
occupation and their colleagues [721]. There have also been studies of union responses to changes
in management structure [63]. Heath, Hindmarsh and Lu�, However, point out that relatively few
of these studies focus on the everyday working activities of railway personnel [339]. There are some
exceptions. For instance, Gamst has conducted a detailed study of the work and attitudes of US
locomotive engineers [284]. Even this study has, however, focussed on workers' opinions and pre-
occupations rather than the manner in which they accomplish their everyday tasks. There has,
however, recently been a move towards applying many of these sociological techniques to provide
more direct insights into working behaviour. Heath and his co-authors are amongst the leading
�gures in this area. Others include John Hughes and his colleagues in air traÆc management [374]
and Berg in the �eld of medical safety [78].

In contrast to many previous design techniques, these studies do not focus narrowly on the
operation of high-technology systems. In contrast, they consider human-human as well as human-
machine interaction. There is also a concern to consider the way in which diverse communication
media, including physical artifacts such as pencil and paper, are used to coordinate and inform
group activities. Many of the proponents of this approach have written about `rescuing' the study of
technology from cognitive science which concentrates too narrowly on the psychological characteris-
tics of individual users. In practical terms, these `workplace studies' involve participants joining the
groups that they are observing for prolonged periods. They will often follow the same shift patterns
as the individuals that they are studying. This is important because it helps the observer to build
up a mass of background information that may be necessary to understand the signi�cance of the
events that they witness. It can also provide some indication of the prolonged impact that stress,
fatigue and other workplace factors can have upon operators and managers.

During these periods of observation, investigators compile �eld-notes. They can also use audio
and video recordings. Clearly, however, the conspicuous compilation of these records can remind
workers that their actions are being observed. The nature of these records depends partly on the
context in which the study is taking place and partly also on the forms of analysis that will be
used after information has been elicited. For example, conversation analysis provides important
insights from studying the vocabulary and structure of workers' conversations. This technique is
only feasible if transcripts can be reconstructed from �eld-notes or other recordings. Other forms
of analysis require less direct records, such as the construction of social networks to model the
way in which di�erent working groups interact [693]. They may, however, require longer periods of
observation to ground any potential conclusions in observed behaviour.

There are clear ethical problems in exploiting these techniques to monitor incident reporting
systems. For example, observers may witness adverse events and `near misses' that are not noti�ed
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by any of the operators who were involved. Other observers have seen users struggled to operate
computer equipment that they themselves were familiar with. This creates a considerable dilemma
in many safety-critical contexts. If the observer decides not to act then there can be adverse con-
sequences. Conversely, an ill-advised decision to intervene can exacerbate rather than resolve a
potential incident.

Brevity prevents a complete introduction to the many di�erent approaches that have been devel-
oped to support observational and workplace studies. In passing, however, it is important to stress
that most of these technique speci�cally avoid the generation of hypotheses before the study is con-
ducted. Such concepts should emerge during the observation as more information is gathered about
the workers and the context of their daily lives. This guiding principle helps to ensure that analysts
do not selectively �lter their observations to support pre-formed hypotheses. It is also important
to stress that some `ethnographers' deliberately reject the idea that observational techniques should
be used to support particular theories [303]. This argument stems from the discussion that was
introduced in Chapter 11. Causal asymmetries complicate the task of explaining what actually led
to an observed behaviour. Experiments attempt to identify causal relationships by recreating two
or more identical situations in which a causal factor is systematically varied to determine whether
or not it will have the prediced outcome. This leads to problems because it can be diÆcult to ensure
that all relevant causal factors have been controlled between the di�erent conditions. Experiments
may also have limited `ecological validity'. This prevents conclusions from being generalised beyond
the laboratory into the real world. For example, a study may focus on an analysts ability to use
Management Oversight and Risk Trees (MORT) or a similar technique in a silent room without the
interruptions that would punctuate their work in an oÆce. In consequence, observational techniques
cannot easily be used to provide objective, quantitative comparisons between di�erent reporting sys-
tems. They can, however, provide rich insights into the way in which di�erent systems can in
uence
reporting behaviour in complex working domains.

The Ladbroke Grove rail inquiry provides considerable into the potential application of observa-
tional and workplace studies to monitor the operation of incident reporting systems. It expressed
considerable concern over examples of poor communication and record keeping during the analysis
of SPAD incidents. The report argued that `it is essential that an organisation has a system to
record what it has learned, and a process to pass those lessons on to its employees' [194]. Railtrack
procedure RT/D/P006 speci�ed that the HQ Production Directorate should monitor and record the
implementation of each recommendation. A record could only be closed once the corresponding rec-
ommendation had been fully implemented. The Formal Inquiries Process Manager was responsible
for following up those recommendations that were directed to Railtrack Headquarters. Although
his job description `clearly envisaged that the progress of recommendations would be tracked after
their allocation to individuals, (the Formal Inquiries Process Manager) told the Inquiry that he
was given guidance by his managers to the e�ect that he was not responsible for ensuring that a
recommendation was acted upon, but simply that someone had accepted responsibility for it' [194].
The Inquiry concluded that no-one assumed responsibility for monitoring the implementation of
recommendations. Cullen also observed that had it not been for the accident and the associated
investigation then the shortcomings for tracking incident recommendations might not have been dis-
covered. Faced with this analysis, a new recommendation `clearing house' was established to collate,
prioritise and monitor the implementation of any proposed changes. An important responsibility of
the new organisation was to report directly to the Board of the infrastructure company every four
weeks.

This analysis indicates the potential application of workplace studies. It emphasises the way in
which everyday practice can, over time, depart from published procedures and guidelines. In this
example, the responsibilities of the Formal Inquiries Process Manager changed from those docu-
mented in the job description and from the intention behind procedure RT/D/P006. This does not
imply that such a departure would necessarily have been identi�ed had an observational study been
conducted. However, this is precisely the type of working practice that can be observed by these
techniques. Hammersely and Atkinson refer to the ways in which the production and use of docu-
ments, such as the recommendation reports, are `socially organised activities' [303]. Ethnographers
must, therefore, question the way in which a document is written and distributed. They must also
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consider what is the purpose and intention behind a document. Ethnographers should also compare
the actual use of document against the stated intentions that justify its creation. Di�erences be-
tween observed practice and intended use cannot easily be elicited using monitoring techniques such
as focus groups, interviews and questionnaires.

It is important to emphasise that observation techniques can be used to monitor incident re-
porting systems in situations that extend well beyond the workplace. This is particularly important
within the rail industry. Members of the public are often involved in adverse events as well as those
who work directly for operating and infrastructure companies. Ethnographic techniques have been
widely used to study `deviant' behaviour. For instance, Popkin et al have recently used this approach
to observe patterns of behaviour and control structures within the gangs in many Chicago Public
housing developments [683]. Such work provides insights into the relationships between drug use,
vandalism, trespass and violence. Many of these activities can have an impact on rail safety. For in-
stance, Smithsimon has conducted a prolonged study of graÆti writers. He argues that ethnographic
techniques provide one of the few e�ective techniques that can be used to gain insights about the
behaviours of these individuals and groups. He stresses that `running from the cops, using the right
language, wearing the right clothes: like other ethnographic studies, the right signals and actions,
even by an outsider, help gain access to graÆti writers' [746]. Only in this way are `respondents'
willing to provide information about their work and discuss the law-breaking that is a prerequisite
for many of their activities. This participation is essential to gain the con�dence of individuals
who often `hide behind' the image of a street-wise `outlaw graÆti artist'. The insights provided by
Smithsimon's work can be illustrated by the following except:

\Hasp and some friends of his o�ered to show us other, illegal graÆti on the walls
lining the adjacent railroad tracks. But he refused to go onto the tracks while a truck
belonging to the railroad was parked between the Phactory and the rail yard. John,
the photographer, suggested that the railroad employee in the truck probably would not
care if we walked down the tracks, but Hasp explained that the Phun Phactory has had
repeated problems with the railroad and the transit authority... Before we could learn
more about the tension between graÆti proponents and opponents, the truck moved and
we traipsed down the tracks, looking at murals. As I spoke with Seac and Ker, they
pointed out well-done murals along the walls... `Get away from there!' yelled an angry
voice. Someone on the bridge glared down at us, then dashed away. Hasp and the other
writers told us it was someone from the MTA's vandal squad, which focuses on pursuing
graÆti artists. We started heading toward the Phactory to get o� railroad property.
We were about three blocks from the street the Phun Phactory was on, and the row of
warehouse walls and razor wire fences along the train tracks meant that if a cop were to
get to that street (where the MTA truck had been parked earlier) before we did, we would
have been trapped... Meanwhile, I opened my notebook and wrote down the names and
descriptions of the writers I had met during the day. `You writing this down?' asked
Hasp. `What?' I asked. `What are you writing? This story?' he asked me. `Oh, no.
I'm just writing down everybody's names, and stu� like that'. I 
ashed a nearly blank
page of the notebook toward him, too quickly for him to read much. `Oh. OK. Cause I
thought you were writing this down. Don't write down this', he said..." [746]

Smithsimon's work provides important insights into the behaviour of the graÆti artists who he
observed. These insights go beyond the information that can be obtained from incident and accident
reports. In particular, it can provide information about potentially dangerous behaviours that are
not observed by railroad employees and are, therefore, not reported. Ethnographic studies can also
provide insights into the attitudes and shared values that motivate individuals or groups who are
involved in trespass or vandalism. For example, Smithsimon argues that `graÆti represents people's
desire to assert their presence in the world through pictures, words, and artistic interpretation'
[746]. This conclusion arguably captures the strength and weakness of ethnographic techniques in
this domain. It can be diÆcult to go from the insights that they provide to the recommendations
that might avoid future incidents or mitigate the consequences of potential accidents.

Vandalism and trespass are not the only forms of `deviant' behaviour to be investigated using
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observation techniques. For example, these approaches have yielded valuable insights into incidents
that involve intersections between the road and rail systems. Several studies have shown the diÆculty
of conducting other forms of investigation into driver behaviour [638, 856]. Individuals will typically
take fewer risks and are more likely to obey `the rules of the road' if they believe that they are being
observed. Experimental studies, therefore, seldom yield the violations and extreme behaviours that
are witnessed in other contexts. For instance, Burnham's recent study in Alabama observed the
behaviour of 862 vehicles as they approached STOP signs at railroad-highway grade crossings [117].
18% came to a full stop, 50% made a slow rolling stop and 32% did not stop at all. These observations
have been interpreted as showing that the majority of drivers do not understand the meaning of the
symbols that are used to indicate railroad-highway grade crossings [117]. This is a strong conclusion;
an alternative interpretation is that the majority of drivers understand but deliberately choose to
ignore the warning signs. Burnham concluded that `one of the most widely recognised and often
overlooked traÆc safety axioms is the principle that over use provokes abuse... for a traÆc control
sign, signal, or pavement marking to be of value it must not be overused' [117]. The diÆculty of
interpretating observations is a considerable barrier to the practical application of these techniques.
Many ethnographers deliberately avoid the `constructivist theories' that might explain such observed
behaviours [303] Unfortunately, these explanations are often essential if we are to be con�dent in
generalising insights from previous failures to predict the likelihood of future incidents and accidents.

It is important to stress that the diÆculty of interpreting observed behaviour does not sacri�ce
the utility of workplace studies and ethnographic techniques. These approaches can often yield
important insights even though the complex mechanisms that a�ect human behaviour are not made
explicit. This is best illustrated by the way in which observational approaches can be used to analyse
the e�ectiveness of recommendations that are proposed in the aftermath of adverse events. Again,
there are problems with using focus groups or experimental techniques to evaluate these proposals.
Expressed opinions may not predict actual behaviour, laboratory conditions may not control all of
the factors in
uencing decision making and performance. Observational techniques provide more
direct insights into the `real world' bene�ts of potential safety devices. For instance, drivers and
pedestrians have been killed and injured by incidents in which they stopped for a �rst train but then
failed to wait for a second train to cross at a junction. The Maryland Mass Transit Administration
(MMTA), therefore, tested a `second train warning' system [523]. This was based around a sign
that was illuminated shortly after the �rst train passed if there was another train approaching. The
system was tested at for a ninety day evaluation period at one crossing in Timonium, Maryland.
An independent evaluator assessed the performance of the sign by observing driver behaviour and
by analysing videotapes. The study concluded that `risky' driver behaviour decreased by 36% after
the installation of the system. Such behaviours can be de�ned in terms of a speci�ed minimum safe
interval between the moment when a vehicle enters the junction and the time at which the second
train arrives. A similar study conducted in Los Angeles also used video tape observations on a `live
site' to demonstrate a 14% reduction in risk behaviour. In this instance, `risky' behaviours were
de�ned to occur when a pedestrian entered the track area six seconds or less before the train entered
the crossing [439].

Another major problem complicates the application of observational techniques to monitor the
performance of incident reporting systems. In many applications, there are relatively few `serious'
adverse events. In consequence, it is unlikely that an ethnographic or work place study will ob-
serve such an incident or accident. These techniques can still provide insights into more frequent,
less critical events. However, it is also possible to use some of the analytical techniques that are
associated with workplace studies in a post hoc manner. For example, Law has used this approach
to demonstrate that `the character of explanation and cause is relevant in thinking about safety-
critical socio-technical systems such as railways' [476]. His analysis of the Ladbroke Grove report
and enquiry focuses on a `rhetoric of spatiality'. Many of the questions and responses during the
investigation referred to location, such as `where does responsibility lie?' or `Thames Trains could
be prosecuted if an incident occurred where driver error was partly to blame'. This use of language
reveals that the analysis of failure is understood in terms of distinct `pigeon-holes' or `compartments'
that are associated with technical, managerial or psychological domains. He identi�es other forms of
spatial reference. For example, failures can be `located' within particular subsystems. These views
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are criticised. Systems responses are compromised by the way in which many social systems are
incomplete and unstable. Law argues that in many cases `the world is simply too 
uid and disar-
ticulated' for failures to be located within particular systems. The techniques that Law uses are
very similar to those exploited by other sociologists to directly analyse the observations derived from
workplace studies. What makes his approach di�erent is that instead of working from his own �eld
notes, his analysis is `grounded' in the documents produced by an investigation. He is, therefore,
sensitive to the context in which such documents are produced. They cannot be analysed at face
value but must be seen as publications that are intended to achieve particular objectives.

In passing, it is important to note that Law's ideas have important consequences for analysis of
causation in incident and accident reports. His spatial rhetoric can be used to draw conclusions that
are broadly similar to many of the other authors in this area who were introduced in Chapter 11.
Law criticises the idea of blaming a driver or even the safety culture in an organisation because these
are regional interpretations. They place responsibility in a speci�c pigeon-hole and assumes that
blame can be con�ned within particular boundaries. If the safety culture is at fault then operators
can be absolved? However, Law extends his analysis to identify weaknesses in the systemic view of
failure. Many of these criticisms have been implicit in the previous chapters of this book, for example
in the analysis of some of the �ndings from the NASA missions in Chapter 10. Law argues that the
concept of systemic failure often erodes the boundaries between locations but also often implicitly
relies upon the idea that there can be a single focus for particular activities. The proponents of this
view, he argues, often talk about `bringing the system together' or of `a meeting of minds', For much
of the time `the ordering of the railway is indeed imagined and performed in terms of a system with
a more or less strong centre' [476]. This view is, however, 
awed. Law argues that the rail system
best viewed as a system of dynamic and changing relationships that cannot easily be ordered in such
a manner:

\This is that speed and rapid change together push towards tightly-coupled systems
with dense webs of self-sustaining relations. But such systems are best avoided in safety-
critical locations. This is because, as we have seen, when things go wrong disruption
is rapidly and unpredictably transmitted through the system. Failsafe mechanisms and
the tight control of centralised management may work most of the time. But sometimes
they will fail. And then they fail there is no play. No slack. Everything falls down.
The conclusion is that partially connected, multiply ordered, ambiguous and not very
coherent systems are usually more robust. And the corollary is that if we �nd that we
are proposing technologies that demand tight systems then we need to stop and think.
This the ultimate lesson of the Ladbroke Grove tragedy. It is that we have unwisely
created a world which demands coherent systems" [476]

It is interesting that sociological approaches should at the same time yield immensely detailed ob-
servations of group and individual behaviour as well as such high-level insights into safety-critical
organisations. Unfortunately the broad range of these approaches cannot overcome some of the
problems that arise when attempting to use the resulting insights to improve safety. Workplace
studies and sociological analyses seldom yield direct recommendations. In many ways, this is the
point behind the techniques. The insights they provide inform decision making but do not automat-
ically help to shape or focus those decisions. In contrast, statistical techniques can be tailored more
directly to support particular hypotheses about reporting behaviour and the operation of reporting
systems.

15.4.5 Statistical Analysis

Previous paragraphs have introduced di�erent forms of statistical analysis that support the monitor-
ing of incident reporting schemes. These include simple incident and reporting frequencies as well as
threshold models, such as UK Railway Safety's Precursor Indicator Model, and more advanced tech-
niques, including least squares regression used for trend analysis [697]. Several specialist textbooks
provide an introduction to the particular mathematical approaches that support these techniques
[]. In contrast, the remainder of this section focuses on the managerial and organisational issues
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that must be considered when using statistical methods to support the monitoring of incident re-
porting systems. For instance, it is important to consider whether particular numerical values can
yield `valid' insights into the performance of the underlying systems. It is for this reason that the
Transportation Safety Board of Canada do not preset accident totals for particular railways [787].
They argue that `the track, rolling stock and personnel in an occurrence may all belong to di�erent
companies; also an occurrence may have several contributing factors'. Presenting data about one of
these factors might be `misleading' and there is a danger that misinterpretation of the data could
have an unfair a�ect on a company's `competitive position'. As we have seen, other organisations
reject this argument and instead rely upon normalisation techniques to help make valid comparisons
between di�erent organisations. For instance, the independent review of Australian rail safety ar-
gued that without `measurable, appropriately normalised data' it is impossible to determine whether
the industry is becoming safer; whether passenger safety is improving or not and whether there are
signi�cant trends in freight and passenger train incidents and accidents [55]. Table 15.13 illustrates
this point. It documents the number of fatalities associated with di�erent modes of transport and
is taken from the the Australian rail report cited above. It is diÆcult to make direct comparisons
between these statistics because the table does not record the risk exposure associated with each
mode. For example, the relatively high number of fatalities associated with road travel can be o�set
against the disproportionately large number of journeys or trip distances that are made each year
using this form of transport. Similarly, the low number of deaths from maritime transportation
cannot be correctly interpreted without information about the numbers of people involved in this
industry.

1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 % Fall
Rail 60 68 76 48 61 52 39 48 34 39 -35%
Road 3197 2935 2601 2324 2172 2048 2044 2126 2031 1876 -41%
Water 69 60 92 89 77 73 62 60 57 48 -30%
Air 57 97 74 65 79 87 50 65 71 49 -14%
Other 6 3 6 2 1 0 1 2 1 2
Total 3389 3163 2849 2528 2390 2260 2196 2301 2194 2014 -41%

Table 15.13: Transport Accident Deaths, Australia 1988-1997 by Year and Mode [55]

Unfortunately, normalisation does not o�er a panacea for the problems of interpreting incident
statistics. As we have seen, it can be diÆcult to agree upon appropriate criteria. For example,
the information in Table 15.13 might be normalised to present the ratio of deaths to passenger
miles. This would clearly be appropriate within mass transportation modes such as the road and
rail systems. It is less certain that this normalisation would yield meaningful data for the maritime
industries. Relatively small numbers of passengers are carried; fatalities are often associated with
shore personnel servicing shipping. It might, therefore, be more appropriate to normalise according
to the tonnage carried within each industry. This would raise further problems in the analysis of
rail and road data unless a distinction was made between fatalities involving freight and passenger
services.

The choice of normalisation criteria can have an important impact on the calculation of trend
statistics. Di�erent industries respond in di�erent ways to changes in the underlying economic
cycle. For instance, adverse conditions in the world economy during 2001 have arguably had a
more profound impact on air transport than they have upon road transportation. Normalisation
factors that ignore the impact of this down-turn upon passenger traÆc might, therefore, exaggerate
any associated drop in the incident rate. Similarly, as with many forms of statistical analysis,
trend identi�cation can be profoundly a�ected by the base date that is used in any comparison.
It can be diÆcult to interpret the signi�cance of the percentage reductions in Table 15.13 without
understanding the reasons for selecting 1988 as the starting point.

The problems of normalisation and of trend analysis are general in the sense that they a�ect
the monitoring of many di�erent systems. A number of further problems speci�cally a�ect the
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monitoring of incident and accident statistics. Many of these stem from the causal asymmetries that
have been described in previous chapters. Statistical returns often depend upon subjective analysis
to determine the causal factors behind past events. Changes in aggregate data can re
ect changes
in interpretation rather than new forms of failure within an industry. In Table 15.13, problems arise
when compiling statistics for incidents involving more than one mode of transport. As we have seen,
many rail incidents involve pedestrians and road vehicles. It is diÆcult to interpret the statistics
provided in this summary without some explanation of how such accidents would be encoded. Such
fatalities might be associated with the rail system or with the road system or both.

There are a number of speci�c problems that complicate the compilation of incident and acci-
dent statistics. It is often diÆcult to know whether or not particular e�ects can be attributed to
an adverse event. For example, the data is Table 15.13 cannot easily be interpreted without addi-
tional information about the de�nition of a transport-related fatality. This is important because an
individual may die several days after an incident has occurred. In extreme cases, they may receive
injuries that contribute to their death many months or even years after the adverse event. This
attribution problem is exacerbated for occupational illnesses where individuals may also be exposed
to other contributory factors within their wider environment. In the UK, this reasoning led to the
Court of Appeal `Fairchild' decision (December 11, 2001, Lord Justices Brooke, Latham and Kay).
This focussed on cases brought by victims of the mesothelioma lung disease. Mesothelioma is linked
to exposure to asbestos products. The defendants were all employers or operators of premises where
asbestos was being used or cleared. The Appeal Court Justices refused damages to the claimants
because mesothelioma `is a single indivisible disease and a claimant cannot establish on the balance
of probabilities when it was he inhaled the asbestos �bre, or �bres, which caused a mesothelial cell in
his pleura to become malignant'. The impact of this ruling has been profound. It has subsequently
been argued that since it is impossible to identify the individual �bre that causes the mesothelioma
then any exposure to asbestos should be regarded as a possible cause. From this it follows that
the level of liability should re
ect the degree of exposure to any potential cause of the disease. It
remains to be seen whether this line of argument will stand against the Fairchild decision.

Incident and accident statistics can only be interpreted correctly if analysts understand the
criteria that guided the collation of source data. Using di�erent de�nitions for reportable incidents
can lead to very di�erent statistics being presented. This can be illustrated by the way in which
the Transportation Safety Board analysis the performance of its rail network using both Canadian
criteria and the criteria proposed by the US Federal Railroad Administration requirements. The
Canadian criteria since 1992 consider that all main-track and non-main-track accidents are reportable
as long as the damage to rolling stock renders it unsafe. The Federal Railroad Administration
requires a minimum dollar damage threshold of $6,300 US for all reportable accidents. This policy
of using dual criteria in the collation of accident statistics enables accurate comparisons to be drawn
between these two di�erent approaches. For instance, the data compiled by the Canadian Paci�c
Railway for the January - August period of 1994-1996 show very di�erent trends in main track
derailments depending on the criteria used.

\... when TSB reporting requirements were used, CPR's main line derailments were
30% higher during the January - August period of 1996 than during the corresponding
period in 1994 and 1995. However, when FRA reporting criteria were used, the number
of main line derailments remained unchanged throughout the period being examined.
During this three year period, an average of 75% of occurrences that met TSB but not
FRA accident reporting guidelines involved derailments of only one car." [783]

The maintenance of di�erent statistics to re
ect di�erent reporting criteria is a general problem.
For example, it a�ects many agencies and commercial organisations that implement their own lo-
cal criteria but must then follow di�erent agreed criteria when reporting to higher organisations.
For instance, most European Air TraÆc Management organisations must pre-process their incident
statistics before submitting them to EUROCONTROL [423]. One consequence of this is that analysts
must always check which criteria are being applied when interpreting meta-level trend information.
There are additional complexities. For instance, reporting systems often revise their own criteria.
This creates problems when analysts attempt to draw comparisons between more recent statistics
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and those gathered under previous reporting criteria. For instance, the Canadian Transportation
Safety Board revised its guidelines in August 1992. Before this time, derailments and collisions were
only reportable if casualties or dangerous goods were involved or for main-track accidents if there
was property damage in excess of a monetary threshold. As we have seen, since 1992 all main-track
and non-main-track accidents are reportable as long as the damage to rolling stock renders it `un-
safe'. After 1992, all crossing accidents are reportable. Prior to that year accidents at farm and
private crossings were reported only if they involved a casualty/dangerous goods/derailment result-
ing in property damage in excess of a monetary threshold [787]. It is diÆcult to underestimate the
consequences of such changes on the compilation of incident statistics. Some occurrence categories
previously regarded as incidents were now regarded as accidents. Other types of occurrence were
no longer reportable. The changes also made it diÆcult to calculate trends, data reported under
the new de�nitions could not be directly compared to historical data that was gathered under the
previous criteria. Where possible the Safety Board revised previous data in an attempt to adapt it to
the new criteria. They did, however, emphasise that `caution is required' when comparing statistics
before and after the reporting requirement change and that `the interpretation of the results from
recent years has been clouded because of the change in TSB reporting requirements'.

The problems of gathering, of normalising and of interpreting the statistical information used to
monitor reporting systems has led some safety-related organisations to develop extensive criteria to
guide many di�erent aspects of data analysis. For instance, the UK Health and Safety Executive
have been involved in an initiative to `revitalise' the use of Health and Safety targets to promote
national performance. Part of this work has involved the development of a `note' to ensure the
validity of the statistics that will be used to measure progress towards these revised objectives [337].
This note lays out a number of general principles:

1. \Progressmeasurement will involve more than one data source and some adjustment or integra-
tion of data from the di�erent sources will be necessary; as a rule this will only be appropriate
at the global level.

2. Percentage changes over time are what matter for monitoring progress against the targets,
so e�orts should be focused on measuring change; estimates of absolute levels may vary as
information sources evolve.

3. In assessing trends and progress over the strategy period, statistical modelling techniques will
be used to limit the impact of sampling variability in the �gures for individual years.

4. To support the outcome data on injuries and ill health, supplementary approaches should be
explored, for example collecting data on economic, social and cultural factors.

5. The data and methods used for progress measurement will be National Statistics, so the
methods will be subject to independent quality review and stakeholder consultation.

6. A report on progress will be prepared each autumn, comparing the latest data with those for
the base year (1999/2000). For at least the mid- (2004/5) and end-point (2009/10) of the
strategies, this report will incorporate external peer review." [338]

The note also includes speci�c sections describing techniques for describing the injuries target. For
instance, the reporting rate for less serious injuries will be used to calculate an adjustment for the
under-reporting of major injuries. It also lays out criteria for the statistical analysis of work-related
ill health. Existing data sources will be re�ned, for example to account for `the e�ects of raised
awareness'. The note also promises to identify new sources of statistical data, including workplace-
based surveys. Diseases with long latency periods between exposure and health outcome will be
included but will be handled separately from other illnesses for the reasons described in previous
paragraphs.

The note builds on International Labour Organisation recommendations by arguing that data
from di�erent sources should be integrated `to produce an overall judgement about progress'. The
note also outlines some of the high level problems that arise from this approach. The integration of
data can often involve labour intensive adjustments, for instance where they may be subtle di�erences
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in the periods over which aggregate data has been compiled. Also `where one or more of the sources
involve sampling, the reliability of the resultant estimates will reduce as the level of disaggregation
increases' [338]. There are further technical problems. For example, statistical measures are subject
to random error. It is, therefore, usual to indicate a central estimate for any measure together
with upper and lower con�dence levels around this estimate. It, therefore, follows that the lower
con�dence limit must equals or exceed the target value before analysts can argue that the target has
been achieved. Similarly, a target can be shown not to have been met only if the upper con�dence
limit falls short of that target. If the target value falls between the upper and lower con�dence
limits, no de�nitive statistical judgement can be made. These importance of con�dence levels is
often underestimated or ignored by analysts who interpret incident statistics. It can be argued that
this book also falls into this trap by postponing any discussion of these issues until relatively late
in our exposition. The HSE emphasise that these issues must be considered precisely because even
our best measurements are subject to `uncertainty', to `under reporting' and to `sampling error'.
For example, a 1999 labour force surveys reported that there were 380,000 reportable injuries to
workers. Of these, 343,000 were to employees. Employers, however, only completed 161,000 injury
reports. Self-employed people made 1,599 non-fatal injury reports in 1998/99. This compared with
35,000 injuries estimated by the same survey. This suggests a reporting level of less than 5% for
the self-employed. Similarly, the HSE report that the margin of uncertainty on disease estimates
drawn from self-reported surveys is up to 30% for stress/depression/anxiety, upper limb disorders
and back disorders. The margin of error is assumed to be lower for data collected using Sentinel
systems, such as the FDA's trials mentioned in Chapter 14. However, the HSE report the lack of
any agreed methodology for measuring sampling error in these systems. It may not, therefore, be
possible to use statistics to determine whether or not an incident reporting system has actually met
a particular target!

The statistical note, mentioned above, argues that the relatively large statistical errors associated
with accident and incident reporting represent an `unsatisfactory situation' and urge analysts to
`reduce the statistical uncertainty to as low a level as possible' [338]. Partial solutions include the
use of statistical modelling across several years. Data can be taken from successive years rather
simply comparing the base and �nal years of the sample. Overlaps between samples for successive
periods can also be used [697]. The HSE argue that `the precise statistical models will depend on
the series that emerge'. A uniform decline in incidence rates would justify the use of simple linear
regressions. More complex methods may, however, be needed to explain complex trends. This would
be the case if an initial fall in incidents rates was not sustained. The HSE note that a recent analysis
of German accident rates suggested that trends were best modelled as an exponential rather than
a linear decline. They emphasise that these decisions must be `data driven'. They must not be
in
uenced by whether or not they provide a favourable answer [338].

Even if statistical studies obey well intentioned guidelines, such as those cited above, there can
be problems in the monitoring of reporting systems. In particular, problems can arise from the
degree of sophistication implied by those guidelines. The end recipients of the statistics may fail
to understand or interpret the information that they are being provided with. This point can be
illustrated by recent problems in the presentation of UK SPAD statistics.

\HSE statisticians have advised that the method of presenting SPAD information
should be revised to avoid potentially misleading interpretation of the standard analysis.
Previously, ... the standard presentations each month have been represented using the
ratio of that month's SPAD count with the average of the corresponding months of the
six preceding years. These data were then plotted out month by month, together with
a `trend' line �tted to these points (technically a linear least-squares squares regression
line). The main visual message of this representation is the trend line, which could lead
to readers naturally assuming that this represents the trend in SPAD numbers (i.e. if
the slope is up, SPADs are increasing, and vice versa). However this natural assumption
is wrong. The slope of the trendline indicates whether the change in SPAD numbers
(change being measured over the past six years) is getting bigger or smaller month by
month, regardless of whether the change itself is upwards or downwards. A 
at trend
indicates a steady increase or decrease: it does not discriminate between the two. The
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previous presentation thus shifts attention from the issue of primary interest (are SPADs
increasing or decreasing?), to a secondary issue (is the rate of change in SPAD numbers
increasing or decreasing?)." [354]

In other words, the statistical techniques were appropriate for the data being analysed. However, the
graphical presentation of those statistics was easily misinterpreted. Fortunately, there are a number
of texts that discuss appropriate presentation formats for such information. For instance, Tufte's
books warn analysts about a range of common biases that a�ect our interpretation of the graphical
presentation of statistical information [789]. Rather than repeat this material, the following pages
focus on a range of computer-based visualisation techniques that have been developed to support
the monitoring of incidents and incident reporting systems.

15.4.6 Electronic Visualisation

The previous section has argued that many safety managers and regulators have diÆculty in inter-
preting the statistics that are collated to support the monitoring of incident and accident reporting
systems. Engineers and scientists `need an alternative to numbers' when analysing such complex
data sets [526]. Graphical visualisations can be used to address this problem. However, as the pre-
vious quotation illustrates, there are also associated problems when people fail to correctly interpret
those graphical representations. Previous arguments can be illustrated by UK SPAD statistics. For
example, UK SPADs are categorised according to a severity classi�cation scheme. The following
de�nitions introduce the term `signal overlap'. This is the distance speci�cally provided after signals
as a safety margin to cater for misjudgement or problems with the train braking systems. Italics
are also used to represent changes from previous de�nitions. The associated HSE reports do not
describe these changes in detail. It must be assumed that the HSE have updated the historic data
to re
ect the new de�nitions. This further emphasises the importance of providing suÆcient infor-
mation about the criteria used when compiling statistics so that readers can correctly interpret the
impact of such changes in the de�nitions of particular categories:

� Category 0: Not entered

� Category 1: Overrun 0 to 25 yards, overrun not exceeding overlap, and no damage, injuries or
deaths.

� Category 2: Overrun 26 to 200 yards, overrun not exceeding overlap, and no damage, injuries
or deaths.

� Category 3: Overrun greater than overlap plus all overruns greater than 200 yards and no
damage, injuries or deaths.

� Category 4: Track damage only with no casualties.

� Category 5: Derailment with no collision and no casualties.

� Category 6: Collision (with or without derailment) and no casualties.

� Category 7: Injuries to sta� or passengers with no fatalities.

� Category 8: Fatalities to sta� or passengers.

Table 15.14 presents an extract from the associated UK SPAD statistics. Although it is relatively
easy to extract salient features from this data, it is important to remember that it only represents
a very limited snapshot of previous SPAD incidents. The introduction of additional information,
such as the operating companies involved in each SPAD, can add considerable complexity to the
interpretation of these statistics. The visualisation of this additional detail will be addressed in
subsequent pages. For now, it is suÆcient to observe that the statistical information in Table 15.14
can be visualised in a number of di�erent ways.
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94/95 95/96 96/97 97/98 98/99 99/00 00/01
0 0 0 0 0 0 0 0
1 43 38 39 35 35 38 33
2 28 33 26 28 29 31 24
3 20 24 28 29 28 27 37
4 7 4 5 4 5 2 2
5 1 1 2 2 2 2 4
6 0 0 0 0 0 0 1
7 1 1 0 1 1 1 0
8 0 0 0 0 0 0 0

Table 15.14: Percentage of Total SPAD Incidents by Severity by Year [353]

Figure 15.1 illustrated a `conventional' visualisation for this data, based on several similar graphs
in the HSE SPAD returns. As can be seen, the percentage of incidents at particular levels of severity
are mapped onto the Y-axis. The X-axis is used to denote the data set from each year's returns. Lines
can be plotted between individual data points to illustrate potential trends between SPAD incidents
at particular levels of severity. It is important that safety managers and the administrators of incident
reporting systems carefully consider the strengths and weaknesses of such visual representations. On
the one hand, Figure 15.1 provides a relatively clear overview of the data in Table 15.14. On the
other hand, it fails to capture the con�dence intervals that was emphasised as a important part of
any statistical analysis in the previous section. This can be done by introducing bars above and
below the central point for each data value in Figure 15.1. There are further problems. A far greater
percentage of incidents occur at severity levels 1,2 and 3 than 0, 4, 5, 6, 7 and 8. Similarly, the
relatively low proportion of incidents at severity levels 0 and 4to 8 also creates considerable overlap
between the `trend lines' in Figure 15.1. It is diÆcult to distinguish between small di�erences in the
proportion of incidents at these severity levels over the time period concerned. Such problems might
be addressed by using two di�erent scales on the Y-axis. A relatively large interval might be used
for the large di�erences between values for severity levels 1,2 and 3. A more �ne-grained scale might
be introduced for the lower proportion of incidents at severity levels 0 and 4 to 8. It is important to
emphasise that these caveats are typical of the problems that complicate the visualisation of incident
reporting statistics in many di�erent industries. The severity distribution reported by the HSE is
similar to those identi�ed by EUROCONTROL in air traÆc management [423] and by maritime
reporting agencies [366].

A number of further problems a�ect the visualisation in Figure 15.1. In particular, readers may
fail to notice that the values in this graph represent percentages rather than absolute frequencies for
SPAD incidents. This potential pitfall is addressed by the alternative visualisation in Figure 15.2.
In this representation, the data is cumulatively mapped onto a percentage scale so that users can see
the way in which di�erent levels of severity contribute to that total proportion of SPAD incidents.
This visualisation arguably `exposes' the relatively large percentage of level 8 events in 1994-1995
more clearly than the previous representations. As with Figure 15.1, number of further criticisms
can be made. It is diÆcult to identify the precise percentages for each severity level, especially for
the categories 0 and 4 to 8. This could be addressed by introducing labels to provide the numeric
values in table 15.14. These might also provide absolute numbers of SPADs in each category to
avoid the confusion between proportions and frequencies, mentioned above.

Many further visualisations can also be used to represent the data in Table 15.14. For example,
Figure 15.3 uses a form of `radar' presentation. A separate axis is drawn for each of the data sets
being considered. Each axis begins at a common origin and ends at a point such that there is a
uniform distance between consecutive axes on the circumference of a circle. Lines can be drawn
between the proportion of incidents at a particular severity level for each data set. If the proportion
remained the same then one would expect to form a regular shape. In this case, with seven data sets
we would anticipate regular heptagons. This is illustrated by SPADs at severity levels 1 and 2 whereas
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Figure 15.1: Static Conventional Visualisation of SPAD Severity by Year

a clear distortion can be observed at level 3 in 2000-2001. Again, however, the use of a uniform scale
along each of the seven axes creates problems in distinguishing the relative proportion of incidents
in categories 0 and 4 to 8. The key point in introducing each of these alternate representations is
that their strengths and weaknesses must be matched against the particular requirements of their
intended users. Figure 15.2 arguably provides a more accurate impression of the relative percentages
at particular severity levels. It would, therefore, be appropriate for presenting this data to analysts
who were not frequently required to monitor these statistics. In contrast, Figure 15.3 and Figure 15.1
might be used in circumstances where readers might be expected to recognise that these images did
not record incident frequencies at particular severity levels .

Most of the visualisations that support the monitoring of incident reporting systems are generated
by teams of statisticians who work from incident databases. They publish summary documents that
are distributed to more senior management at regular intervals. This approach can create a number
of limitations. For example, there may be a signi�cant delay between the collation of incident data
and the publication of the graphs and forms that are used to monitor those statistics. This prevents
regulators and managers from taking prompt action in response to sudden changes. Electronic
visualisation systems avoid these problems by linking graphical representations to on-line incident
information systems. Users can automatically update the values in a visualisation to re
ect the most
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Figure 15.2: Static `Column' Visualisation of SPAD Severity by Year
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Figure 15.3: Static `Radar' Visualisation of SPAD Severity by Year

recent changes to a database. There are further speed bene�ts . The use of wide area networks can
rapidly disseminate monitoring information across many di�erent contributory organisations and
stake holders. For example, UK Railway Safety's Safety Management Information System (SMIS)
provides on-line updates about the 250 safety events that are reported across the network each day.
Over 50 organisations and 300 registered users can access updates about these incidents as they are
entered into the system.

Electronic visualisation tools also o�er a number of further bene�ts. Safety managers often �nd
it diÆcult to produce new visualisations that might better help them explore alternative hypotheses
about the causes and consequences of adverse events. If standard graphs and bar charts do not satisfy
their requirements then managers must negotiate with their statisticians to request changes in the
standard presentation formats. In contrast, many reporting systems now provide managers with
direct access to incident data through the relational database technology described in Chapter 14.
These systems help safety managers to pose interactive requests for data using the Structured Query
Language (SQL) and its derivatives. Alternatively, user interface facilities can be provided to simplify
query composition by supporting a more limited range of retrieval tasks. In either case, it is possible
to use these information requests to drive graphical visualisations of statistics that characterise
the information within the relational database. For example, Railway Safety's SMIS integrates
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with another PC-based reporting package (Crystal Reports). This enables users to customise the
extraction of information from the safety management system to drive a large number of alternate
visualisations.

As we have seen, however, a number of problems limit the utility of relational systems. It can
be diÆcult for many safety professionals to master the syntax and semantics of SQL queries. For
example, the following command for extracts SPAD data from an SQL database described by Speirs
and Johnson [752]. It selects incidents where the overshoot is between 250 and 1,000 yards and
the severity level was between 4 and 8 occurring between 18:00 and 24:00. The syntax has been
simpli�ed from that used in the full implementation of the reporting system!

select * from Incidents as i
where Overshoot between 250 AND 1000
AND ProvisionalSeverity between 4 and 8
AND Time between 180000 AND 240000

The problems that managers have in interpreting relational commands has profound implications;
`inaccurate' queries can trigger recommendations that might not otherwise have been made. The
use of pre-canned queries developed by support sta� can be equally problematic. Previous studies
have shown that safety managers often misunderstand the information requests that others develop
for them [748]. Further criticisms can be raised because many existing electronic visualisations
are simple extensions of paper-based representations. They are dominated by bar charts, scatter
plots and conventional graphs. This is a missed-opportunity given the more advanced visualisation
facilities that have been developed in other application domains. A further problem is that standard
bar charts and graphs cannot easily be used to represent the complex `multi-dimensional' data that
is gathered about adverse events. For instance, Table 15.15 provides a brief excerpt from the SPAD
data that is routinely disseminated by the HSE. It is unclear how any single visualisation might
be used to capture this heterogeneous information. If such a system could be developed then users
might be enabled to explore di�erent attributes of the data. For example, it might be possible to
explore whether a particular zone su�ered from incidents at a particular level of severity at a similar
time of the day or week. Alternatively, it might be used to determine whether the consequences
of SPADs in some zones were e�ectively mitigated by defensive driving, leading to lower severity
incidents with limited overshoots.

Previous paragraphs have criticised many incident reporting systems because they have failed to
exploit the bene�ts o�ered by recent advances in information visualisation. A vast range of computer-
based visualisations have been developed to help users extract statistical information from medical
and other forms of scienti�c data [526]. They have also been used to visualise document collections
and navigate the many thousands of potential results from web-based search [706]. This work has had
little impact on the current generation of relational databases that support most incident reporting
systems [753]. Speirs [752] has, therefore, begun to transfer more recent visualisation technology to
support the presentation of UK SPAD data based on the subset of SMIS, presented in Table 15.15.
The intention is not that these visualisations would replace other forms of numerical data analysis.
In contrast, the aim is to provide a decision support tool that will enable safety managers and
regulators to perform more interactive forms of search. Such visualisations are intended to help
users `discover' new properties of incident data that will enable them to monitor both changes in
the underlying failures and the performance of the reporting system itself.

The design of the prototype visualisation was based around requirements derived from discus-
sions with sta� involved in the original, UK CIRAS con�dential incident reporting system. These
discussions emphasised the importance of juxtaposition within any visualisation for rail incident
data. For example, it is important to compare the incidence of multiple and single SPADs within
the same region. This information can be used to identify existing `hot spots' where repeated SPADs
have occurred in the past. This information can then be used to anticipate future problems where
single incidents might, over time, become multiple SPADs. It is important to emphasise that one of
the aims in implementing the SPAD visualisation tool was to identify the requirements for future
interfaces to incident data. Before building such a prototype, it was diÆcult to provide railway
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Date
(2000)

Time Signal
No.

Location Train
Operating
Company

Zone Dist.
Passed
(Yards)

No. of
SPADs
at
signal

SPAD
severity

No. of
SPADs
by
driver

HMRI
Action
Level

1/11 0339 B248 Narroways
Junct.

EWS GWZ 2377 8 7 2 3

1/11 1910 LD32 Liskeard Wales &
West

GWZ 12 2 3 1 2

1/11 1310 TT83 Pye
Bridge

EWS MZ 30 1 2 2 2

1/11 0430 T626 Horsham
Road
Xing

AMEC SZ 200 1 3 1 3

2/11 1058 BW6 Bottesford
West

Central
Trains
Ltd

MZ 200 1 2 1 3

4/11 1015 RETB Halesworth Anglia EAZ 50 1 2 1 1
5/11 1705 St

And
X

Bristol
Temple
Meads-P5

Wales &
West

GWZ 85 3 3 1 2

5/11 0030 LR534 Hathern EWS MZ 200 1 2 2 2
7/11 1035 HP20 Harringay

Park
Silverlink EAZ 1056 3 3 3 3

7/11 1240 E118 Taunton Wales &
West

GWZ 25 3 1 2 2

8/11 0620 R838 Newbury Thames
Trains

GWZ 3 3 1 3 3

Table 15.15: Subset of SPAD Incidents for November 2000 [353]

sta� with an accurate impression of what was, and what was not possible, given current technology.
The prototype has since been evaluated with support from UK Railway Safety and this process has
helped to provide more detailed requirements for future versions of the visualisation. Some of the
more surprising results from this consultation process are discussed in later paragraphs.

Figure 15.4 provides a screen shot from an initial version of the visualisation tool. The top left
of the screen presents a map of the UK, each dot on the map represents the location of a SPAD.
Colour coding can be used to distinguish multiple SPADS. The user can select each of these icons
to obtain a range of more detailed information about the signal location. Figure 15.5 shows how
this can include a time-line of previous events relating to the placement of the signal and also any
previous SPADs. It can also include photographic information as well as plans and 3D models of
the signal location.

The bottom of the screen in Figure 15.4 provides access to the more detailed information that the
system holds about each SPAD. This corresponds to an extended form of the information presented
in Table 15.15. By default, every SPAD incident is represented by a single dot and by a row in
the panel at the bottom of the screen in Figure 15.4. However, the exact number of dots and rows
will change in response to user selections. These are formed using the panel on the top right of the
display. Figure 15.6 provides a more detailed image of these input widgets.

The visualisation tool uses a technique known as `dynamic querying' [6] to avoid the problems
associated with forming and interpreting the results of SQL statements. This technique enables users
to extract information from a data set by directly manipulating common interface widgets such as
sliders, lists and radio buttons. In Figure 15.6, the user can select either end of the Overshoot,
Severity Category, Time of Day and Date sliders. For example, if they select the left hand icon on the
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Figure 15.4: Computer-Based Visualisation of SPAD Data
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Figure 15.5: Signal Detail in SPAD Visualisation

Overshoot slider then they can alter the minimum overshoot distance for any SPAD displayed in the
map view on the left. All SPAD incidents with an overshoot that is less than the value displayed
on the slider will not be shown as dots on the map. Similarly, if the user selects the right end of
the Severity Category slider and moved it from 8 to 3 then only SPAD incidents assessed to be in
categories 1, 2 and 3 would be displayed. This form of interaction is known as `dynamic querying'
because it is, typically, built on top of a more conventional database. Each time the user makes
a selection and changes the position of the slider, a new query is automatically generated by the
visualisation tool and evaluated by the underlying database. It is important to stress, however, that
the user is only aware of the interface components shown in Figures 15.4 and 15.6. They need not
consider the underlying complexities of relational implementations. The lower portion of Figure 15.6
represents a choice or list widget. The user can �lter their query to only display SPADs associated
with particular train operating companies. By combining this approach with the slider mechanisms,
it is possible to identify the most severe incidents involving particular operators during particular
times of the day.

As mentioned, the number of dots shown on the map view in Figure 15.4 is updated in response
to each query made by the user. As might be expected, the number of dots shown will be greatly
reduced if the sliders are altered so that only the most severe incidents are considered. Conversely,
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Figure 15.6: Dynamic Queries in the Visualisation of SPAD Incidents

the number of dots will increase greatly if the sliders are then adjusted to consider lower severity
incidents. This use of dots on the map view is based on a number of previous visualisations in other
domains, including epidemiology, where it is important to monitor the location of particular types
of incident [752].

The visualisation, described above, created a number of practical diÆculties when applied to
incident reporting. For example, many incidents are clustered within a particular geographical
location. In epidemiology this can correspond to particular out-breaks of a disease. In our railway
case study, these `hot spots' often corresponded with complex network characteristics and poorly
sited signals. This resulted in a large number of dots representing SPADs within a small set of
locations on the map. Unfortunately, this representation created problems because users had to
`zoom' in to gain the more detailed map view that was necessary to distinguish between di�erent
SPADs on signals that were close together. This was a particular problem given the high density of
commuter rail operations in the South East of England and especially around London. Fortunately,
other visualisation research can be used to identify potential solutions to this problem. For instance,
Figure 15.7 shows how current versions of the prototype exploit a form of Fekete and Plaisant's
eccentric labelling technique [246]. As the user moves their mouse over a region in which more
than one SPAD has occurred the system will automatically `pop up' an associated label with the
location name of the incident. The user can then select each individual label to gain more detailed
information about one of several incidents within the same area.

As mentioned, there are relatively few examples of more advanced visualisation techniques being
applied to the monitoring of incident reporting systems. In consequence, the selection of appropriate
techniques remains an area of active research. For example, the need to use eccentric labelling
emerged as the visualisation prototype was expanded to support larger quantities of SPAD data.
This illustrates the way in which the selection of appropriate techniques is driven by the problems
that are created by the application domain. Given the lack of research in this area, it is unsurprising



882 CHAPTER 15. MONITORING

Figure 15.7: Eccentric Labelling in the Visualisation of SPAD Incidents

that the initial attempts described in this chapter should also produce some techniques that failed to
support the needs of their intended users. For example, initial discussions with representatives from
UK Railway Safety indicated that their safety managers would prefer to integrate the sliders and
lists of the dynamic querying technique with more conventional graphs and charts. During `walk-
through' demonstrations, several of their senior managers argued that they were already familiar
with the geographical distribution of events and more would be gained by integrating standard forms
of statistical representation with the more innovative aspects of dynamic querying. Current research
is investigating whether these views are shared by Train Operating Companys. The intention is
to extend the initial prototype so that users can alter the image in the top left of the display in
Figure 15.4.

Hamming argues that `the purpose of computing is insight and not numbers' [304]. This sec-
tion has argued that computer-based visualisations can be used to increase the insights that might
otherwise be gained from monitoring statistical summaries of incident reporting metrics. We have
not, however, presented any direct evidence to demonstrate the validity of these claims. Previous
sections have considered some of the problems that arise from attempts to obtain such evidence.
For instance, ethical problems restrict opportunities to introduce new information systems in `live'
reporting schemes if new visualisations can potential hide important information about adverse
events. Further problems arise from the novelty of many computer-based visualisations. Users can
express strong subjective satisfaction during the initial use of these systems simply because they
represent a departure from existing techniques. This initial approval does not, however, imply that
they will continue to be satis�ed with the system over a longer period of time. The following section,
therefore, describes how experimental techniques can be used to gather evidence about the utility
of such visualisation tools and about incident reporting schemes in general.
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15.4.7 Experimental Studies

The work on SPAD visualisation provides a useful case study of the problems that can arise in
assessing or evaluating the meta-level e�ectiveness of incident monitoring tools. Some of these prob-
lems stem from the nature of such information systems. Computer users often �nd it diÆcult to
express their requirements and needs to a designer. The �eld of requirements engineering within
computer science has developed numerous techniques to address this problem [459]. As has been
explained in the previous section, prototype implementations can provide potential users with a
better idea of what is possible using existing technology. There is a danger, however, that consider-
able resources will be invested before safety managers and regulators con�rm that the implemented
system provides few bene�ts beyond those of existing systems! Participatory design techniques have
been developed to address this problem. End users are represented in design teams and provide
detailed guidance on a daily basis. The introduction of this end-user feedback can reduce the like-
lihood that a �nal implementation will fail to meet the needs of its potential users. Unfortunately,
a number of problems limit the use of such validation techniques for the monitoring systems that
support incident reporting schemes. In particular, most systems will only ever be used by a handful
of domain experts, safety managers and regulators. These individuals usually play important safety
management roles and, hence, their time is both a valuable and scarce resource. In consequence, it
is often impossible to secure the level of commitment implied by participatory techniques.

The diÆculty of obtaining access to the individuals who are involved in monitoring incident
reporting systems creates further problems. As mentioned, key personnel seldom have the time
that is necessary to conduct prolonged evaluations of prototype systems. This makes it diÆcult
to perform the longitudinal studies that combat the biases created by the introduction of novel
technology and by the Hawthorne e�ect, mentioned in Chapter 5. Long-term studies also often
imply that monitoring systems will run alongside existing applications. This duplication avoids
the ethical problems of experimenting with a `live system'. It also creates additional managerial
complexity and considerable expense.

Fortunately, a range of low cost evaluation techniques can be used to address the problems of
gaining access to key sta�. Some of these methods minimise the direct participation of end-users in
the early stages of design. For instance, heuristic evaluations provide designers with rules of thumb
that can be used to make inferences about potential usability problems in the �nal implementation
of a computer-based monitoring system. There are both general heuristics [634] and heuristics that
support the evaluation of particular systems. For instance, Shneiderman [739] provides a set of
criteria that can be used to assess interactive visualisations:

� overview: the visualisation must provide the user with a high-level overview of the information
that is being presented;

� zoom: the visualisation must enable the user to move from the higher-level overview to focus
on speci�c items of interest;

� �lter: the visualisation must enable the user to �lter out related items of information that are
not relevant to their current information requirements;

� details on demand: it should be possible to select a particular item or group of items and
obtain additional information about the selected items;

� relate: it should be possible to use the visualisation to view relationships between items of
information;

� history: it should be possible to undo the e�ects of a selection or �ltering operation, it should
also be possible to redo previous operations when necessary.

� extract: it should be possible to extract sub-collections from the mass of initial data so that
queries can be posed on subsets of the data.

Speirs has used these criteria in the evaluation of the SPAD prototype that was described in the
previous section. For example, the dynamic querying facilities provide means of rapidly undoing a
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�lter operation by returning the sliders to their original position. However, early implementation
did not enable users to extract and save sub-sets of the data for later analysis. It can be argued that
this is unnecessary given the ease with which queries can be composed from the simple interface
widgets. This argument illustrates both the strengths and weaknesses of heuristic evaluation. These
guidelines are a starting point for the evaluation of a potential system. They are also subjective and
open to a wide range of interpretations. This makes it likely that di�erent designers may apply the
same criteria in a range of di�erent ways. In consequence, there is often a need to perform direct
user evaluations to resolve the di�erent claims that can be made about particular heuristics.

Fortunately, a range of low cost techniques can be used to provide user feedback but without
the expense associated with longer-term evaluations. For instance, cooperative evaluations and
`think aloud' techniques require that analysts set potential users a series of tasks with a prototype
implementation [876]. The focus on accomplishing speci�c tasks, such as using the system to create
a particular statistical summary, avoids the need to ask leading questions, such as `hwta do you
think?'. The responses to such prompts are, typically, impossible to interpret as they can be biased
by a range of subjective factors including a concern not to appear ignorant about information
technology. By focusing on whether or not the user can perform particular tasks, the intention is
to determine whether the system will meet their needs. Subjective satisfaction can be assessed as
part of subsequent validation activities. The participants in a cooperative evaluation then attempt
to perform the tasks as best they can. If there is any confusion or they do not know what actions
to perform then they should express their uncertainty by `thinking aloud'. The designer can then
either provide appropriate feedback or allow the potential user additional time to work on the
problem. In either case, there break-downs are noted and become the focus for subsequent re-
design. As mentioned, these techniques are relatively low cost because they do not require the
prolonged participation of senior sta� and domain experts. Feedback is provided in a relatively
informal setting and evaluations can be conducted in a relatively short period of time.

Unfortunately, a number of further limitations a�ect the use of cooperative evaluations to monitor
the e�ectiveness of monitoring tools. In particular, it can be diÆcult to generalise beyond the results
provided for particular users operating a particular version of a prototype implementation. The fact
that one safety manager successfully accomplished a task does not imply that others will achieve
similar successes. Further problems arise when validation tasks must derive comparative measures
for the relative utility and usability of rival designs. It can be diÆcult to use the introspections
derived from `think alouds' to show that one design is better than another. It is for this reason
that several groups have attempted to perform experimental evaluations of monitoring tools [753].
These techniques rely upon established methodologies, often derived from experimental psychology
[686]. They rely upon the analysts' ability to distinguish the change, or independent variable, that is
linked to a change in the measurement of a dependent variable. For example, an experiment might
be conducted to establish the hypothesis that a new monitoring system reduces the time taken to
perform a range of key tasks. The dependent variable would be the two versions of the monitoring
system. The independent, measured variable would be the timings taken over the range of tasks.
The method chosen to conduct such an experiment must be carefully considered to ensure that only
the dependent variable is altered between the two conditions. For example, if experienced sta� were
used with the new system and novice sta� with the old then one might expect better performance
with the newer system than with the old.

Speirs has used this approach to evaluate the utility of his visualisation tool as a means of moni-
toring incident reporting data [753]. This study illustrates the complexity of conducting experiments
within this area:

1. it is unclear how to develop appropriate tasks for users to perform during the evaluation
Traditionally, many validation activities have focussed on well-speci�ed tasks such as �nding
the answers to particular questions. For instance, a user of the SPAD visualiser might be asked
to �nd out the distance of overshoot associated with an incident in a particular location. This
style of experimental evaluation cannot easily be used to support the validation of incident
reporting systems. Safety managers are seldom faced with such speci�c information requests.
Greater challenges come from the need to identify patterns and trends within a complex data
set. This implies that any evaluation will have to focus on less directed forms of interaction;



15.4. MONITORING TECHNIQUES 885

2. fatigue can complicate experimental evaluation. The longer that a user interacts with a tool
then the more tired they can become, especially if they are being asked to use new and
unfamiliar systems. One consequence of this is that if an evaluation compares two systems
then many users' will perform less well with the second system that they meet. Fatigue becomes
more of an in
uence than any potential design improvements. Counter-balancing can be used
to address this problem. This implies that half of the user group will meet the old system �rst
and the other half will meet the new version �rst;

3. learning e�ects with new systems complicate experimental evaluation. Counter-balancing can-
not reduce the problems created by learning e�ects. For instance, it may take some time before
novice users of a new system can build up the same level of expertise that they have achieved
with the existing implementation. This e�ect can often be observed when users' performance
with a new system slowly improves as they attempt successive tasks. This problem can be
addressed by designing a series of training tasks to ensure that users are happy with both of
the systems that are being compared. The users' performance with these tasks is not measured
as part of the experimental evaluation and users are only encouraged to progress once they
feel happy that they are able to perform them unassisted;

4. learning e�ects with particular tasks complicate experimental evaluation. Learning e�ects
not only complicate the comparison of alternative monitoring systems. They also e�ect the
tasks and the data sets that are presented to the user during the evaluation. For example,
if users were asked to perform the same tasks with two di�erent systems then one might
anticipate that a knowledge of their previous answers might in
uence subsequent responses. It
is for this reason that many experimental evaluations provide di�erent tasks for each system.
This creates further problems because some questions might be `easier' than others. Hence,
it becomes necessary to ensure that counter-balancing also considers the questions that are
associated with each system. Table 15.16 provides an example of the complexity that this
can create. It also emphasises the point that was made earlier, experimental evaluations can
require access to relatively large numbers of users in order to exploit such techniques;

Group 1 Old System Questions A Questions B New system Questions A Questions B
Group 2 New System Questions A Questions B Old system Questions A Questions B
Group 3 Old System Questions B Questions A New system Questions B Questions A
Group 4 New System Questions B Questions A Old system Questions B Questions A

Table 15.16: Counter-balancing Systems and Tasks

5. learning e�ects with particular data sets complicate experimental evaluation. It can be diÆcult
to use counter-balancing as a means of reducing learning e�ects associated with particular data
sets. For example, users may get a better `feel' for the information that they are being asked
to monitor as they interact with it over time. This e�ect could be addressed by partitioning
the incident dataset into two or more sections and then introducing additional user groups to
experience each data set with one of the experimental conditions, shown in Table 15.16. Such
techniques undermine the validity of the evaluation. It is likely that any �nal implementation
would have to support the entire available data set. Frequently the need to control experimental
conditions can lead evaluators to impose unrealistic constraints on the use of a system. This
creates problems because the results of any study are, therefore, indicative of the system that
was evaluated and not of the system as it might operate in an eventual working environment;

6. what do we measure? It can be diÆcult to identify the measures that might be used to
assess the e�ectiveness of a monitoring system. It is seldom the case that �ne grained timings
would have a signi�cant impact upon many safety managers. It may make little di�erent
whether it takes 6 or 8 minutes on average to identify a particular trend so long as that
trend can be identi�ed. Further problems arise because measurement criteria are, typically,
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multi-dimensional. In consequence, it can make little sense to compare very di�erent systems
using the same criteria. For instance, relational databases can provide relatively fast access to
information in response to speci�c queries. In contrast, the SPAD visualisation tool supports
less directed forms of search. It would be unsurprising to �nd that each tool performed less
well when assessed against criteria that were not used to guide their initial development.

This is a partial list, many further problems complicate the design of experimental evaluations.
The interested reader is directed to the summary in [127, 303]. In contrast this paragraph provides
an example of the experimental techniques that were used in the validation of the initial SPAD
prototype.

It was initially only possible to recruit seven subjects. This illustrates the way in which access
constraints can frustrate attempts to employ the counter-balancing mentioned above. As this was
a preliminary evaluation, Spiers compared the performance of the SPAD visualisation tool with the
statistical presentation of SPAD data that is presently hosted on the HMRI's web cite [354]. Further
studies are currently comparing the visualisation tool more directly with the existing presentation
of data from Railway Safety's extended Safety Management Information System (SMIS), mentioned
in previous sections. The initial comparison focussed on a number of relatively open ended tasks.
Users were asked to rate their agreement with a number of statements on a scale from one to seven
[753]. As we shall see, this complicated the analysis of the results from the study. It was, however,
intended to provide a measure of the certainty that participants felt in the conclusions that they
reached using a particular visualisation. For the purposes of counterbalancing, the questions were
assigned to one of two groups and the position of questions within each group was varied. From this
it follows that each participant answered all of the questions, however, the order that they answered
them was varied as was the system used to generate their answer:

� Set A:

1. Events at multiple SPAD signals constitute around 40% of all SPADs.

2. Most SPADs have a severity category of 3 or over.

3. Most SPADs involve an overshoot of less than 200 yards.

4. The number of incidents at multiple SPAD signals is increasing from month to month.

5. Incidents involving a signal that had previously been passed at danger usually also involve
a driver that has been involved in a previous SPAD.

� Set B:

1. Railtrack Midland Zone (MZ) is the zone with the lowest number of SPADs.

2. The number of incidents is relatively stable from month to month.

3. SPADs are more common in the morning (24.00-12.00) than in the evening (12.00-24.00).

4. The incident with the longest overshoot distance occurred in Manchester.

5. No SPAD has occurred north of the incident at Perth Yard (signal P197).

Some questions can be answered directly from the information provided by a particular system. For
instance, the map view of the visualisation can be used to directly identify whether or not a SPAD
occurred beyond signal P197. Similarly, the spreadsheet view provided by the HMRI, illustrated
by Table 15.15, can be directly used to identify whether or not the longest overshoot occurred near
Manchester. Other questions involved a greater degree of analysis and interpretation. For example,
there is no direct means of determining whether multiple SPADs formed a particular percentage
over overall incidents from the data that was presented to each user in either system.

The degree of interpretation and analysis involved in some questions, together with the seven
point scale, created problems in analysing the results of the evaluation. In order to do this, ideal re-
sponses were identi�ed for each question. These `solutions' were based on the HMRI's interpretation
of the SPAD data. The users' performance with each system was measured in terms of the absolute
(ie., non-negative) divergence of their score from this ideal value. For example, a user might assign
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the value 1 to show that they disagree with the statement `most SPADs involve an overshoot of
less than 200 yards'. If the HMRI indicated that most SPADs did involve overshoots of less than
200 yards then the ideal score would have been 7. The user would then be assigned the value 6 for
their performance on this question to indicate variance from the ideal answer. The results from this
evaluation are presented in Table 15.17. As can be seen, timings were not taken during the study
and users were encouraged to take as much time as they liked.

Subject SPAD Visualisation HMRI Site
A 9 9
B 6 9
C 6 4
D 4 10
E 13 1
F 2 5
G 5 10

Total variance from `ideal' 45 48

Table 15.17: Initial Results from Experimental Evaluation of the SPAD Browser

As can be seen, the results showed very little di�erence between the performance of the users
with either visualisation. Perhaps more remarkable is the variation in individual performance. For
example, subjects A and B did equally well with either monitoring system. In contrast, subjects D
did much better with the SPAD visualisation while E showed less variance from the `ideal' responses
when using the more conventional spreadsheet format used by the HMRI. These results led Speirs
to realise that users were exploiting the graphical visualisations and the tabular format for di�erent
purposes. The sliders of dynamic querying techniques were used to �lter the data set while the
tabular or spreadsheet view was used to rapidly scan for particular numeric values. This justi�ed
the introduction of tabular data into the bottom half of the display illustrated in Figure 15.4.

Subsequent work identi�ed a number of limitations with this experiment. These limitations illus-
trate further problems with the experimental method as a means of validating incident monitoring
tools. Cooperative evaluations were conducted with more senior sta� from Railway Safety. They
argued that the tasks were not particularly signi�cant for the end-users of SPAD incident data. The
location information provided by the map view simply helped to reinforce the correlation between
SPADs and the density of railway operations within particular zones. In contrast, they advocated
the geographical presentation of information about suicides as well as trespass and vandalism in-
cidents. They argued that these incidents did not relate so directly to the 
ow of traÆc but did
possibly cluster around particular geographical regions, for instance with particular problems of
social deprivation and unemployment [753].

The previous paragraphs have explained how ethical issues can prevent investigators from eval-
uating new reporting techniques on `live' systems. Initial `teething' troubles can lose safety-related
information. Dissatisfaction with prototype tools and techniques might jeopardise the future success
of an existing scheme. Laboratory techniques, typically, avoid these problems by examining the oper-
ation of a new system in under carefully controlled conditions with simulated tasks. Some attempts
have, however, been made to conduct experimental comparisons with `live' systems. These evalua-
tions have abandoned some of the controls that are normally associated with laboratory assessments
in order to increase the experimental validity of their results. Novel techniques are compared to
existing approaches using real operators reporting actual incidents. This approach was used to eval-
uate initial versions of the ATSB's INDICATE program [46]. INDICATE provides company's with
a framework for eliciting, documenting and monitoring safety-related incidents. It is also supported
by a range of software tools that can be tailored to the individual requirements of participating
organisations. The INDICATE program has also been extended to support organisations in the avi-
ation, road, rail and maritime industries. Initially, however, the evaluation focussed on the aviation
domain. An Australian regional airline agreed to use INDICATE in one of its operational bases
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while another section of the same organisation was used as a control group over an eight month
trial period The length of the evaluation re
ects the intention to recreate `realistic' reporting be-
haviours during the study. Experiments that run over a couple of hours can often su�er from biases
that create `atypical' reporting behaviour. This style of evaluation has much in common with the
Sentinel studies, described in previous paragraphs. Resources are focussed on an initial trial of a
new reporting technique. There are some important di�erences. In particular, the use of a control
group is directly taken from experimental evaluation techniques and helps to provide some basis for
comparing the results obtained by the introduction of a new scheme. As we shall see, however, it
can be diÆcult to make accurate comparisons between these two di�erent groups.

Five evaluation criteria were used to determine whether INDICATE had a positive e�ect: airline
safety culture; sta� risk perception of safety hazards; willingness of sta� to report safety hazards;
action taken on identi�ed safety hazards and sta� comments about safety management within the
airline. 48 safety reporting forms were submitted by the INDICATE group, 9 were submitted
by the Non-INDICATE group. Analysts argued that this di�erence `may be a direct result of
an attitude change within the INDICATE base as a result of the safety program (e.g. a more
positive attitude to reporting safety issues, increased sta� con�dence that safety problems would be
addressed, more awareness amongst sta� of operational hazards, and improved sta� commitment
to improving company safety)' [46]. A questionnaire was used to provide feedback about the other
evaluation criteria. A reliability analysis was conducted to establish that the questions elicited
consistent responses from individual participants. Such studies are importance because doubts
can arise if the same person provides radically di�erent answers to the same questions within a
short period of time or if individuals in the same organisation express radically di�erent views
about the same topic. Under such circumstances, it may be more important to understand the
di�erences within a group than between two di�erent groups. After the trial, the INDICATE group
showed `a signi�cant improvement in their mean safety culture score, while the Non-INDICATE base
results showed a poorer safety culture'. Various statistical measures, including T-tests and ANOVAs,
were used to support the �nding. It was argued that there was a `99.9% certainty that the safety
culture improvement, demonstrated in the INDICATE base, was due to the implementation of the
safety program and not some chance factor' [46]. Such arguments are, however, complicated by the
problems of conducting `experimental' evaluations on reporting systems. At the start of the study,
sta� in both centres indicated that safety was managed `in a positive manner' [46]. However, the
INDICATE site achieved a slightly better initial score than the control group. This di�erence makes
it diÆcult to interpret the results, cited above. Any subsequent change in attitudes or reporting
behaviour can be explained in terms of the initial di�erences between the two groups. The initial
score of the INDICATE group may re
ect a pre-existing increase in awareness about safety issues.
The subsequent improvement might, therefore, be part of this previous trend rather than a `direct
result' from introducing the new reporting programme.

There was a smaller di�erence between the two groups in the risk perception questions from the
initial questionnaire. At the end of the evaluation period, however, the INDICATE group showed
a signi�cant decrease in the risks that it associated with particular hazards. The non-INDICATE
group exhibited a much smaller reduction. These results were not expected. The analysts argued
that they might have been due to chance factors that did not a�ect the other metrics. Alternatively,
the reduction in the level of risk perceived by the INDICATE group might show that the program had
provided sta� with a clearer idea of the hazards facing their industry. The reduction in risk perceived
by the non-INDICATE group was argued not to be statistically signi�cant. Again, however, these
arguments were complicated by the diÆculty of identifying the direct in
uence of the INDICATE
program.

It was argued that comments from sta� in the INDICATE group revealed that there was: `better
provision of safety training to new sta�; more management praise for safe working; better company
feedback regarding safety performance; and an increased frequency of safety audits' [46]. These
comments were also interpreted to show that sta� in the INDICATE group were more con�dent in
their safety management systems. Sta� in the non-INDICATE group were `generally more negative'
about communication from management and the reporting of safety incidents. The qualitative
assessment criteria were not, however, explicitly documented. This is important because it can be
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diÆcult to agree upon the best means of extracting such conclusions from the informal comments
of individual workers. For instance, respondent validation can be used to ensure that sta� within
the INDICATE group agreed with the summary of their comments. Similarly, sta� within the non-
INDICATE group might have been asked to check the interpretation of their comments. This method
can be diÆcult to apply when comparisons are made between two groups. Unless respondents have
access to the comments of their colleagues, they cannot judge whether their responses were `more
negative' than those of another group. Alternatively, independent assessors can be used to summarise
respondent comments without knowing the experimental context in which they were obtained. The
form of `blind' reviewing can, however, be diÆcult if analysts lack the information that is necessary
to interpret particular comments. In either case, the key point is that some form of additional
validation is often required to support the interpretation of qualitative responses.

A slight variation on the use of experimental techniques in `real world' settings is to conduct
limited studies to support the gradual introduction of a regional or national system. For example, in
October 1998 the FRA awarded a 3-year contract to design, develop and test a Toll-Free Emergency
Noti�cation System (ENS). This was intended to centralise the reporting of problems at highway-rail
intersections [240]. The ENS System was initially installed along limited areas of track within the
State of Texas. Early in the project, a number of liability issues were identi�ed and special legislation
was required to authorise particular organisations to manage such a facility. The initial study was
extended from Texas into Connecticut and then to areas of Pennsylvania. The Pennsylvania program
modi�ed the Texas system so that it could be operated in an existing 911 emergency centre. It began
by supporting eight selected railroads but the longer-term objective was to `continue re�nement,
based on operating experience with the demonstration system, so that a system suitable for statewide
usage by short-line railroads is realised' [240].

The ENS project illustrates the way in which a Sentinel-style approach can be integrated into a
form of iterative development. The ENS project also considered a number of issues that complicate
the use of experimental techniques with `live' reporting systems. For example, the sample had to
broad enough to make it likely that incidents would be reported. It was equally important, however,
that the size of the study was not so large that it overwhelmed the available resources. Signs had
to be deployed at all public railway crossings along the eight chosen railroads. They also had to
be deployed a private crossings that were considered active enough to create a signi�cant risk of a
potential incident. Farm �eld crossings that were used two or three times per year did not warrant
a sign. This may have prevented the reporting of some incidents but also helped to focus the
allocation of �nite resources. The ENS evaluation illustrates further problems that complicate the
use of experimental methods on `live' systems. In particular, there was a concern that suÆcient
data should be available about the safety record of the existing system. Without this data, accurate
comparisons could not have been made following the introduction of the new ENS application.
Unfortunately, the under-reporting of adverse events makes it very diÆcult to obtain accurate data.
There can also be a range of more prosaic problems. The ENS analysts also had to ensure that they
obtained accurate information about the location of the existing crossings.

A similar approach to that adopted in the ENS study was also used to examine a range of
techniques that were intended to reduce the use of train horns at railway crossings in the United
States [235]. This, in turn, was intended to reduce environmental problems associated with the use
of train horns to warn drivers and pedestrians of an approaching train. This study is interesting
because it mixes elements of several di�erent monitoring techniques. An experimental method is
used in that the study attempted to control conditions around a number of road-rail crossings so that
comparisons could be made between driver behaviour with di�erent protection mechanisms. The
techniques also borrowed from the observational approach mentioned in previous sections because
video taping was used to record the behaviour of `real' drivers as they approached the crossing.
The results of this analysis not only provided insights into the e�ectiveness of safety measures that
were intended to address previous incidents. The video analysis also provided information about the
reliability of reporting systems because it helped to identify a range of `near miss' incidents in which
accidents were narrowly avoided but which would not otherwise have been noti�ed to regulatory
organisations or the operating companies.

Previous paragraphs have looked at the application of experimental techniques to support the
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meta-level monitoring of incident reporting systems. In other words, we have concentrated on the
evaluation of innovative reporting techniques rather that on the performance of an individual report-
ing system. The same evaluation methods can also be applied more directly to anticipate whether
the nature of incidents will change as a result of revised operating procedures. The study involved
an agreement between Spokane County, the Washington State Utilities and Transportation Com-
mission and the Burlington Northern Sante Fe Railroad. It was based around four phases. This
helped to ensure that the behaviours, which were witnessed during the study period, provided accu-
rate insights into longer-term driver performance. The �rst phase provided a `control' or `baseline
period'. During this time there was neither a median barrier nor a whistle ban. The second phase
of the experiment introduced a barrier but did not enforce a whistle ban. The third phase involved
the introduction of median barriers and a whistle ban. Each of the �rst three phases lasted 115
days each. The �nal phase monitored driver behaviour for one week in each of the following three
months and one week each quarter for the year after the original study. During this time, the median
barriers remained in place together with the whistle ban.

The analysts focussed their attention on incidents in which vehicles and pedestrians continued to
cross even though the crossing had been activated. An incident was also de�ned to have occurred if a
pedestrian or vehicle collided with the gate or if they went around a gate after it had been activated.
They also argued that most attention should be devoted to those incidents where there was a train
present. Their study identi�ed numerous cases in which the gate activated without a train being
present, for instance through gate malfunction. Table 15.18 summarises incident frequencies for each
of the four phases in the study. There was a sharp decline in the incident rate between phase 1 and
2. The percentage of gate activations in which there was an incident fell from 34% to 1.2% after the
introduction of the barriers. There was little change after the introduction of the horn ban between
phases 2 and 3. There was a relatively small increase in incidents during the �nal phase.

Phase 1 Phase 2 Phase 3 Phase 4
No. of Gate Activations
Train present 4,556 4,924 5,003 680
No train present 31 155 117 18
No. of Incidents
Train present 1,565 61 66 14
No train present 419 5 9 7

Table 15.18: Number of Gate Activations and Incidents, With and Without a Train Present

This mix of experimental techniques in `real' contexts with more observational techniques illus-
trates a range of further practical problems. Residents reported frequent soundings of the train
horn even during phases three and four when the bans was in place. A dosimeter placed at this
location expressly to monitor possible whistle soundings revealed 231 noise spikes in Phase 3 alone.
As in previous studies, it was also important to ensure that accurate comparisons could be made
between the results for each of the di�erent conditions. In this case, it was necessary to ensure that
there were no di�erences in the number of times that the crossing gates were activated between the
di�erent phases of the project. In Phase 1, there were 4,587 activations in all at an average of 39.9
per day. In Phases 2 and 3, the averages were slightly higher 44.4 and 44.8 respectively. The shorter
periods of Phase 4, yielded an average of 38.8. Unfortunately, the relative similarity in the number
of gate activations did not characterise the statistics for car/automotive traÆc. The average annual
daily traÆc for the �rst phase was estimated at 3,831 cars per day. This was signi�cantly higher
than the 1,918 cars in phase 2 and the 1,991 in phase 3. This statistic was not calculated for the
more limited observations in period 4.

These problems illustrate the diÆculty of accounting for the many di�erent variables that might
in
uence the incident rate between a number of `experimental conditions'. It is diÆcult to know
how to interpret the results from such a study. It might be argued that the relatively high number
of automobile journeys observed in the �rst period invalidates the use of the incident data for
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the control of baseline phase. It is important to emphasise that those involved in conducting the
experiment would almost certainly have been unaware of the potential imbalance as they conducted
the study. It would only have become apparent during the detailed analysis of the video data.
Given such objections, analysis would have been forced to remove the barriers and the whistle ban
to recreate the conditions under which the �rst phase was conducted. However, there would then
be the problem of ensuring compliance with sta� who had already become familiar with the ban.
The ethical implications of removing barriers must also be considered. The FDA analysts, therefore,
simply present the data and identify the potential 
aw in the evaluation. This pragmatic stance
enables individuals to form their own judgements about the validity of the trial.

In passing, it is important to note that this study identi�ed a number of important insights about
driver behaviour at railway crossings. Many of these insights could not be obtained through more
conventional reporting systems, For instance, many cars and pedestrians crossed after the gates had
been activated but in situations where it was clear that no train was present. For instance, the seven
incidents in phase four of table 15.18 represent seven cars crossing one after the other when the
gates had failed. The ways in which such events might have led to more serious violations were not
considered as part of the study. However, such observations illustrate the way in which monitoring
techniques can produce a broad range of insights into the limitations of reporting systems. Until the
study took place, nobody reported these `successful violations' in which users were forced to cross
an activated crossing in order to cope with a gate failure.

There are further examples of experimental techniques being used to support the monitoring
of incident reporting systems. For instance, the FRA's Volpe Center often performs empirical
studies to validate the recommendations that are made in the aftermath of adverse events. Their
Transportation Technology Center (TTC) was speci�cally designed to test all types of rail equipment
and vehicles in a variety of weather and terrain conditions. Their facilities allow a limited form of
replication in which collisions can be recreated. During these tests certain factors are kept constant
while others are systematically varied to support particular hypotheses, in the manner described in
previous sections. For instance, identical rolling stock can be operated at di�erent speeds along the
same track. These full-scale crash simulation are increasingly used to validate computer models, such
as the �nite element simulations that are needed to describe the nonlinear properties of material
behaviour in rail collisions. These models take the place of destructive testing [851]. There is
a particular sense in which these activities help to validate the products of the FRA's reporting
systems. The Volpe center conducts crash testing and similar experimental studies to help determine
which adverse events pose the greatest concern for the future safety of the railways. The results of
their work should identify those conditions that are known to pose the greatest threat from accident
reports. They may also validate the potential for future accidents by identifying problems that
have not yet resulted in injuries or fatalities. The results of these experiments help to determine
the potential consequences of events described in `near miss' incident reports. This integration of
experimental testing and the reporting of adverse events illustrates the way in which many safety-
critical organisations are addressing the problems created by causal asymmetries. In the aftermath
of an adverse event, we often cannot be sure which of several possible causal `paths' actually led
to an observed outcome. Full-scale simulations and computer models can be used to recreate the
circumstances leading to an incident or accident. This increases con�dence that a causal explanation
can account for the observed event .

15.5 Summary

This chapter has identi�ed several di�erent forms of monitoring that can be used to assess the
utility of an incident reporting system. For example, accident rates can be used to assess the impact
that the recommendations from these schemes have upon the safety of application processes. In
particular, analysts can look for evidence that training and operational practices have been directly
improved by the insights from reporting systems. They can also demonstrate the e�ectiveness of
such schemes by assessing the contribution that they make to the calculation of future failure rates
and consequence assessments during subsequent risk assessments. These validation activities focus
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directly on the impact that a reporting system has upon the safety of underlying applications.

In contrast to these outcome measures, other forms of assessment focus on the processes that are
used to derive recommendations from incident reports. The success of a reporting system can be
assessed in terms of the number of reports that are elicited from sta� and management. Alternatively,
analysts might focus on the eÆciency of a scheme by monitoring the costs associated with analysing
each report. In particular, process metrics can be devised to calculate the percentage of contributions
that result in particular safety measures being introduced into the `target' organisation.

Incident reporting systems o�er a number of additional bene�ts beyond the speci�c recommen-
dations that are made in the aftermath of an adverse event. In particular, participation in these
schemes can also have a more general e�ect in raising awareness about safety-related issues. A third
set of monitoring techniques, therefore, focus less on outcomes or on process metrics and, instead,
focus on acceptance measures. Analysts can assess the e�ectiveness of a reporting system in terms
of the contribution that they make to a wider `safety culture'. They can also determine whether
potential contributors are satis�ed that a system is both con�dential and unbiased.

Numerous problems complicate the monitoring of incident reporting systems using these three
di�erent approaches. Outcome measures are diÆcult to gather and hard to interpret. In many
industries, there are signi�cant concerns about the accuracy of accident statistics. Incident reporting
systems also, often, form part of a wider range of measures that are intended to improve the safety
of application processes. This makes it diÆcult to demonstrate that any changes in accident rates
are directly due to the introduction of a reporting scheme. At a lower level, recommendations to
change employee training and operational practices in the aftermath of an adverse event can be
identi�ed as speci�c bene�ts from a reporting system. Often, however, these changes can introduce
new failure modes. The impact of such changes can, therefore, only be assessed over a relatively
prolonged timescale.

Similar problems frustrate the use of process metrics to support the monitoring of incident
reporting systems. For example, a paradox of many reporting systems is that the introduction of
such schemes will typically increase rather than reduce the number of reported failures. This has
led some safety managers to focus on the criticality of reported incidents rather than on submission
rates as a metric to measure the impact of such schemes. If a reporting system is having a positive
e�ect then the number of submissions should remain high but the potential consequences of any
adverse events should decline as necessary interventions are made in response to previous reports.
This approach is diÆcult to apply e�ectively because it requires a relatively sophisticated means of
measuring the potential consequences of an adverse event. Investigators frequently show considerable
disagreement over the potential outcome from the same adverse event. Other process measures
su�er from similar problems of subjective interpretation. Attempts to monitor the performance of
individual investigators are complicated by the need to determine a `gold standard' for causal analysis
and the generation of recommendations. Attempts to measure the proportion of submissions that
lead to safety interventions can be rendered ine�ective when a high number of relatively unimportant
recommendations might be considered to have a greater impact than a smaller number of far-reaching
innovations.

It can also be diÆcult to use acceptance measures to support the monitoring of reporting systems.
It is far from easy to agree upon a set of metrics that can provide adequate feedback about the
impact of such schemes on the safety culture or climate within heterogenous organisations. Similarly,
di�erent individuals within the same working group can have radically di�erent opinions about the
probity or `trustworthiness' of a reporting system. In such circumstances, monitoring systems can
help to identify the diversity of views but provide little help in encouraging greater con�dence.

The second half of this chapter has reviewed a range of monitoring techniques that are in-
tended to address some of the problems that complicate the use of outcome, process and acceptance
metrics. For example, public hearings, focus groups, working parties and standing committees all
provide means of monitoring incident reporting systems. Focus groups can help regulators and safety
managers to assess attitudes towards these schemes within sections of the workforce. In contrast,
standing committees provide a more sustained framework that can be used to coordinate a range of
monitoring activities over longer periods of time.

Subsequent sections considered ways in which incident sampling can be used to focus monitoring
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activities. One approach is to select a random sample of reports so that they can be followed as
they are analysed and recommendations are implemented. Alternatively, monitoring activities can
be focussed on the response to particular types of report. Resources might be allocated to see if
there are any problems in the way in which reports from particular user groups are handled. For
instance, the Ladbroke Grove enquiry focussed attention on the way in which SPAD reports were
handled within the UK rail industry. Such sampling techniques create considerable methodological
problems. If employees become aware that attention is being paid to particular incidents then it can
become more likely that these adverse events will be reported and analysed in greater detail than
might otherwise be the case. This illustrates another example of the Hawthorne e�ect, introduced
in Chapter 5. Individuals will alter their patterns of behaviour if they know that their actions are
being observed.

The Hawthorne e�ect that complicates the interpretation of insights gained from incident samples
is actively exploited in Sentinel monitoring systems. This approach deliberately sensitises particular
groups or organisations so that they are more likely to report adverse events. These groups are given
additional training and resources that could not be provided throughout a mass reporting system.
The incidents that are reported by the participants in a Sentinel system can then be compared
to reporting patterns throughout an industry. This approach can provide insights into the under-
reporting problems that a�ect many schemes. It can also be used to conduct limited evaluations
of additional training materials that might eventually be distributed more widely throughout a
reporting scheme. As mentioned, Sentinel systems do not overcome the problems of the Hawthorne
e�ect. Participants are, typically, aware that their reporting behaviour is being monitored. Sentinel
systems also rely upon sensitising employees so that they are more aware of the adverse events that
should be reported. This can have the paradoxical e�ect of reducing the likelihood of these events.
Individuals are less likely to be involved in particular incidents if they have already been warned
about them in their Sentinel training.

Observational techniques avoid many of the biases that can be introduced through incident sam-
pling and Sentinel schemes. These approaches rely upon investigators conducting detailed studies
of the reporting behaviours in particular working groups. Such techniques often reject the suppo-
sitions of theoretical frameworks that can bias the subsequent interpretation of any observations.
The intention is to let particular theories about reporting behaviour develop in a bottom-up way.
Theories are grounded in the observations rather than con�rmed by them. Unfortunately, a num-
ber of methodological problems complicate the application of these approaches. In particular, the
relatively low frequence of adverse events implies that observers may have to spend many months
studying a particular group of employees before they witness any `reporting behaviour'. Observa-
tional techniques are resource intensive. It can take several hours to analyse a single hour of video
tape . There are also problems with generalising from the insights gained by monitoring a particular
work group. One team's reporting behaviour can provide relatively few insights into the reporting
behaviour of their colleagues in di�erent companys, di�erent geographical regions etc [303]. The
rich qualitative data that is derived from these studies cannot easily support the statistical analyses
that are often required by governmental and regulatory organisations. For instance, many industries
are required to monitor their reporting systems as part of a wider assessment of their safety man-
agement schemes. In such cases, normalised accident statistics are used to provide direct outcome
metrics. Unfortunately, it can be diÆcult to identify appropriate normalising factors that re
ect the
diversity of many industries. For instance, the safety of a rail operator might be assessed in terms
of the number of fatalities per passenger mile. Such a normalisation could not easily be applied to
freight operations. It might also provide few insights for networks in which marshalling operations
accounted for the majority of fatalities.

Previous sections have reviewed a range of additional factors that complicate the use of statistical
techniques to support the monitoring of incident reporting systems. In particular, it can be diÆcult
for managers, regulators and the general public to correctly interpret the values that are derived from
more sophisticated forms of statistical analysis. It is for this reason that many incident reporting
systems are being supported by computer-based monitoring systems. Visualisation tools enable
managers to explore and exploit a range of statistical information about their schemes. We have
illustrated this argument by describing a SPAD tool that provides railway regulators and operating
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companies with `dynamic querying' techniques.
The chapter concluded by arguing that a form of meta-level monitoring must be conducted to

ensure that visualisation systems and similar monitoring tools actually support their intended users.
In the case of the SPAD tool, mentioned above, the use of a geographical information system to
provide feedback on the location of incidents was perceived to be less important that the provision
of statistical information in the form of more conventional charts and graphs. Laboratory-based
evaluations provide, arguably, the best developed set of methods for validating such meta-level
monitoring tools. These techniques rest upon experimental situations in which it is possible to
distinguish the change, or independent variable, that is linked to a measure of the dependent variable.
Unfortunately, the ecological validity of laboratory-based experiments is often questioned. In other
words, the controls that are necessary to isolate the dependent variable often creates situations
that are a long way from those that characterise the working lives of incident investigators. For
instance, they may be required to use monitoring tools in purpose-built evaluation labs. These,
typically, exclude sources of distraction including their colleagues, telephones broken printers etc.
Fortunately many of these problems are being addressed by hybrid techniques that combine elements
of observational and experimental validation. For instance, the FRA have used video cameras
to record driver behaviour at rail-road intersections. These observational techniques have been
used to monitor the safety improvements provided by a range of barriers and warnings. These
di�erent measures are varied in a systematic way that borrows from the use of control groups
and di�erent experimental conditions in the laboratory studies mentioned above. Although such
techniques overcome some of the objections that have been made towards both laboratory-based
studies and observational techniques, they also introduce a range of ethical concerns. There is a
danger that lives will be lost in control groups or experimental conditions that are deliberately
deprived of certain safety features.



Chapter 16

Conclusions

This book provides a broad survey of incident reporting techniques. This focus is justi�ed because
national and international reporting schemes have recently been established to support the aviation
industry [308], chemical production [162], marine transportation [387], military acquisition [287]
and operations [806], nuclear power production [382], the rail industries [664], healthcare [105].
Chapter 2 has presented a wide range of reasons why incident reporting systems are being used
to support the operation of safety-critical applications. For example, incident reports help to �nd
out why accidents do not occur. Many incident reporting forms identify the barriers that prevent
adverse situations from developing into a major accident. These insights are very important. They
help analysts to identify where additional support is required in order to guarantee the future
bene�ts of those safeguards. The higher frequency of incidents permits quantitative analysis. It can
be argued that many accidents stem from atypical situations. They, therefore, provide relatively
little information about the nature of future failures. In contrast, the higher frequency of incidents
provides greater insights into the relative proportions of particular classes of human `error', systems
failure, regulatory weakness etc. Incident reporting systems also provide a reminder of hazards.
Incident reports provide a means of monitoring potential problems as they recur during the lifetime
of an application. The documentation of these problems increases the likelihood that recurrent
failures will be noticed and acted upon. Reporting systems can also provide feedback that keeps
sta� `in the loop'. Incident reporting schemes provide a means of encouraging sta� participation
in safety improvement. In a well-run system, they can see that their concerns are treated seriously
and are acted upon by the organisation. Greater insight into national and global safety issues can
be gained.

A further argument in favour of incident reporting schemes is that they can encourage the sharing
of safety-related lessons and data. Incident reporting systems provide the raw data for comparisons
both within and between industries. If common causes of incidents can be observed then, it is
argued, common solutions can be found. However, in practice, the lack of national and international
standards for incident reporting prevents designers and managers from gaining a clear view of the
relative priorities of such safety improvements. Incident reporting schemes are also cheaper than the
costs of an accident. The relatively low costs of managing an incident reporting scheme should be
o�set against the costs of failing to prevent an accident . This is a persuasive argument. However,
there is also a concern that punitive damages may be levied if an organisation fails to act upon the
causes of an incident that subsequently contribute towards an accident.

Many of these potential bene�ts have been cited by the politicians and civil servants who are
responsible for setting up new schemes. On the 13th June 2000, the UK Health Secretary, Alan
Milburn, and the Chief Medical OÆcer for England, Liam Donaldson, announced the establishment
of a centralised reporting facility for adverse incidents across the UK National Health Service (NHS)
[105]. The Chief Medical OÆcer said; \At the moment there is no way of knowing whether the
lessons learned from an incident in one part of the NHS are properly shared with the whole health
service". The Health Secretary said; \Patients, sta� and the public have the right to expect the NHS
to learn from its mistakes so we can ensure the alarm bells ring when there are genuine concerns
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so they can be nipped in the bud". On April 2nd, 2001 the U.S. Department of Transportation
announced a reduction in the threshold for reporting hazardous liquid pipeline incidents from 2,100
gallons, or 50 barrels, to just 5 gallons. This extension of the reporting system was intended to
`heighten the quantity, quality, and usefulness of reported accident information' [704]. In 2002, the
FAA Administrator Jane Garvey stated that the GAIN international incident reporting initiative \is
one of our best hopes for enhancing aviation safety in the next century". David Hinson, the Former
FAA Administrator, observed that \the inception of the GAIN concept" was the most \signi�cant
accomplishment of my tenure" [656].

Numerous studies have described tools and techniques that are intended to help realise the
potential bene�ts of incident reporting systems [444, 843]. Chapter 15 has, however, argued that very
few papers analyse the reasons why previous initiatives have failed to yield these safety improvements
[409]. This is a signi�cant omission. Some reporting systems only elicit a very small number
of contributions. The Royal College of Anaesthetist's recently concluded that self-reporting only
retrieves approximately 30% of the incidents that are detected by independent audit [715]. Those
submissions that are obtained may only come from particular sections of the workforce [119]. Under-
reporting is, however, only one of the problems that complicate the introduction and maintenance of
incident reporting systems. For example, �nite resources can also be exhausted if schemes elicit too
many contributions. The diÆcult balancing act between encouraging participation and discouraging
excess contributions can be illustrated by the FDA's MedWatch program. Clinicians do not have to
be convinced that a device has actually caused an incident in order to report; \Causality is not a
prerequisite for MedWatch reporting; suspicion that a medical product may be related to a serious
event is suÆcient reason for a health professional to submit a MedWatch report". Contributors
are, however, warned that the system does not encourage `a report on every adverse event' only
serious events [255]. The aspirations for novel reporting systems, cited in previous paragraphs, must
be balanced against the experience of many managers who are responsible for maintaining such
systems. For example, the following quotation describes the results of an investigation into the
processing of safety hazard reports and unsatisfactory condition reports (UCR). This was triggered
by a letter that was sent by a Corporal in the Canadian National Defence Forces' Safety Digest
publication in which he expressed frustration at the apparent failure of their reporting system:

\The investigation revealed that, at least four years ago, Cpl Krygsveld's immediate
supervisors failed to action or register four legitimate hazard reports that he submit-
ted. Thus, the Unit Ground Safety OÆcer was not aware and no immediate action was
taken. The fact that two supervisors tore up two of Cpl Krygsveld's hazard reports is
unacceptable and clearly re
ects a disturbing lack of safety consciousness." [138]

Although the investigation report argued that this is an isolated problem within the Canadian Air-
force scheme, similar problems have a�ected many other reporting systems. For instance, Chapter 15
has described how the FDA have pioneered the development of Sentinel monitoring systems as a
means of addressing the problems of under-reporting and reporting bias in accounts of medical device
failure.

This following pages provide a critical analysis of recent initiatives to introduce incident reporting
systems. In particular, it is argued that the proponents of many reporting schemes over-estimate
the impact that they can have upon the operation of complex, safety-critical systems. One reason
for this is that many recent proposals show a limited understanding of the tools and techniques that
have supported reporting systems in other countries and other industries.

16.1 Human Problems

Many of the problems that a�ect the introduction and operation of incident reporting systems stem
directly from the diÆculty of encouraging individuals and teams to participate in the system. The
scale of this problem is often under-estimated in the oÆcial announcements that are used to launch
new reporting schemes. The publicity surrounding the launch of a new reporting system is often
intended to help elicit participation. Unfortunately, such oÆcial announcements and press releases
are insuÆcient to sustain most reporting systems.
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16.1.1 Reporting Biases

The long-term elicitation of incident reports relies upon a number of factors. In particular, it can
depend upon whether or not particular groups in the workforce perceive there to be any potential
bene�ts from participating in the scheme. For example, nursing sta� contributed about 90% of all
of the reports that have been submitted in a local intensive care unit over the last decade. 621
reports were submitted by nurses compared with 77 reports by medical sta� [119]. These �gures
must, however, be interpreted with great caution. It is important to consider the total number of
sta� who might contribute to such a system. The teams that contribute to this reporting scheme
consist of three medical sta�, one consultant, and up to eight nurses per shift. The larger number of
reports contributed by nursing sta� can also be explained in terms of the involvement in, or exposure
to, the types of workplace incidents that were solicited under this particular scheme. Nursing sta�
had the most direct contact with the patients who remain the focus of the reporting system. They
then have a proportionately greater opportunity to witness adverse events [119]. Such reporting
biases have important consequences. The system may tell us a great deal about the execution of
medical procedures. It may, however, tell us relatively little about more complex problems in the
planning, coordination and administration of treatment within a department. Such factors are often
overlooked by the proponents of reporting systems when they make strong claims about the quality
and quantity of information that might be obtained about safety-critical systems.

Automated logging and tracking systems provide means of addressing the problems both of low
contribution rates and of biased participation in a reporting system. The proponents of such systems
often have an unfortunate way of advocating their introduction; \competent personnel love them,
while incompetent personnel loathe them" [222]. Such assessments hide the diÆculty and expense
that is often involved in interpreting the data provided by automated, incident-monitoring systems.
There is also a concern that any data will be used to punish rather than support sta� performance
through additional training. These concerns have acted as powerful barriers against the introduction
of monitoring equipment onto UK trains. Recommendation 9 of the HMRI report into the accident
at Watford South Junction advocated the use of automated systems to monitor driving technique.
In 1999, however, less than 20% of trains carried this equipment [349]. More recently, the action plan
to implement the recommendations of the Southall accident report included steps to extend both
voluntary incident reporting systems and automated monitoring equipment [317]. This link between
voluntary reporting systems and automated monitoring is instructive. The success of voluntary,
con�dential reporting systems in aviation, such as NASA's ASRS, is often explained in terms of the
pilot's fear that any incident may have been observed and reported by their colleagues or by tracking
equipment. The submission of a report provides them with a limited degree of legal protection and
support in any subsequent investigation. It is less clear whether such a `no-blame' approach might
also be extended to other domains where automated monitoring and con�dential reporting systems
have been used together. For instance, some initial steps have been taken to use computer-based
tools to automatically identify adverse occurrences in healthcare applications [400]. This often leads
to ethical problems when failures have a long-term e�ect on the patient's prognosis. How many
times should a clinican be permitted to endanger their patients before we search for remedies other
than re-training?

16.1.2 Blame

The US National Patient Safety Foundation (NPSF) recently argued that the names of individual
health workers who �le incident reports must not be released to the public or to licensing bodies.
They maintained that `the culture of health care is rife with guilt, blame, and fear, and these are
the greatest obstacles to e�ective reporting systems' [584]. Similarly, the Australian Transportation
Safety Bureau (ATSB) exploit a `no-blame' systemic safety analysis that is intended to encourage
a climate `in which people are prepared to report their errors' [53]. In the UK, the National Occu-
pational Safety and Health Committee has argued that `too often' there is a tendency to blame the
victim rather than search for the causes of adverse events [583]. `The most important thing' is to
establish why they were not prevented rather than focus narrowly on how they happened.
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Again, however, many of these statements avoid the moral and practical problems that arise
from the maintenance of `no blame' reporting systems. The Cullen enquiry into the Ladbroke
Grove accident acknowledges this complexity when considering the possible extension of no-blame,
con�dential reporting systems [194]. It was argued that people must be accountable for their actions.
A no-blame approach can also, paradoxically, lead to a system in which workers are more ready to
accept responsibility for a failure in order to conclude the investigation as rapidly as possible. Instead
of no-blame reporting, the aim should be to develop an industry culture `in which information is
communicated without fear of recrimination and blame is attached only where this is justi�ed' [194].
Cullen notes that the UK rail industry is some distance away from this ideal situation. Many
large-scale systems, address employees' fear of retribution and blame by developing elaborate legal
safeguards to protect potential contributors [59]. Unfortunately, most reporting systems lack the
funding and the necessary managerial support to provide this level of assurance. Even when they
are present, there can be other workplace factors that dissuade employees from participating in a
reporting system. In extreme cases, employees may even neglect medical treatment rather than
expose themselves to workplace harassment:

\FRA has become increasingly aware that many railroad employees fail to disclose their
injuries to the railroad or fail to accept reportable treatment from a physician because
they wish to avoid potential harassment from management or possible discipline that is
sometimes associated with the reporting of such injuries. FRA is also aware that in some
instances supervisory personnel and mid-level managers are urged to engage in practices
which may undermine or circumvent the reporting of injuries and illnesses." [233]

In the medical domain, a number of high-pro�le cases have acted as a powerful disincentive to
the participation in incident reporting systems. For example, the High Court recently intervened
to recommend the reinstatement of a surgeon who had expressing worries about the success rate
of a colleague in his hospital. The trust initially refused to comply with the Court of Appeal's
�nding [109]. This parallels the case of Stephen Bolsin who �rst uncovered an unusually high death
rate among babies undergoing cardiac surgery at the Bristol Royal In�rmary [436]. He subsequently
claimed that he was unable to continue working in the NHS as a result of his `whistle blowing' and was
forced to move to a hospital at Geelong, near Melbourne. These causes have resulted in the Public
Interest Disclosure Act (1998), which allows whistle blowing sta� who feel they have been victimised
to take their employers to an industrial tribunal. There is no limit to the compensation that can
be awarded and employees simply need an \honest and reasonable" suspicion that malpractice has
occurred or is likely to occur. Such protection has, however, proven to be insuÆcient to persuade
employees to contribute to many voluntary reporting systems. For example, the 2001 Royal College
of Nursing congress explicitly backed a call for action to protect nurses who `speak out'. One of
the delegates argued that whistle blowing was often seen as `grassing up' or betraying colleagues.
Theoretically, such additional protection should not be necessary under the 1998 Act. Some of these
concerns can be explained by the informal pressures to conform to the norms of a particular working
group. They can also be explained by the practical problems of preserving anonymity within small
teams. Given the limited numbers of sta� who perform particular tasks on particular shifts, potential
contributors can often be identi�ed through a simple process of elimination.

16.1.3 Analytical Bias

It is important not to underestimate the potential biases that in
uence the analysis of near misses
and adverse occurrences. Over the past three years, we have conducted a series of interviews, surveys
and observational studies of incident investigators and safety managers [749]. This work has helped
to identify a range of in
uences that can a�ect the decision making processes that are intended to
distinguish causal factors from the mass of other contextual information that is extracted from an
initial report. At its most extreme, incident data can be used in a post hoc way to justify deci-
sions that have already been made and positions that have already been adopted. For example, the
proponents of Crew Resource Management training have used data from the US Aviation Safety
Reporting System in this way [410]. Chapter 11 brie
y introduced these sources of analytical bias.
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For instance, author bias arises when individuals are reluctant to accept the �ndings of any causal
analysis that they have not themselves been involved in. For instance, incidents at US highway-rail
crossings can trigger investigations by federal organisations, such as the National Transportation
Safety Board (NTSB) and the FRA. They can also result in state level enquiries. In some states, re-
sponsibility is divided between public agencies and the railroad operators. Elsewhere, responsibility
is assigned to regulatory agencies such as the Public Utility Commission, Public Service Commission,
or State Corporation Commission. In other states, investigations involve representatives of state,
county, and city jurisdictions. Both state and local law enforcement agencies will also be involved if
an incident involves the enforcement of traÆc laws. Local government bodies are given responsibility
for operational matters related to crossings through their ordinances. Each of these organisations
can, and often do, hold di�erent views about the causes of adverse events. The situation is slightly
simpler for incident investigations in the UK. However, railway privatisation has created a situation
in which con
ict can arise between operating companies, Railtrack and HMRI. This is neatly en-
capsulated in Anthony Scrivener's recent article on Ladbroke Grove entitled `Pass the signal - pass
the blame' [732].

Con�rmation bias arises when investigators attempt to ensure that any causal analysis supports
hypotheses that exist before an incident occurs. In other words, the analysis is simply conducted to
con�rm their initial ideas. Frequency bias occurs when investigators become familiar with certain
causal factors because they are observed most often. Any subsequent incident is, therefore, likely
to be classi�ed according to one of these common categories irrespective of whether an incident is
actually caused by those factors [394]. There are many examples of these two forms of bias in the
handling of SPAD reports prior to the Ladbroke Grove accident. Cullen estimates that approximately
85% of all such incidents were classi�ed as the result of driver `error' [194]. The frequency of such
�ndings helped to reinforce this analysis as an acceptable outcome for any SPAD investigation; \I
am led to conclude that the ready acceptance of blame by drivers, encouraged by the no blame
culture, may have contributed to this poor analysis of root causes". The subsequent report argued
that operating companies should review their incident investigation practices to ensure that there is
no presumption that driver error is the sole or principal cause of SPADs.

Recognition bias arises when investigators have a limited vocabulary of causal factors. They
actively attempt to make any incident `�t' with one of those factors irrespective of the complexity of
the circumstances that characterise the incident. These pressures can be illustrated by the response
to initial reports of problems in the performance of cardiac surgery at Bristol In�rmary. The Society
of Cardiothoracic Surgeons of Great Britain and Ireland discussed the reports of poor outcomes
in 1989. Further information emerged during site visits in 1990. The sub-optimal results were
attributed to the low volume of work because an increasing number of cases was widely believed
to be associated with better outcomes. Adverse reports were, therefore, interpreted in a way that
encouraged the generation of more work and that avoided questioning existing practices at lower
volumes. The eventual enquiry argued that \the focus on throughput may with hindsight be thought
to have distracted attention from further inquiry, as the Bristol results, with the exception of the
�gures for 1990, showed no real improvement" [436].

Political bias arises when a judgement or hypothesis from a high status member commands
in
uence because others respect that status rather than the value of the judgement itself. This can
be paraphrased as `pressure from above'. Sponsor bias occurs when a causal analysis indirectly a�ects
the prosperity or reputation of the organisation that an investigator manages or is responsible for.
This can be paraphrased as `pressure from below'. Professional bias arises when an investigator's
colleagues favour particular outcomes from a causal analysis. The investigator may �nd themselves
excluded from professional society if the causal analysis does not sustain particular professional
practices. This can be paraphrased as `pressure from beside'. The in
uence of these workplace
issues can be diÆcult to assess. For example, the FRA Safety Board conducted an analysis of
incidents from January 1990 to February 1999. This found that only 18 coded `operator fell asleep'
as a causal or contributing factor. The NTSB found these �gures diÆcult to believe given the
prevalence of such incidents in other modes of transportation [608]. Two NTSB investigations that
had found fatigue as a causal factor were not coded in the FRA database as fatigue-related but as a
failure to comply with signals. A number of in
uences might explain such di�erent interpretations
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of the same incidents. For instance, the FRA plays a signi�cant role in the promotion of the rail
industry as well as in its regulation. The NTSB focuses more narrowly on the investigation of
safety-related incidents. In consequences, the political, sponsor and professional in
uences that act
on those organisations will be quite di�erent.

This section has reviewed a broad range of `human factors' problems that complicate the devel-
opment and maintenance of incident reporting system. Some groups may choose to contribute to
a scheme while others do not. Such participation patterns can be caused by a fear of retribution
even in con�dential no-blame systems. Analysts must, therefore, develop techniques to address the
problems of under-reporting by eliciting contributions from potential participants. Alternatively,
they can be forced to develop extrapolation techniques that can be used to make inferences about
the nature of any potential incidents that might otherwise be reported by these groups. In either
case, the problems of ensuring consistent participation across many di�erent working groups can be
exacerbated by the pressures that lead to analytical bias. For example, political bias can be exerted
to ensure that a lack of reports from some groups is interpreted as positive evidence for a good safety
record. Alternatively, high participation rates from certain groups can lead to forms of recognition
bias that make analysts more likely to reach similar conclusions for incidents reported by di�erent
groups of workers.

16.2 Technical Problems

The interaction between particular participation patterns and the problems of analytical bias can
frustrate attempts to obtain many of the potential bene�ts from incident reporting that were intro-
duced in the opening sections of this Chapter. These problems would not be so serious if investigators
and safety managers were equipped with an appropriate armoury of well-developed techniques. The
methods and tools might then be applied to address the problems of under-participation. Individu-
als could then claim that any residual under-reporting had persisted `in spite' of the most stringent
e�orts to elicit incident reports. Similarly, safety managers might claim that appropriate measures
had been taken to combat various forms of analytical bias. Chapter 10 and 11 have described some
of these techniques. Unfortunately, these techniques are not widely exploited. In contrast, most
systems rely upon a range of ad hoc and `in house' techniques to support both the elicitation and
subsequent analysis of incident reports. This proprietary nature of these approaches can create
barriers to information sharing. The use of di�erent `in house' methods also prevents comparisons
being made between similar schemes in di�erent countries or industries.

16.2.1 Poor Investigatory and Analytical Procedures

Previous chapters have identi�ed a range of theoretical and practical issues that are often ignored
during the development of small scale `in house' analytical techniques. These issues, typically,
have little importance during the initial stages of a reporting system. They can, however, become
increasingly signi�cant as the scope of any system expands to cover more potential contributors or
as external regulatory intervention imposes increasing demands on those who are responsible for
maintaining the reporting system.

We have identi�ed two key theoretical ideas that must be considered when developing appro-
priate techniques for the analysis of adverse events: Mackie's Causal Fields and Hausman's Causal
Asymmetries. Mackie argues that events result in e�ects that together form a `causal �eld' [508].
For complex events, individual only observe a subset of these e�ects. Hausman's view of causal
asymmetry builds on this argument [313]. If we know the cause we can predict the likely conse-
quences, however, if we only know the consequences then it is far harder to unambiguously identify
a single cause. An individual's interpretation of the cause of an incident, therefore, depends upon
their observations of the e�ects and the relationship between those e�ects and a range of alternative
possible causes. Additional complexity stems from the way in which most failures stem from several
di�erent factors that together form what Mackie terms a `causal complex'. These theoretical ideas
are re
ected in the UK Health and Safety Executive's guidance on the incident and accident analysis
that support railway safety cases:
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\There is much evidence that major accidents are seldom caused by the single direct
action (or failure to act) by an individual. There may be many contributing factors
that may not be geographically or managerially close to the accident or incident. There
might also be environmental factors arising from or giving rise to physical or work-induced
pressures. There is often evidence during an investigation that some of the contributory
factors have been observed before in events that have been less serious. Accident and
incident investigation procedures need to be suÆciently thorough and comprehensive to
ensure that the deep-rooted underlying causes are clearly identi�ed and that actions to
rectify problems are carried through e�ectively." [350]

Unfortunately, many incident and accident techniques signi�cantly under-estimate the complexity
of causal analysis. Several existing approaches attempt to identify a single `root cause'. Other
techniques, fail to consider the range of alternative causes that can account for the same observed
e�ects. This creates problems during subsequent enquiries and litigation when it can be shown that
investigators failed to consider other plausible accounts. Such caveats can be levied at some of more
advanced analytical tools, including WBA and Tripod.

There are a number of reasons why reporting systems fail to adopt existing investigation and
analysis techniques. This book is, in part, intended to address the lack of reference material in this
area. There are other problems. For instance, many small scale systems lack the resources that
are necessary to hire or train existing sta� in some of the more complex techniques. This creates
particular problems when safety managers and investigators consider human factors issues. There is
a tendency to blame incidents on inadequate attention or on poor sta� performance. Such �ndings
obscure or neglect the `performance shaping factors' that contribute to human failure. This can
be illustrated by Busse and Wright's analysis of incidents reported in an intensive care unit. The
clinicians and nursing sta� who were responsible for the system argued that a number of incidents
stemmed from inattention and `thoughtlessness'. This often led to recommendations that focussed
on reminders, including numerous posters that describe recommended procedures [121]. The same
events were then analysed by a human factors expert who argued that such reminders could only
provide short-term protection against certain classes of adverse events. Their e�ectiveness declines
rapidly over time. In contrast, the application of incident investigation techniques derived from
the Tripod method, introduced in Chapter 11, revealed that many of the incidents of `thoughtless-
ness' could also be interpreted as the result of `work arounds' to support poorly designed or faulty
equipment.

Larger-scale reporting systems can avoid some of these problems by ensuring that their sta�
are trained in appropriate analytical techniques. Unfortunately, there is little agreement about
which approaches might support the causal analysis of incidents in many industries [453, 194]. It is
instructive to note that even the GAIN initiative, which many regard as the most advanced attempt
to create industry-wider reporting standards in aviation, has still to agree on a core set of analytical
techniques. This lack of consensus has important consequences. It can undermine con�dence in the
�ndings of any investigation, especially when there are misgivings about the intent or purpose of
any enquiry.

16.2.2 Inadequate Risk Assessments

It can be argued that safety managers and investigators are justi�ed in their decision to reject many
existing analytical tools in favour on `in house' solutions. Previous chapters have argued that very
few of the existing techniques can be integrated directly into the design and development of future
systems. In particular, they are very poorly integrated with risk assessment. This lack of integration
can have unfortunate consequences. For instance, I recently witnessed a design team deriving rough
reliability estimates for the same components that their colleagues had already been studying using
automated monitoring systems [423]. Incident reporting systems can provide evidence about the
consequences of a potential failure and approximations for the likelihood of particular hazards. Such
information can help to increase the accuracy of risk assessments which can be notoriously inaccurate
[249].
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The lack of integration between risk assessment and incident reporting not only a�ects the pro-
active use of failure information to support future development. It can also prevent the e�ective
allocation of resources within a reporting system. If investigators do not assess the risks associated
with the recurrence of a previous incidents then it can be diÆcult to justify why one failure deserves
closer investigation than another [416].

One of the main conclusions from this book is, therefore, that more support must be provided
to support the two-way 
ow of information between risk assessment and incident investigation. The
products of risk analysis can be used to gude the allocation of investigatory resources. The products
of incident reporting can be used to inform estimates about the consequence and likelihood of future
failures. A number of problems complicate the use of incident reporting data to guide the application
of risk assessment techniques. Most risk analysis centres on the frequency and consequence of an
event. It is, however, often unwise to assume that any recurrence of a near-miss incident will have
the same outcome. Many reporting systems therefore assume that any recurrence will have the
`worst plausible outcome' [423]. This creates problems because di�erent investigators can have very
di�erent opinions about what is, and what is not, a plausible outcome from any future failure. This
is most apparent in the di�erences that can arise between the risk assessments that are produced
by the safety managers in operating companies and those of regulatory organisations. The US
Department of Energy will issue a Preliminary Notice of Violation as a way of warning management
that they have under-estimated the risks associated with any recurrence of a particular incident.
For example, a series of `unplanned worker contaminations' in a national laboratory during 1999 led
to exposures that were well within speci�ed limits. However, the Department concluded that `the
lack of adherence to radiological work controls and the amount of radioactive material potentially
available for uptake in the body' created the potential for more serious incidents in the future.
The subsequent investigation argued that, in contrast, `laboratory management was reluctant to
acknowledge the serious nature of the concerns and treated them as a series of individual personnel
errors' [206].

As mentioned, few analytical techniques provide explicit support for the use of risk assessments
to drive the allocation of �nite investigatory and development resources. Even if risk assessments are
integrated into other investigatory techniques, there is no guarantee that investigators will respond
in an appropriate manner:

\During the almost �ve years preceding the Ladbroke Grove accident, there had been
at least three occasions when some form of risk assessment analysis on the signaling
in the Ladbroke Grove area has been suggested or proposed. The requests were: the
Head of Technical Division's letter of 11 November 1996 which requested a layout risk
assessment of the re-signaling (paragraph 43); the Field Inspector's letter of 16 March
1998 to Railtrack (paragraph 64); and the Railtrack Formal Inquiry of 1 July 1998
(paragraph 66). In addition there was an earlier request for details of measures taken to
reduce the level of SPADs in the area around SN109 recorded in the Head of Technical
Division's letter of 1st March 1995 (paragraph 39). None of these requests appears to
have been pursued e�ectively by HMRI." [351]

Such comments illustrate another of the numerous paradoxes that arise in incident reporting. It is
easier to identify situations in which risk assessment has failed to prevent a recurrence than situations
in which it has successful mitigated the risks of future failure. For instance, safety managers might use
a risk assessment to justify intervention to mitigate the consequences and likelihood of a particular
failure. If their intervention has been successful then the number of similar incidents may fall and
the outcomes of these events will be less `severe'. However, such situations are indistinguishable
from those in which the manager introduces unnecessary measures to address a risk that was lower
than they had anticipated.

16.2.3 Causation and the Problems of Counter-Factual Reasoning

Investigators must adopt a consistent approach to the causal analysis of adverse events. Con�dence
can be compromised if di�erent causes are identi�ed for apparently similar events. Unfortunately, the
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proponents of many reporting systems underestimate the diÆculty of causal analysis. The previous
section outlined some of the theoretical problems that complicate this task. Counterfactual reasoning
provides the main analytical technique for improving the consistency of causal analysis in incident
and accident investigations [248, 469]. Chapters 10 and 11 have described how this technique has
been integrated into a wide range of methods including Events and Causal Factor analysis as well
as WBA. Counterfactual reasoning takes the general form that `if a causal factor had not occurred
then the incident also would not have taken place' [491]. If an incident would still have taken place
whether or not a event had occurred then it cannot be thought of as causal factor. This style of
argument is illustrated by an NTSB marine incident; \...had the main switchboard been subjected to
thorough and timely inspections as part of an e�ective preventive maintenance program, any faulty
connections or conductive objects would have likely been identi�ed and corrected, and the �re might
have been avoided." [618]. The same style of reasoning can be used beyond the immediate `causes'
of an incident to look at the actions that might have mitigated the consequences of the failure. For
example, the report argued that \a �re�ghting team that was trained in the techniques of combating
an electrical �re should have led the response to the �re in the control room...such a team probably
would have extinguished the �re more quickly and with minimum risk". The author is using a
counterfactual argument because a trained �re�ghting team was not available to combat the initial
incident. The NTSB investigator also deploys counterfactual argumentation to eliminate potential
causal factors. The report argues that `even without a fuse, a transient voltage spike of suÆcient
magnitude to create an arc that could jump the gap probably could not have been created'. This
is a counterfactual argument because there was evidence to suggest that a form of fuse had been
present in the system before the incident. Hence with this additional safeguard, we can discount the
cause of the �re being a transient voltage spike.

Counterfactual reasoning is both complex and error prone. For example, how sure can we be that
an incident would not have occurred if a causal factor had not been present? Causal asymmetries
suggest that many di�erent causal complexes will have the same outcome. For instance, there are
no guarantees in the previous incident that the inspections would have found a particular faulty
connection. Previous incidents have shown that inattention and fatigue often compromise such
safeguards. Chapter 11 has argued that the strengths and weaknesses of counterfactual reasoning
remain an area for future research. Byrne and her colleagues have, however, conducted a number of
preliminary studies [123, 124]. This work argues that deductions from counterfactual conditionals
di�er systematically from factual conditionals and that, by extension, deductions from counterfactual
disjunctions di�er systematically from factual disjunctions. This is best explained by an example.
If we argue that \...had the main switchboard been subjected to thorough and timely inspections as
part of an e�ective preventive maintenance program, any faulty connections or conductive objects
would have likely been identi�ed and corrected, and the �re might have been avoided" then readers
will infer that the inspections had not taken place. This counterfactual style of argument can
have such a persuasive e�ect that readers overlook contradictory evidence elsewhere in a report
[426]. There are more complex examples of the inferences that readers draw from counterfactual
arguments. The statement that the �re was caused by a faulty connection within the main switchboard
that initiated an arc fault or by a conductive object falling onto the switchboard bus bars is a factual
disjunction. Byrne argues that such sentences encourage the reader to think about these possible
events and decide which is the most likely. There is an implication that at least one of them took
place. The statement that had the switchboard been covered by an e�ective preventive maintenance
program or a thorough inspection by the Alaska Marine Highway System then the presence of faulty
connections would have been identi�ed is a counterfactual disjunction. Chapter 10 has shown that
this use of the subjunctive mood communicates a presumption that neither of these events actually
occurred.

This theoretical work has pragmatic implications for incident investigation. If factual disjunctions
are used then care must be taken to ensure that one of the disjuncts has occurred. If counterfactual
disjunctions are used then readers may assume that neither disjunct has occurred. The distinction
between counterfactual and factual disjunctions forms part of a wider concern to ensure that an-
alytical biases are not hidden through the inappropriate use of language in incident reports. For
example, rhetorical devices known as tropes can be used to increase the impact and e�ectiveness of
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everyday prose. Chapter 13 has brie
y introduced the way in which tropes can be used to achieve
particular e�ects on the readers of an incident report. For instance, anaphora uses repetition at the
beginning of successive phrases, clauses or sentences. It can create an impression of climax in which
the repetition leads to a particularly important insight or conclusion.

\Both patients had implanted pacemakers, and both had experienced unintended maxi-
mum pacing rates up to 120 beats per minute. Medical intervention was needed to turn
o� the minute ventilation sensor in each pacemaker. When the sensors were turned o�,
the patients' heart rates returned to normal." [273]

This example illustrates the successive use of `both' to emphasise the link between events happening
to the patients. The investigator uses this repetition to draw the reader's attention to relationships
between the consequences of a single cause for both patients. In this case, a clinical device such
as a cardiac monitor or mechanical ventilators, was assumed to have generated a weak electrical
signal that was suÆcient to interfere with the ventilation sensors on the patient's devices. This, in
turn, resulted in the incorrect measurement of thoracic impedance and ultimately in pacemaker rate
increases. It is important to emphasise that such techniques are not of themselves either `good' or
`bad'. Rhetorical devices can be used to convince us of well-justi�ed conclusions or to support half-
baked theories. It is important, however, to be sensitive to the e�ects that such techniques might
have on the readers of an incident report. For instance, the previous citation can be interpreted to
provide readers with a clear summary of the evidence that supports the investigators' conclusions. It
can also be interpreted in a more negative light. For example, further investigation might establish
independent causes for the e�ects observed in both patients. The rhetorical device creating a link
between each individual might dissuade investigators from conducting such additional investigations.

Antithesis uses juxtaposition to contrasts two ideas or concepts. This technique is often used to
contrast some form of normative or correct behaviour with the events that are presumed to have
caused an accident. This can be illustrated from the following analysis of an incident reported to
the Canadian Defence Forces:

\...instead of braking gently, the driver's foot accidentally hit the accelerator. The vehicle
jumped forward out of control, veered to the right, sped over the ditch, and crashed into
the front wall of a 7-unit multi-family dwelling..." [147]

This technique is important because readers may make a number of additional inferences based upon
such constructions. In this context, it is tempting to infer that the resulting collision would not have
happened if the accelerator had not been pressed. The rhetorical construct diverts attention away
from alternative hypotheses. The car may have been travelling too fast for any braking manuever
to have prevented the eventual incident.

Most investigators and safety managers are unaware that they exploit such rhetorical devices.
They draft prose to support their arguments. They may inadvertently stress conclusions that are
not well supported by the available evidence. They may also cast doubt on other �ndings that
contradict their version of events. Unfortunately, this inadvertent use of rhetorical devices is often
exposed at litigation. In particular, it is often possible to show that particular linguistic constructs
re
ect the unsupported assumptions of investigators. In the previous example, it would be necessary
to demonstrate that the accidental use of the accelerator was the cause of the incident and not the
failure to brake well before the accelerator was applied. The key point here is that the problems of
bias and interpretation not only a�ect the causal analysis of incident reports, they also complicate the
way in which adverse events are documented and presented by investigators. If these in
uences are
not considered then there is a danger that alternative explanations will be prematurely discounted
and potential lessons lost.

16.2.4 Classi�cation Problems

It can be diÆcult to detect patterns of failure amongst the natural language accounts of adverse
events that are produced by many reporting systems. The volume of prose produced in national
and international systems can make it diÆcult for any individual to keep track of common causes
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or consequences across many incidents. In consequence, many reporting systems use keyword-based
summaries. Analysts represent the causes of an incident or near-miss by an enumeration of terms
drawn from an agreed glossary. This approach can also provide a concise representation of a range
of other contextual information, including mitigating factors and the potential consequence of an
adverse event. The use of keyword summaries helps to reduce the interpretation problems that stem
from tropes in natural language accounts. This approach strips out the rhetorical techniques that
emphasise particular interpretations through the use of anaphora, antithesis etc. There are further
bene�ts. For instance, the use of an agreed taxonomy can help to ensure that di�erent organisations
all consider a consistent set of terms when describing adverse events. Chapter 14 has also shown how
classi�cation schemes can be based upon the data models that support relational databases. Not
only do these terms provide a vocabulary for describing individual incidents, they also provide the
keywords that can be used to form the queries used to extract information about previous events.
This use of classi�cation schemes also supports the compilation of statistical data. Safety managers
and regulators can provide information about the frequency of incidents that are attributed to each
of the causes included in the taxonomy.

A number of practical problems complicate the use of such taxonomies to support the indexing
and retrieval of incident reports. In particular, it can be diÆcult to establish reliable procedures for
the codi�cation of each adverse event. Each incident can be codi�ed locally, within the group or
organisation in which an incident occurred, or by a central unit who are responsible for codifying a
large number of events sent in by di�erent participants. If the codi�cation of incidents is performed
centrally then it is important that sta� understand enough about the context in which an incident
occurs for them to ensure that the correct codes are assigned. Alternatively, if incidents are to be
codi�ed at a local level then it can be diÆcult to ensure that safety managers assign the same codes
to similar incidents in di�erent locations [417]. The FDA illustrate some of t he problems in incident
classi�cation through a `real' case study in which a violent patient in a wheelchair was su�ocated
through the use of a vest restraint that was too small. The risk manager, JC, proceeded as follows:

\She �nds the list of event terms, which was detached from the rest of the coding man-
ual... She muses: `Mr. Dunbar had OBS which isn't listed in these codes; he had an
amputation which is listed; he had diabetes which isn't listed; and he had hypertension
which is listed'. JC promptly enters 1702 (amputation) and 1908 (hypertension) in the
patient codes. She then �nds the list for Device-Related Terms... She reviews the terms,
decides there was nothing wrong with the wheelchair or the vest restraint, and leaves the
device code area blank." [275]

The success of any classi�cation system, therefore, depends upon the procedures that are used to
identify appropriate terms. The resulting classi�cation of 1702 (amputation) and 1908 (hyperten-
sion) provides few insights into the nature of the incident. A range of techniques can be used to
identify potential mis-classi�cations. Many of these rely upon comparing the results from any clas-
si�cation with those obtained from more reliable sources. For example, the frequency of particular
terms in an incident classi�cation can be compared with those from Sentinel schemes. The additional
resources and training provided to Sentinel systems should ensure that their classi�cations provide
a more accurate re
ection of adverse events than those submitted by other reporting systems. Un-
fortunately, it can be diÆcult to judge whether any di�erences are due to misclassi�cations or to
underlying di�erences in the nature of events that are reported to di�erent units within the same
industry. Alternatively, analysts can compare the results of an independent reclassi�cation of pre-
vious incidents with those that were originally returned from a reporting system. Such comparisons
again rely upon an appropriate sampling technique to ensure that this approach detects `genuine'
di�erences in any subsequent reclassi�cation. If the sample focuses on particular classes of adverse
event then this approach may fail to uncover wider problems of misclassi�cation in the incidents
that wre not selected as part of the sample.

A range of further problems complicate the application of taxonomies. Many incidents involve
`wicked' failures that cannot easily be described by a number of discrete terms [468]. For instance,
computer-related failures often stem from a combination of requirements and design errors. System
components fail because some necessary tasks are not identi�ed and because others are identi�ed
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but had not fully developed. For complex systems it can also be diÆcult to distinguish between a
requirements failure and a design failure. This is especially diÆcult if detailed design and require-
ments documents are distributed across the sub-contractors that are responsible for implementing
component functionality.

Further problems arise from the diÆculty of classifying human behaviour. For instance, a re-
cent HMRI report identi�ed the diÆculty of distinguishing between `misjudgement' and `disregard'
[349]. The allocation of these di�erent terms has a profound impact on the consequences of any
investigation. `Misjudgement' implies that the operator may have behaved in a reasonable manner
even if they ultimately failed to safeguard the system. `Disregard' suggests a more willful neglect
of necessary precautions. The HMRI report cites the example of a train driver who appeared to
make every e�ort to brake at a signal in poor weather conditions, yet the incident was categorised
as `disregard' rather than `misjudgement'. The allocation of such terms involves a level of analysis
and discretion that goes beyond the FDA's taxonomy, which focuses on observable features such as
the role of hypertension in an incident.

In many industries, it can be diÆcult to ensure agreement over the components of incident
taxonomies. In particular, there is a trade-o� between the coverage of a taxonomy and the reliability
of any analysis. In general, analysts are less likely to achieve a consistent classi�cation if more terms
are introduced into a scheme. The development of an appropriate taxonomy is further complicated
by the need to respond to changes in the types of incident that are reported to a scheme. This creates
particular problems if analysts are forced to go back and manually reclassify hundreds or thousands
of records to re
ect new distinctions and de�nitions of the components of any taxonomy. Some
reporting schemes now hold more than 500,000 reports [59]. If previous records are not updated to
re
ect the new classi�cation system then safety managers may fail to discern that recent incidents
form part of a wider pattern, which is obscured by weaknesses in the previous classi�cation scheme.
This problem is particularly acute when taxonomies are extended to describe human behaviour. The
�eld of human factors research has changed rapidly over the last decade with an increasing focus on
group interaction. However, few of these changes have been re
ected in incident reporting systems
because of the costs associated with manually analysing and re-classifying existing records.

As mentioned, many classi�cation systems are derived from or inform the development of databases.
These systems support the retrieval of individual incident reports using queries that are constructed
in terms of the components of incident taxonomies. For instance, analysts can use the FDA's
MAUDE system to retrieve information about all incidents that were tagged with the device codes,
mentioned in previous paragraphs. Unfortunately, the theoretical under-pinnings of these systems
are often poorly understood by the people who use them. Safety managers, therefore, often rely
upon queries that are pre-programmed by system administrators. Unfortunately, it can be diÆcult
to ensure that safety managers clearly communicate their information requirements to technical
support sta� [413]. In consequence, safety managers often do not receive the information that they
think they have requested when they issue a query. It can also be diÆcult for safety managers to
formulate more ad hoc, exploratory queries because they lack necessary technical knowledge about
relational database technology [413].

Chapter 14 introduced alternative technologies that avoid some of the limitations associated with
the use of relational databases in incident reporting schemes. Web-based techniques can also be used
to automate the indexing of incident reports in response to changes in a classi�cation scheme. This
avoids the overheads associated with the manual reclassi�cation of many thousands of previous
records. Similarly, probabilistic information retrieval systems enable users to search for information
without the need to form complex queries [413]. Information requests can be expressed in the
vernacular. The retrieval system analyses compares attributes of the query, such as the frequency
of key terms, to automatically identify potential matches within a collection of incident reports. For
example, it is relatively rare to �nd the term `explosion' in medical incident reports. The use of this
term in a query can help retrieval systems to identify a relatively small number of potential matches.
In contrast, less attention might be paid to the use of the term `patient', which is likely to appear in
many of the records within the system. Probabilistic information retrieval systems do not, however,
provide a panacea. For example, it can be diÆcult to ensure that particular queries yield appropriate
levels of precision and recall. A system exhibits poor precision if it returns many incidents that the
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user does not believe are related to their query. The user must then manually �lter the large number
of incidents that the system considers to be a match. Conversely, poor recall occurs when a system
fails to return an incident that the user believes is related to their query. Systems that provide
good recall are often imprecise. Conversely, systems that o�er high degrees of precision will often
exclude incidents that ought to have been returned as a potential match. A number of existing
research projects have, therefore, begun to look for alternative computational techniques including
conversational case based reasoning [413]. The intention is to avoid the static data models that
limit the application of relational databases but also to help users interactively address the problems
created by poor precision and recall. Conversational case based reasoning techniques enable users to
�lter the presentation of incident information through the iterative re�nement of natural language
queries.

16.3 Managerial Problems

Previous sections have focussed on problems that can prevent reporting systems from yielding the
bene�ts that are often claimed for them. These range from the diÆculty of eliciting suÆcient reports
through the problems of ensuring consistent analysis through to the computational challenges that
complicate the storage and retrieval of large-scale incident collections. In contrast, this section fo-
cuses on the problems of managing incident reporting systems. It is important not to underestimate
these problems because they are often far more signi�cant than the technical issues that have been
summarised in previous paragraphs. If insuÆcient resources, including time, �nance and expertise,
are allocated to a reporting system then there is little prospect that it will yield signi�cant safety
improvements. If management structures are not established to enable the dissemination, implemen-
tation and monitoring of safety recommendations then any insights are unlikely to be acted upon. If
higher levels of management, regulators and political interests have unrealistic expectations about
the likely bene�ts of a reporting system then it is unlikely to satisfy any subsequent validation
actions.

16.3.1 Unrealistic Expectations

Chapter 1 has presented statistics that indicate the high frequency of adverse events and near-miss
incidents in many safety-critical industries. It has been estimated that between 4% and 17% of
patients in acute hospitals su�er from iatrogenic injury [849]. Observational studies have found that
45% of patients experienced some medical mismanagement and 17% su�ered events that led to a
longer hospital stay [28]. The US Aviation Safety Reporting System averages approximately 600
reports and UK railway's Safety Management Information System receives over 1,700 reports each
week. It can, however, be diÆcult to interpret these statistics. The 4-17% �gure for iatrogenic
injury is based on extrapolations that may not be con�rmed by new regional reporting procedures
in the UK and the US. Similarly, the number of submissions to the Safety Management Information
System is partly due by the way it helps record reports that meet regulatory requirements under the
UK's RIDDOR regulations. In spite of these caveats, many of the proponents of incident reporting
point to the success of schemes such as the ASRS to justify the development of new systems. They
often underemphasise the potential problems that can arise when data is collected unnecessarily or
that can occur when �nite resources are swamped by a 
ood of `low criticality' reports. For instance,
since the Ladbroke Grove accident, there has been a requirement to conduct a formal inspection
after every report of a SPAD. This has resulted in over 200 formal investigations by Her Majesty's
Railways Inspectorate (HMRI). It is likely that there have also been a far larger number of near-
misses. Drivers frequently avoid passing the signal by rectifying a potential problem `at the last
minute'. It has been argued that con�dential, voluntary reporting systems might be used to elicit
information about these events that would otherwise go unrecorded [194]. In particular, they might
provide insights both about those measures that helped the driver to detect the potential danger
and about those factors that might have turned a near miss into a more serious incident.

Some individuals and organisations have looked beyond the particular safety lessons that might
be learned from a reporting system. In addition to identifying successful defences and potential
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vulnerabilities, they have argued that such schemes will also reduce costs by avoiding the negative
consequences of previous failures. For instance, the NHS have promoted the development of volun-
tary reporting systems as one of several measures that are intended to achieve a number of ambitious
objectives:

\...the Department of Health should establish groups to work urgently to achieve four
speci�c aims: by 2001, reduce to zero the number of patients dying or being paralysed
by maladministered spinal injections (at least 13 such cases have occurred in the last
15 years); by 2005, reduce by 25% the number of instances of negligent harm in the
�eld of obstetrics and gynaecology which result in litigation (currently these account
for over 50% of the annual NHS litigation bill); by 2005, reduce by 40% the number
of serious errors in the use of prescribed drugs (currently these account for 20% of all
clinical negligence litigation); by 2005, reduce to zero the number of suicides by mental
health inpatients as a result of hanging from non-collapsible bed or shower curtain rails
on wards (currently hanging from these structures is the commonest method of suicide
on mental health inpatient wards)." [633]

Such high expectations can contrasted with the prosaic problems that limit the utility of incident
reporting systems. There are further problems. Chapter 15 has described the diÆculty of monoring
whether or not a reporting system is meeting the ambitious objectives that often set for them.
Increases in the reporting frequency can be due to increased participation in a scheme or from
a sudden rise in adverse events. Independent audits can be used to distinguish between these
two interpretations, however, limited resources prevent their use as a persistent monitoring device.
There are further problems; a reduction in the accident frequency cannot always be used as an
indicator. In many industries, high consequence adverse events are so rare that any reduction from
the bene�cial e�ects of incident reporting cannot be distinguished from random changes even over
relatively long periods of time. A number of more sophisticated statistical models have recently been
proposed to address these concerns. For instance, UK RailwaySafety's Precursor Indicator Model
measures short-term changes in the frequency of events that have led to previous accidents. The
precursors that form the focus of this monitoring technique are updated over a longer time period
to re
ect any changes in the causes of those accidents that do occur. Such approaches recognise
the technical complexities that arise in attempting to extract data to support the management of
incident reporting systems. One of the aims behind this book is to undermine some of the more
simplistic and extreme claims that are made about the bene�ts of incident reporting. A further
intention has been to provide safety managers with information about tools, such as the Precursor
Indicator Model described in Chapter 15, that can be used to avoid some of the pitfalls that have
a�ected previous reporting systems.

16.3.2 Reliance on Reminders and Quick Fixes

Risk monitoring tools, such as RailwaySafety's PIM techniques, are not an end in themselves. They
provide information that should be used to inform future decision making. Information about pre-
vious failures must guide the interventions that reduce the likelihood or mitigate the consequences
of future incidents. Previous chapters have cited many success stories where incident reports have
triggered a prompt and e�ective response to adverse events. These have ranged from new forms of
glazing in the viewports of military bunkers described in Chapter 12 [144] through to changes in
the ventilation systems in the laundry facilities on cruise ships mentioned in Chapter 13 [606]. It is
important to recognise, however, that the development of a reporting system does not always guar-
antee that recommendations will be acted upon. For example, Chapter 9 recounted the thirty year
campaign by the NTSB to encourage the wider use of Excess Flow Valves in consumer gas lines [588].
Similarly, the concerns voiced by the ASRS about the consequences of tight turnaround times in US
airports have had some limited e�ects [410]. It is unrealistic to expect that every recommendation
proposed by a reporting system should be implemented. Economic and commercial pressures have
been cited as reasons for the delay in implementing the two recommendations mentioned above.
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There are further generic reasons why reporting systems can fail to yield the safety bene�ts that
some have predicted. For instance, these schemes often yield few surprises. They help to reinforce
existing safety concerns that many managers will already be very familiar with. For instance,
Sexton, Thomas and Helmreich's study of medical incident reporting found that the most common
recommendation for improving patient safety in intensive care was to acquire more sta� to handle
the workload. The most common recommendation from incident reporting in operating theatres
was to improve communication [735]. The lack of surprise should be unsurprising. Organisations
that establish reporting systems, typically, already have a good idea of the safety issues that a�ect
their working practices. Van Vuuren's research, cited in Chapter 11, provides further examples. One
study focussed on 19 incidents that were reported over approximately one month to an Accident
and Emergency Department [844]. His analysis yielded a total of 93 potential causes of which 45%
related to organisational issues while 41% were classi�ed as `direct' human causes. The organisational
causes included the need to secure external services. In particular, incidents were often triggered or
exacerbated by the need to secure beds for the patients in the Department. They also included a
lack of senior sta� during peak periods. Direct human causes included problems that new Senior
House OÆcers experienced in interpreting X rays. They also stemmed from a culture of learning
from mistakes and a reluctance to contact senior sta�. Many NHS safety managers are already
very aware of these issues. Such concerns do not, however, secure the resources and organisational
support that is necessary to implement speci�c improvements.

It is diÆcult to underestimate the impact that resource issues can have upon the bene�ts of
any reporting system. Some schemes have proven to be very successful in triggering large scale
investments in safety measures. Insurance and safety classi�cation companies, including Lloyds
Register and DNV, have played an important role in motivating upper levels of management to
invest in the recommendations that are derived from reporting systems. In contrast, other more
local schemes have often been set the target of becoming `self funding'. In other words, any safety
investments must be paid for by corresponding process improvements that are elicited as `lessons
learned' through the same reporting mechanisms [417]. These constraints can often lead to a form
of resource starvation. Managers are forced to make recommendations that they know will never be
funded or to focus their attention on `low cost' and `no cost' solutions. This partly helps to explain the
dominance of the perfectability approach to risk management, mentioned in Chapter 12. Rather than
address the organisational, technical and environmental causes of adverse events, sta� are urged to
`try better', `be more aware' or `follow established procedures'. Busse andWright's study of reporting
in intensive care found 82 `Remind Sta�?' statements in a total of 111 recommendations over a 15
month period [119]. 29 other recommendations focussed on revised procedures and protocols (e.g.
`produce guidelines for care of arterial lines - particularly for femoral artery lines post coiling'), or
were equipment related (e.g. `Obtain spare helium cylinder for aortic pump to be kept in ICU'). A
reliance on reminders can also be seen in larger scale, voluntary reporting systems. For example,
Chapter 2 described how the aviation industry's CHIRP system often relies upon the perfectability
approach. Pilots have been urged to check that they have entered the `correct' data into navigation
systems `then, and only then, should the Execute function button be pressed' [176]. Similarly, they
have been urged to complete pre-
ight visual inspections of all 
ight surfaces or in cases where this
is not possible, such as a high wing high tail con�guration, to ensure `a sound knowledge' of local de-
icing processes in the prevailing weather conditions, `If there is any doubt as to whether the aircraft
is clean, a take-o� should not be attempted' [179]. Similarly, the ASRS has encouraged pilots to
mitigate the problems of noise cancelling headphones by having them `half-on' and `half-o�' during
take-o� and landing [62]. These reminder statements can be interpreted in two di�erent ways. At
one level, they provide an important source of practical information for operators. This is reinforced
by a recent contributor to CHIRP:

\It is timely that we remind ourselves of the health and safety hazards that may
exist on the aircraft. It is also timely that we remind ourselves that we are individually
responsible for our own health and welfare in situations that we know are hazardous.
[178]

These reminders can, however, be interpreted in a di�erent way. It is possible to argue that far from
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improving safety, they illustrate potential weaknesses in the defences that protect safety-critical sys-
tems. Human factors research points to the dangers of any reliance on reminders. Unless people
are continually reminded then they are likely to forget the importance of safety precautions over
time [367]. Any reminder should be seen as a prompt for more concerted action to address un-
derlying technical and organisational issues. In this view, reminders are short-term �xes to deeper
safety problems ranging from the design of human-machine interfaces to navigation systems through
through to the intergration of noise cancelling headphones into cockpit auditory warnings. There
is evidence that the managers of both the CHIRP and ASRS systems have responded in this way,
they have initiated and contributed to more sustained safety initiatives following particular incident
reports. It is also instructive, however, to examine those incidents that typically yield reminders.
As we have seen, in the aviation domain these often concern cockpit design but can also relate to
commercial pressures to meet particular ATC slots. In the medical domain, reminders are often used
to cope with the lack of beds or key sta� or with speci�c medical devices acquired by other units
in the hospital. These reminders are intended to address problems that are, typically, perceived to
lie outside the scope of the reporting system. Sta� must perform better to cope with issues that
cannot be addressed by more direct means, including changes in acquisition policy and commercial
practices. The presence of such reminders, therefore, provides insights into the perceived limitations
of an incident reporting system.

16.3.3 Flaws in the Systemic View of Failure

The reliance on reminders by `perfectionist' approaches to incident reporting often stems from an
undue emphasis being placed upon the direct human causes of adverse events. Operators are blamed
as the main cause of an adverse event, hence they should be exhorted to `try better, next time'.
Correspondingly less attention is placed on the organisational, technical and environmental circum-
stances the contributed to an incident. The managers of many schemes have become sensitive to
these criticisms. For instance, Chapter 13 quotes the Swedish Maritime Agency's statement that `it
is to be underlined that it is not the purpose of the investigation to establish or apportion blame
or liability' [768]. Rather than focusing on individual human errors, the purpose of their reporting
system is to provide `a complete picture' of adverse events. Similarly, a recent report into SPADs
on UK railways stressed that `no driver sets out to have a SPAD, but all humans are prone to un-
intentional error on occasions'. It went on to argue that in order to reduce SPADs it was necessary
to understand the factors that contribute to these events and that `... there is a growing body
of evidence that features in the design and con�guration of the signalling system can signi�cantly
increase the risk of driver error' [356]. This view has also been embodied in HMRI guidance on
the preparation of safety cases, this rejects the identi�cation of operator error as a root cause of
incidents on UK railways:

\In these criteria the term `root causes' includes consideration of management' s real
and perceived messages to workers, environmental and human factors, as we ll as plant
failures and inadequate procedures. Human errors arising from poor operating condi-
tions, procedures, management expectations or plant design are not root causes; the
predisposing factors are." [350]

In the domain of medicine, the UK NHS' `Organisation with a Memory' argued that although human
error can precipitate an incident, there are usually deeper `systemic factors' that created the context
in which an adverse event was likely to occur [633]. In contrast to the perfective approach, this
systemic approach:

\... takes a holistic stance on the issues of failure. It recognises that many of the
problems facing organisations are complex, ill-de�ned and result from the interaction of
a number of factors. This approach starts from the premise that humans are fallible and
that errors are inevitable, even in the best run organisations. Errors are seen as being
shaped and provoked by upstream systemic factors, which include the organisation's
strategy, its culture and the approach of management towards risk and uncertainty. The
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associated counter-measures are based on the assumption that while we cannot change
the human condition we can change the conditions under which people work so as to
make them less error-provoking. When an adverse event occurs, the important issue is
not who made the error but how and why did the defences fail and what factors helped to
create the conditions in which the errors occurred. The system approach recognises the
importance of resilience within organisations and also recognises the process of learning
as enhancing such resilience." [633]

The claim that accidents occur in the `best run organisations' echoes Perrow's argument that com-
panies will still have accidents no matter how hard they try [675]. His work on `normal accidents'
provides theoretical under-pinning for the systemic view of failure [675] Accidents occur in unex-
pected ways because operators, managers and regulators cannot hope to control the many di�erent
hazards that are created by the complexity and coupling of high-technology systems. It is easy
to misinterpret many of Perrow's arguments especially about the nature of politics and control in
high-reliability organisations. It seems clear, however, that he views adverse events as part of the
price to be paid for technological innovation. Accidents and incidents also provide `warning sig-
nals' about the trade-o�s between safety and production that characterise many industries. The
previous chapters of this book provide numerous examples to con�rm Perrow's view. Railtrack
have made considerable e�orts to introduce innovative incident reporting systems. They have also
been involved in a succession of major accidents. Perrow argues that if we cannot prevent potential
catastrophic failures in high-technology systems then they should be `abandoned, drastically scaled
back or drastically redesigned'. However, many of these rail accidents occurred while design changes
are being introduced across the network. The introduction of the Train Protection and Warning
System, mentioned in Chapter 3, is scheduled for completion in January 2004. Unfortunately, it is
diÆcult to abandon or drastically scale back a national rale system in the meantime. The reduction
in network traÆc following the Hat�eld crash played a major role in the UK governments decision
to force the infrastructure company into receivership.

At the heart of normal accident theory is the argument that previous technologies supported
linear and loosely coupled systems. It is possible to anticipate and counter the hazards that are
raised by dams and canals. Accidents are `foreseeable and avoidable' because if one component fails
then there is time to react and mitigate the consequences of adverse events. In contrast, modern
production and transportation systems exhibit non-linear behaviours. They exploit techniques such
as `just in time' production that provide eÆciency savings but that also create potential vulnerability.
Individual failures propagate throughout and beyond system components in ways that would not
have been possible in loosely coupled systems. Again, previous chapters have supported these
arguments. For instance, Chapters3 and 7 describe how a decision to increase the traÆc on a
Brunswick Line rail system led to the placement of a signal before a station so that drivers had
suÆcient time to break before a hazard on the other side of the station. This contributed to
the subsequent accident because investigators argued that drivers were less likely to recollect the
previous signal after they had performed a station stop [596]. This incident illustrates many of
Perrow's arguments. The decision to increase line capacity implied higher operating speeds and
longer stopping distances. This consequent operating changes introduced greater complexity for
drivers and signallers. The increased operating speeds reduced the opportunity to correct any driver
failure to recollect the signal. High-line capacity also made it more likely that any such failure would
have catastrophic consequences; it was more likely that the train would come into con
ict with other
traÆc on the line.

Perrow's arguments for the systemic causes of failure in high-technology systems are persuasive.
They do not, however, explain some of the observations in this book. It is diÆcult to maintain
a distinction between linear and non-linear systems. In particular, such distinctions cannot easily
be used to identify situations in which accidents are `foreseeable and avoidable' and those in which
they cannot be predicted or mitigated. Even relatively simple `systems' can fail in complex and
unexpected ways. Chapter 8 reviewed the catastrophic e�ects of excavation activities that failed to
account for soil characteristics and the knock-on e�ects of digging holes in particular locations. This
analysis is con�rmed by Petroski work on the role of failure in civil engineering [679]. Perrow counters
these objections by arguing that linear processes often form part of more complex non-linear systems
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and hence may lead to unexpected forms of failure. This analysis does not, however, explain the
lack of surprise that engineers and managers often express over the failures that a�ect even the most
complex and tightly-coupled technological systems. This is true, for instance, of many of the adverse
medical events reviewed in Chapter 14. Most iatrogenic incidents stem from recognised problems
that managers lack the resources or the institutional support to address. Pressures to attain other
organisational or commercial objectives sti
e the concerns that are expressed in the aftermath of
previous incidents. This analysis shares much in common with Sagan's view that factional interests
can oppose safety measures that threaten their position within high-reliability organisations [718].

The lack of surprise that accompanys the publication of many incident reports can be explained
in several ways. Theories about the causes of an incident are often formed in the aftermath of an
adverse event while primary and secondary investigations are being conducted. This can lead to
speculation that informs and is informed by the broadcast media. This line of analysis is unsatis-
factory. The same speculation occurs both after accidents and incidents. Hence it cannot explain
the di�erences between our observations and the surprising, catastrophic failures studied by Perrow.
These di�erences can, however, be explained by the relatively high frequency of the adverse events
that we have studied. Managers and operators are less surprised by the causes of low consequence
incidents because they occur more often than the `catastrophic' failures studied by Perrow. Fur-
ther caveats can, however, be raised against this argument. In the medical domain it is possible to
identify a range of high-consequence incidents whose causes are very unsurprising, including junior
doctors' lack of experience and the high workloads imposed upon some sta� [453, 633]. Even if a
clinician never witnesses an accident, they will still be familiar with many of the causes of these
events.

There is, therefore, an irony in Perrow's use of the term `Normal Accidents'. The types of
catastrophic, unexpected failures that he studies are both atypical and very rare. Coupling and
complexity are, of course, major concerns. However, most accidents in high-technology systems
occur through combinations of well-known problems. These unexpected combinations lend the
element of surprise. In Mackay's terms, we are often familiar with the singular causes of adverse
events but cannot anticipate the many causal complexes that lead to incidents or accidents [508]. I
would not, however, go as far as Leveson who argues that it `is often a matter of luck' whether the
causal conditions for an incident exist [486].I would argue that the formation of causal complexes is
a matter of time rather than luck. The longer organisations continue to neglect well-known singular,
general causes of failure then the more likely it is that they will contribute to adverse events or
near-miss incidents. Whether they develop into catastrophic accidents depends on the nature of the
causal complex and the barriers that can be used to mitigate the consequences of an initial failure.

16.4 Summary

There has been a rapid growth in the number and scale of incident reporting systems. In the
UK, the Ladbroke Grove rail accident stimulated a range of initiatives including the expansion of
the CIRAS voluntary reporting system [194]. The Bristol In�rmary enquiry had a similar impact
on UK healthcare [436]. In the United States, the Institute of Medicine report `To Err is Human'
prompted many states, as diverse as Arizona, New York and Washington, to draft bills that establish
additional reporting voluntary and mandatory systems for healthcare professionals [453]. In Japan,
the Maritime Labour Research Institute in Tokyo is one of several organisations that have begun
to investigate alternative forms and procedures for incident analysis [553]. This builds on work in
the nuclear and aviation industries. The Japanese Ministry of Public Welfare has also instructed
hospitals to develop reporting systems to help reduce iatrogenic incidents. Strong claims have been
made about the potential bene�ts of these systems. Incident reporting applications are argued to
o�er valuable insights into the near-miss incidents that have the potential to threaten future safety.
They can also be used to elicit information about `lessons learned' and act as an exchange for best
practice [844].

This chapter has, however, argued that signi�cant barriers must be addressed before incident
reporting systems can be successfully applied within many industries. These can be summarised as



16.4. SUMMARY 913

follows:

1. reporting biases.
There are few guarantees that all sta� will contribute to a reporting system. Variations

in participation rates have been observed both within working groups at the same location,
as in hospital systems, and between geographical regions, for example across rail networks.
Automated systems are increasingly being introduced to trigger investigations into near-miss
incidents. However, some tasks cannot easily be instrumented. Many of the more specialised
monitoring systems are unreliable and often provide `false positives' that consume �nite an-
alytical resources. In consequence, it seems likely that reporting rates of less than 20-30%
will be typical of many healthcare applications. These problems do not a�ect some report-
ing systems. SPAD reports provide a relatively accurate impression of the frequency of these
events. However, the monitoring systems that help to detect these incidents tell us very little
about events that almost resulted in an incident but that were narrowly averted by operator
intervention.

2. blame.
Some local systems enjoy good levels of participation while trusted individuals administer the
scheme. Sta� learn to trust the integrity of those individuals. Participation rates often fall
dramatically when they are replaced [119]. This e�ect is clearly linked to potential contributors'
concerns that they will be viewed as `whistle blowers' either by their colleagues or by those
who administer the system.

3. analytical bias.
There are numerous forms of bias that can a�ect the analysis of incidents once they have

been reported. These include author bias, judgement and hindsight bias, con�rmation and
frequency bias, recognition bias, political, sponsor and professional bias. This is not an ex-
haustive list but it illustrates the diÆculty of ensuring that any investigation is not hindered by
`undue' in
uences. These issues are particularly important in incident reporting when many
stages of an initial investigation and analysis will be performed not by an external authority
but by the organisation that was directly involved in the occurrence.

4. poor investigatory and analytical procedures.
Once an adverse occurrence or near miss has been reported, it can be diÆcult to determine
what factors should be included within an investigation. This is important for theoretical rea-
sons because it can be diÆcult to identify salient factors within what Mackie terms the `causal
�eld' [508]. Hausman also points to the problems created by `causal asymmetry' [313]. If we
know the cause then we can determine the e�ects. However, if we observe the e�ects then it
can be diÆcult to reach �rm conclusions about the multiple possible causes of those obser-
vations. These theoretical problems are exacerbated by the resource constraints that a�ect
incident reporting. Many organisations lack both the funding and the expertise to investigate
more than a single causal hypothesis. This clearly limits the value of any insights that might
be obtained from the analysis of near miss incidents.

5. inadequate risk assessments.
The design of safety-critical applications is typically guided by some form of risk assessment.
Risk can be thought of as the product of the consequence and the likelihood of a particular
failure. Incident reporting systems have been proposed as powerful means of informing risk
assessments. They can provide quantitative data about the relative frequency of previous
failures [453]. As we have seen, however, analytical and reporting biases undermine such
statements. Similarly, the nature of `near miss' incidents makes it very diÆcult to identify the
`worst plausible outcome' that might inform any decision about the consequences of a future
recurrence.
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6. causation and the problems of counterfactual reasoning.
Many organisations have responded to the problems of analytical bias by recommending tech-
niques that draw upon counterfactual reasoning. This style of argument takes the form; `X is
a causal factor if the incident would not have occurred if X also had not occurred'. Counter-
factual reasoning is both diÆcult and unreliable. For example, there is often an implicit and
unwarranted assumption that X occurred [313]. Similarly, Mackie's work on causal complexes
suggests that investigators are likely to �nd many di�erent X's for any single adverse event.
The problems of counterfactual reasoning are compounded by Hausman's observations about
causal asymmetries. Not only are there likely to be many X's within a causal complex, there
are also likely to be many alternative causal complexes that might explain the observed e�ects
of an incident . Unfortunately, all existing analysis techniques rely upon the subjective judge-
ment of individual investigators to determine which of these X's are `plausible' causes. Even
the more formal, mathematically based techniques rely upon weightings or partial orders that
ultimately re
ect subjective assessments.

7. classi�cation problems.
Many organisations have responded to the problems of counterfactual reasoning by adopting
causal taxonomies. These initiatives form part of a wider attempt to classify incidents accord-
ing to a restricted range of criteria. This o�ers numerous bene�ts. In particular, the elements
of the classi�cation be used as indexing terms in relational databases. Unfortunately, �eld
studies have shown that few safety managers know how to use these tools to accurately ex-
tract information about previous incidents. Problems also arise when the items in a database
have to be manually reclassi�ed to re
ect changes in a causal taxonomy. This can be particu-
larly onerous for national systems that hold many hundreds of thousands of records. Several
prototype systems have been developed to address these problems. For instance, we are us-
ing information retrieval techniques that were originally developed for mass-market web-based
applications. These approaches are the subject of on-going research and currently su�er from
poor precision and recall.

8. unrealistic expectations.
Many people who initiate reporting systems expect reductions in the frequency and conse-
quence of adverse events that are unreasonable given previous experience in running these
schemes. These expectations are particularly problematic given that many types of incident
will not be reported to con�dential systems. There can be strong organisation and cultural
barriers that prevent employees from disclosing information about their friends and colleagues;

9. reliance on reminders and quick �xes.
Many reporting systems lack the �nancial resources that are necessary to address underlying
system failures. These systems are, typically, seen as a form of cost reduction rather than as
a form of income generation. This separation of reporting systems from sources of investment
can result in recommendations that focus narrowly on `quick �xes'. Studies of previous sys-
tems have seen a tendency to adopt a perfective approach in which operators are urged to try
harder to avoid future incidents. Such reminder statements provide dubious protection given
that they must be continually reinforced if they are not to be forgotten.

10. 
awed systemic views of failure.
Rather than focusing on the role of individual operator error in the causes of an adverse event,
attention has shifted to the `systemic factors' that make failure more likely. For instance, Per-
row has argued that the coupling and complexity of high-technology systems make it diÆcult
to predict and prevent potential catastrophes. We would argue, however, that many operators
and managers are already very familiar with the singular, general causes of adverse events. The
diÆculty lies in predicting how these individual factors will combine to form causal complexes.
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Reporting systems can help to address this problem. Information about previous incidents can
be analysed to identify common patterns of failure. Unfortunately, the utility of this approach
is compromised by the problems of analytical and reporting bias.

This is a partial list. The previous chapters in this book have mapped out a number of additional
problems that complicate the development of incident reporting systems. These include the diÆculty
of determining whether or not a particular scheme has had any impact on safety at all. Previous
chapters have also summarised the `state of the art' in terms of the techniques that safety managers
and regulators might use to address these problems. The presentation of these techniques has been
driven by the use of case studies and by practical experience in applying them to previous incidents.
Many of these techniques provide only partial solutions, there are no panaceas. Instead, I hope
that by bringing together a wide range of material from many di�erent industries it will be possible
to learn from the successes and failures that others have experienced in the development of their
reporting systems.
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rhetoric, see rhetoric
saliance bias, 338
salience bias, 387
simulation bias, 227, 228, 234, 235, 246,

247
sponsor bias, 533, 899
tracking, 796, 832
weapon bias, 533, 539

Black boxes, see Data recorders
Bristol Royal In�rmary Inquiry, 31

CAA, 15, 26, 128, 189, 780, 846
CAD, see visualisation
CAE diagrams, 306{312, 315, 316, 540
CAIRS, 30, 39, 130, 810
Canadian Coast Guard, 666
Canadian National Defence

General Accident Information System, 542
Safety Digest, 542, 544, 547, 557{559, 896,

904
Canadian Transportation Safety Board, 797,

806
Case-based reasoning, 55, 122, 769, 780{783,

785, 787{790, 793, 795, 907
Catalytic failure, 49
Causal trees, 463, 465, 472, 496, 517, 524, 526{

529, 531, 532
validation, 525, 527

causation
and recommendations, 539
Bayesian analysis, see Bayesian Analysis
causal asymmetry, 494, 496, 497, 518, 587,

597, 660, 693, 781, 864, 869, 891,
900, 903, 913, 914

causal complex, 182{184, 203, 206, 340{
341, 387, 388, 402, 408, 435, 598,
900, 903, 912, 914

causal �elds, 182, 203, 206, 214, 387, 900,
913

causal independence, 184
contextual factors, 100, 196, 206, 211, 215,

280, 329, 331, 338, 342, 439, 463,
539, 545{548, 637, 638, 644, 795

de�nition, 183, 329
contributory factors, 3, 24, 31, 50, 76,

144, 159, 182{184, 196, 206, 211, 215,
268, 278, 280, 329{331, 338, 342, 360,
368, 369, 403, 501, 539, 563, 602,
607, 622, 651, 657, 805, 869

de�nition, 184, 329
counterfactual reasoning, see counterfac-

tual reasoning

distal factors, 24, 49, 50, 52, 63, 183, 211,
235, 262, 317, 330, 335, 340, 359,
396, 434, 539, 657, 658, 693, 703,
704, 707

exacerbating factor, 217, 248, 660
de�nition, 329

general causes, 183, 203, 206, 216, 331,
411, 422, 463, 517, 539, 912, 914

de�nition, 387
genotypes, 49{52, 57, 59, 61
initial reports, 138{139
particular causes, 206, 329, 331, 387, 447,

463, 494, 497, 517, 539, 598, 654, 658
de�nition, 387

phenotypes, 49, 50
presentation issues, 658{661
proximal factors, 24, 49, 52, 63, 183, 211,

235, 262, 277, 317, 331, 335, 340,
434, 539, 656, 658, 693, 704, 707

root causes, 14, 24, 26, 27, 41, 97, 139,
178{181, 183{185, 196{199, 201, 206,
211, 212, 215, 219, 267, 278, 280,
329{331, 335, 337{342, 344, 348, 354,
355, 358, 360, 368, 369, 388, 393,
395, 408{409, 411, 415{428, 431, 447,
460, 462, 463, 465, 467, 470, 472,
473, 479{481, 508, 510, 511, 516, 517,
519, 524, 525, 527, 529, 531, 539,
557, 575{577, 579, 587, 650, 731, 795,
801, 828, 830, 840, 854{857, 859, 899,
901, 910

de�nition, 184, 329
singular causes, 182{184, 202, 203, 206,

329, 338, 387, 388, 402, 411, 463,
598, 912, 914

stochastic analysis, 4, 50, 56, 68, 245, 247,
268, 281, 495{507, 512, 539

Cause-context summaries, 408, 410, 411, 414,
417

CD-ROM, 724, 734{738, 791
Central Cardiac Audit Database, 743, 745
chain of events, 198, 349, 393, 398, 463, 482,

512, 557, 650, 651
Change Analysis, 348, 368{370, 372, 373, 375,

376, 378, 380, 381, 383, 385{391, 393,
396, 421, 423, 427, 431, 448

Chemical Safety and Hazard Investigation Board
(US), 46, 47, 71, 129, 185, 187, 716,
834

CHIRP, 26, 27, 32, 127, 128, 810, 909, 910
CIRAS, 24, 29, 39, 98, 101, 117, 144, 146, 160,

718, 730, 796, 802, 813, 815{817, 826,
828, 837, 840, 843, 847, 851, 853,
877, 912
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CIRS, 30, 70, 100, 134{141, 145, 172, 198, 199,
772

Civil Aeronautics Act (US), 46
Civil Aviation Authority, see CAA
Clean Air Act (US), 46
Coast Guard (US), 187
Cockpit Voice Recorders, see Data recorders
coding, 899
Computerised Accident Incident Reporting Sys-

tem, see CAIRS
Conclusion, Analysis and Evidence diagrams,

see CAE diagrams
Con�dential Human Factors Incident Report-

ing Programme, see CHIRP
Con�dential Incident Reporting and Analysis

System, see CIRAS
controls, 10, 184, 354, 449, 451, 454, 456, 457,

560, 590{592, 597
and barriers, 355, 453
and MORT, 456, 457
and risk assessment, 597

Cooperative Compliance Program, see OSHA
counterfactual reasoning, 183, 306, 338, 358,

393, 400, 403, 657, 660, 819, 903
and causation, 338, 391, 400
and recommendations, 605
by proxy, 466
contrastive explanation, 485
counterfactual disjunctions, 392
in WBA, 488
Lewis on cause, 181, 200, 201, 340, 411,

682
limitations, 387, 392, 495, 496

Crew resource Management, see CRM
CRM, 24, 79{82, 146, 147, 579, 780
cryptography, 734, 742{744

digital signatures, 744
electronic signatures, 744
electronic watermarks, 744
PGP, 743
private key, 743, 791
public key, 743, 744, 791
S/MIME, 743
Secure Socket Layer (SSL), 743

CVR, see Data recorders

Data recorders, 86, 109{110, 121, 145, 153{
157, 190, 220, 231, 232, 245, 247,
443, 683

Air Data Acquisition Systems, 122
Air TraÆc Control requirements, 153
audio recordings, 162, 345, 863
cameras, 141

Cockpit voice recorders, 32, 77, 80, 121,
122, 154, 156, 175, 180, 193, 231,
243, 247, 299, 703

custody battles, 155
Digital 
ight data recorders, 121, 194
disclosure rules, 98, 156
Flight Data Monitoring programmes, 195
Flight data recorders, 28, 194
ICAO requirements, 153
limitations, 153{155, 193{196, 242
maritime systems, 190, 636
Quick Access Recorders, 195, 231
traÆc studies, 866, 889
train systems, 98, 117, 153, 154, 194, 196
Universal Flight Data Recorder, 194, 195
video recordings, 121{122, 154, 157, 162,

219, 231, 244, 345, 558, 861, 863,
889, 891, 893, 894

Voyage Data Recorders, 190, 192
watchman monitors, 191

databases, 18, 30, 43, 97, 110, 129, 196, 205,
339, 391, 462, 463, 517, 541, 561,
562, 613, 624, 626, 661, 662, 729,
734, 735, 738{740, 742, 746{748, 751,
752, 754{756, 759{761, 763, 765, 779,
780, 789, 795, 800, 802, 806, 906

accessibility, 745
bene�ts, 729, 746
coding schemes, 765, 766
coding systems, 756
dynamic querying, see Dynamic Query-

ing
limitations, 746{748, 753, 754, 765, 899
monitoring, 667, 836, 874
private, 739, 740
public access, 739
queries, 769
query paradox, 763
relational systems, 122, 748, 762, 763, 773,

775, 791, 793, 832, 876, 886, 905{907,
914

bene�ts, 748, 758
limitations, 750, 754, 759, 792

scale, 746, 747
schemas, 750, 760, 779
security, 101, 741
SQL, see SQL
visualisation, 876, 877

decision theory, 504
Decision trees, 785, 822
Department of Justice (US)

guidelines on witness statements, 158
depression, 64, 871
digital signatures, see cryptography
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domino theory, 460, 649

ECF analysis, 391, 393, 394, 396{398, 400{
402, 432, 517{519, 531, 563, 634, 635,
641, 655, 658

bene�ts, 396
counterfactual reasoning, 391{393, 396, 398,

400, 428
heuristics, 408
limitations, 392, 405
with Cause-Context Summaries, 402{406
with Non-compliance analysis, 421, 422
with Tier analysis, 409{411, 419, 421

ECF charts, 349, 351, 354, 419, 421, 427, 431{
433, 436, 439, 441, 448, 458, 462,
463, 465, 471, 473, 477{480, 488, 495,
510, 515, 517, 563, 634, 655

bene�ts, 439
components, 350
interim analysis, 352
limitations, 361, 373, 378, 380, 386, 388,

405, 428, 432
modelling causation, 387
symbols, 349, 375, 379, 386
with Barrier Analysis, 355, 357, 359{361,

363, 364, 366, 367
with Change Analysis, 368, 369, 373{376,

378, 380, 381, 386, 389
Eindhoven Classi�cationModel, 467, 468, 470{

473, 510, 517, 524{529, 532, 767, 788,
789

Rasmussen's SKR model, 467
Electronic mail, 30, 733{734, 740, 767, 791

contributory factor, 358, 364
limitations, 566
report dissemination, 717, 720, 721
security, 136, 743

electronic watermarks, see cryptography
encryption, see cryptography
ESA Alert System, 170
EUROCONTROL, 14, 34, 43, 73, 153, 251,

544, 629, 869, 873
European Air TraÆc Management Organisa-

tion, see EUROCONTROL
European Space Agency Alert System, see ESA

Alert System
European Turbulent Wake Incident Reporting

System, 154
Event trees, 822
Events and Causal Factor Charts, see ECF

charts
Events and Causal factors Analysis, see ECF

analysis
evidence, 46, 86, 88, 98, 111, 117, 165, 178,

259, 335, 337, 441, 444, 446, 570,
605, 621, 628, 630, 632, 692, 811,
819, 825, 844, 903

acquisition, 153{169
ambiguity, 164, 218, 325, 328, 344
Bayesian Analysis, see Bayesian Analysis
CAE diagrams, see CAE diagrams
chain of evidence, 155, 156
checklists, 153
circumstantial, 443, 652
collection, 180{206
collection bias, 185, 277, 278, 337, 338,

659, 693, 844
contradictory, 69, 74, 168, 187, 215, 220,

324, 326{328, 659, 660, 673, 688, 697,
706, 903

corroboration, 145, 166, 298, 301, 608
documentary, 199, 448
falsi�cation, 351
for grounding, 78
format, 389
generated by reporting, 901
hearsay, 158, 163, 164, 186
identifying missing evidence, 153, 180, 214,

215, 327, 338, 435, 439, 448, 485,
503, 606, 608, 659, 696

inferences, 165, 202, 488, 682, 708
inquiry by evidence, 652
interpretation, 177
interviews, see interviews
lack of, 77, 165, 210, 218, 220, 222, 267,

324{326, 453, 472, 473, 477, 529, 686,
708, 789, 830

new, 181, 211, 218, 553, 556
of analytical rigour, 23, 343, 444, 658,

659, 691
of intention, 345, 659, 660
photographic, 155, 166, 228, 252, 699
physical evidence, 108, 150, 155, 166, 177,

196, 209, 220, 291, 309, 324, 652, 683
Police and Criminal Evidence Act (UK),

156
presentation issues, 181, 221, 539, 681,

683, 691, 693, 694
problems of partial, 341, 342, 344, 756,

904
protection, 150, 153{156, 179, 198, 228
Safety Cases, see Safety Cases
scienti�c evidence, 721
simulation, 235, 241, 252
statistics, 191, 503, 681, 801, 855
supporting analysis, 308, 309
supporting argument, 309
supporting conclusions, 344
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timings, 211, 226, 319, 322, 324, 325, 697
Toulmin, see Toulmin
witness statements, see witness

FAA, 28, 29, 31, 34, 35, 38, 40, 46, 48, 52, 61,
64, 80, 89, 99, 101, 119, 132, 134,
135, 137, 139, 204, 220, 231, 256,
602, 747, 896

Factory Act (Singapore), 12
Failure Modes, E�ects and Criticality Analy-

sis, see FMECA
Failure Reporting, Analysis and Corrective Ac-

tions, see FRACAS
Fairchild decision, UK Court of Appeal, 869
False Memory Syndrome, 192, 210
Fault trees, 262, 265, 267, 268, 275{277, 279,

280, 287, 310, 318, 320, 329, 331,
335, 355, 361, 371, 377, 378, 427,
432, 448, 463, 512, 521{523, 532, 650,
658, 704

di�erent to causal trees, 463
editors, 336
implemented as image maps, 704
limitations, 277, 280
minimal cut set, 266
reliability, 523
trigger events, 268
validation, 522, 523

fax machines, 695, 713, 728{729, 791, 808, 862
for incident feedback, 313

FDA, 99, 101, 151, 169, 171{175, 203, 711,
713{716, 718{725, 727, 728, 730, 738{
741, 744, 746, 747, 750{753, 755, 756,
758, 763, 767, 768, 770, 772, 773,
775, 788, 790, 792, 793, 805, 861,
871, 891, 896, 905, 906

Adverse Event Reporting System, 746
Drug Quality Reporting System, 747
MAUDE, see MAUDE
Vaccine Adverse Event Reporting, 747
Vaccine Adverse Event Reporting System,

747
FDA Modernisation Act (US), 714
Federal Aviation Administration, see FAA
Federal False Claims Act (US), 12
Federal Railroad Administration, see FRA
Federal Railroad Safety Enhancement Act (US),

840
Flight Operations Quality Assurance programmes,

28, 195, 196
FMECA, 377
Food and Drugs Administration, see FDA
Food, Drug, and Cosmetic Act (US), 174
formal methods, see logic, see Petri Nets

FRA, 91, 193, 196, 200, 797, 801, 812, 814{
816, 818, 819, 826, 828, 829, 833,
835, 840, 846, 848, 849, 851, 852,
869, 889, 891, 894, 898{900

Highway-Rail CrossingWeb Accident Pre-
diction System, 812

FRACAS, 52, 83
Freedom of Information Act (US), 802
fundamental attribution error, 185, 569

GAIN, 28, 41, 99, 719, 734, 765, 779, 896, 901
GEMS, 72, 73
Generic Error Modelling, see GEMS
Generic Occurrence Classi�cation, 734, 768
German Air TraÆc Control, (Deutschen Flugsicherung

GmbH), 42
Global Aviation Information Network, see GAIN
groupwork, 74

Hawthorne e�ect, 110, 629, 862, 883, 893
HAZOPS, 593
Health and Safety at Work Act (UK), 13
Health and Safety Commission, see HSC
Health and Safety Executive, see HSE
HEIDI, 73
Heinrich ratio, 23, 35{37, 810, 811, 813, 827
Her Majesty's Railways Inspectorate, see HMRI
HMRI, 117, 118, 179, 180, 339, 344, 799, 802,

804, 816, 818, 829, 830, 832, 836,
837, 846, 847, 854{860, 886, 887, 897,
899, 902, 906, 907, 910

Hong KongMarine Accident Investigation Sec-
tion, 669

Hong Kong Marine Department, 625, 633, 695
HSC, 13, 33, 98, 853
HSE, xiii, 7, 8, 14, 18, 24, 33, 47, 50, 98, 182,

184, 185, 339, 799, 800, 813, 826,
828, 846, 851, 852, 858, 870{873, 877,
900

human error, 4, 40, 45, 65, 97, see situation
awareness, 112, 114, 135, 136, 146,
147, 175, 216, 277, 342, 343, 345,
405, 415, 448, 474, 476, 523, 538,
552, 572, 652, 654, 655, 708, 722,
782, 783, 785, 788, 841, 855, 902,
910, 914

`no blame' reporting, 118, 467, 652, 659,
897

`perfective' reporting, 33, 114, 118, 565{
570, 652, 654, 659

anticipation, 71
blame cycle, 569
design error, 265, 905
distraction, 63, 73, 80, 82, 119, 124, 128,

248, 557, 579, 596, 833, 842, 894
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driver error, 601, 813, 858, 866
drugs and alcohol, 34, 63, 90, 248, 575,

583, 636, 660, 831
encysting, 72, 255
error classi�cation, 22, 93, 452{453, 485,

601, 765, 766, 774
error in incident analysis, 294, 306, 398,

400, see bias, 485, 506, 520, 609, 614,
832, 903

error in incident reporting, 222, 767
error in incident retrieval, 730, 779
error in knowledge-based performance, 73
error in reading reports, 701, 707
error in teams, 73{82, 122
error inducing environments, 27, 184, 248,

617
error logs, 110, 118, 122
errors in rule-based performance, 72
errors of commission, 72, 331, 451, 538,

570, 601, 689
errors of omission, 72, 331, 400, 439, 482,

538, 570, 601, 689, 703
fatigue, 63, 64, 70, 73, 90, 134, 243, 248,

575, 583, 584, 779, 817, 831, 863,
885, 899, 903

frequency estimates, 63, 111, 122, 694,
849, 899, 908

habituation error, 584
human reliability analysis, see human re-

liability analysis
impact of training, 1, 575, 841
individual characteristics, 63{70
lapse, 71{73, 83, 109, 142, 318, 519, 524,

659
medication error, 33, 97, 113, 148, 199,

747, 766, 774
misjudgement, 830
mistake, 71{73, 83, 318, 524, 602, 659
overcon�dence, 575, 583
performance shaping factors, see perfor-

mance shaping factors
procedural errors, 14
road rage, 557
slip, 71{73, 83, 142, 318, 519, 659
stress, 26, 63, 134, 596, 871
thematic vagabonding, 72
US Army reporting requirements, 538
violations, see violation
workload, see workload

human reliability analysis, 272
Hyperbaric Incident Monitoring Study, 746

ICAO, 14, 15, 21, 23, 32, 33, 40, 93, 96, 112,
131, 153{155, 169, 171, 339, 619, 620,

847
data recorder requirements, 153

Iceberg model, 23
IEC 61508, 57, 62
Illinois' Whistle Blower Protection Act, 12
IMO, 81, 151, 192, 619, 623, 628, 635{638,

641, 643, 646, 650{655, 658, 667, 670,
707, 719

INES, 125, 131
Institute of Medicine, 43, 96, 97, 199, 706, 912
institutional racism, 167
International Civil Aviation Organisation, see

ICAO
International Maritime Organisation, see IMO
International Nuclear Event Scale, see INES
Internet, 30, 87, 116, 128, 132, 134, 145, 629,

662, 700, 724, 738{741, see cryptog-
raphy, see Electronic mail, see World
Wide Web, 750, 808, 809, 828

chat rooms, 790
US Air Force Automated Security Inci-

dent Measurement, 116
Irish Railways (Iarnr�od �Eireann), 838

Japanese High Marine Accidents Inquiry Agency,
652, 655, 658, 667

Japanese Maritime Accidents Inquiry Agency,
653

Japanese Maritime Incident Reporting System,
652, 653

Japanese Maritime Labour Research Institute,
912

Japanese Maritime Safety Agency, 654
Japanese Ministry of Public Welfare, 912

Latent failure, 49
Law Commission (UK), 186
Lessons learned systems, 22, 95, 137, 340, 544,

545, 549, 551, 552, 628, 651, 662{665,
672, 700, 718, 803, 807, 822, 841,
852, 860, 895, 909, 912

ABCA Coalition Operations Lessons Learned
Database, 547

Canadian Army's Lessons Learned Cen-
tre, 555, 556

Joint Center for Lessons Learned, 551
US Army Center for Engineer Lessons Learned,

551
US Army Contracting Lessons Learned

Centre, 551
US Army Lessons Learned Information

Warehouse, 545
US Army Medical Lessons Learned Unit,

551
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logic, 257, 293{310, 329, 609
bene�ts, 293
causal analysis, see WBA, 481{495
counterfactual reasoning, 488
limitations, 487, 488, 493{495
proof, 481, 482, 488{492
state predicates, 482

causal logic, 679
deontic logic, 484, 488
di�erences between causal and rhetorical

analysis, 679
Explanatory Logic, 482, 484, 515, 517,

519
First order logic, 336
graphical representations, 267, 483
incident modelling, 293{310
axioms, 295
CAE diagrams, see CAE diagrams
communication, 298
limitations, 306
proof, 299
sorts, 294
usability issues, 313{316

modal logic, 268
rhetorical analysis, 678
conclusion checking, 682
enthymeme, 678
evidence checking, 681
proof, 680{681
syllogism, 679

temporal logic, 296{302, 311, 313, 324,
482

tool support, 294, 318, 485
Toulmin's critique, 682{689, 708

Logs, see Data recorders

Machinery and Occupational Safety Act (South
Africa), 548

Macpherson Inquiry, 167
MAIB, 622, 635, 636, 646, 648, 649, 653, 662,

663, 665, 671, 697{701
Major Hazard Incidents Data Service, see MHI-

DAS
Management Oversight and Risk Trees, see

MORT
Manufacturer and User Facility Device Expe-

rience database, see MAUDE
Marine Accident Investigation Branch, see MAIB
MAUDE, 55, 57
MDA, 87, 108, 115, 146, 712{714, 716{720,

724{726, 728, 731, 738, 739, 779, 790
Medical Devices Agency, see MDA
MES, 432{444, 446{448, 454, 463, 465, 471,

473, 477{479, 495, 515, 518, 520, 531,

538, 861
causation, 435, 439
conditions, 434, 436
counterfactual reasoning, 439
event blocks, 434

owchart, 434, 441
limitations, 439
notation, 433
P-Theory, 433, 436

MHIDAS, 170, 171
mitigating factors

initial reports, 139{140
MORT, 449{463, 465, 467, 471{476, 480, 494,

508, 509, 512, 515, 516, 518, 531,
538, 570, 577, 634, 635, 655, 864

assumed risks, 449
Briscoe classi�cation, 460

Multilinear Events Sequencing, see MES

NASA, xiii, 11, 34, 35, 38, 40, 64, 80, 82,
89, 101, 132, 134, 135, 137, 160, 231,
239, 250, 338, 339, 341{348, 350, 351,
357, 358, 362, 363, 368{374, 376, 377,
379, 381{383, 388{391, 394, 396, 408,
409, 411, 412, 414, 415, 417, 419{421,
423, 425{428, 431, 458, 472, 512, 520,
570, 602, 610, 747, 830, 867

National Aeronautics and Space Administra-
tion, see NASA

National Air TraÆc Services, see NATS
National Defence Act (Canada), 566
National Defence Authorisation Act (US), 560
National Patient Safety Agency, see NPSA
National Patient Safety Database, 97
National Patient Safety Foundation, see NPSF
National Transportation Safety Board, see NTSB
NATO, 549, 555
NATS, 42, 801
New Zealand Department of Labour, 159
New Zealand Transport Accident Investiga-

tion Commission, 626, 667, 668, 795,
799

NPSA, 810
NPSF, 449, 765, 897
NTSB, 1, 38, 46, 48, 56, 68, 121, 141, 187, 194,

196, 203, 204, 206, 211{213, 215{218,
220, 221, 231, 233{235, 241, 243, 244,
253, 255, 257{260, 267, 273, 274, 276{
279, 283, 288, 289, 291, 294{297, 299,
301{309, 318, 319, 321, 322, 324, 328,
329, 331, 335, 338, 341, 343, 512,
653, 661, 666, 667, 669, 678, 702,
734, 780, 806, 830{835, 840, 846, 899,
900, 903, 908
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Academy, 831{832
ASRS, 35
biomechanical models, 245
budget, 846
counterfactual argument, 217, 308, 903
di�erent approach to OSHA, 335
drug and alcohol testing, 835
exclusions, 660
Go Team, 830, 832
incident coding concerns, 899
interaction with other US agencies, 46,

258, 259, 899, 900
party system, 48, 512, 830{831
rail data recorders, 191, 194
Rand report, 48, 56, 209, 216, 254, 506,

706
recommendations, 81, 669, 833, 834
interim measures, 661
status, 835

report ambiguity, 221
report format, 253, 702
simulation and reconstruction, 233, 234,

241{243, 254
special investigations, 204
support cockpit video recorders, 121
systems approach, 330
wake vortex tests, 231
We Are All Safer, 833, 836

Occupational Health and Safety Act (South
Africa), 548

Occupational Safety and Health Act (US), 46,
164

Occupational Safety and Health Administra-
tion, see OSHA

Occupational Safety and Health Review Com-
mission (US), 165

OSHA, 2, 3, 6, 9, 11, 13, 14, 46, 47, 65, 88,
96, 130, 157, 159, 162{164, 166, 188,
189, 262, 271, 272, 277, 281, 288,
320, 329, 330, 335, 368, 369, 512

Cooperative Compliance Programme, 13,
14, 96

P-Theory, 433, see MES, see STEP, 434, 436,
441, 442, 447, 515, 641

Paradox, 39
Cullen, 813
of Anonymity, 39

Patient Safety and Errors Reduction Act (US),
97, 98

perfectability, 565{570, 599, 601, 617, 909
performance shaping factors, 63{70, 149, 248,

496, 568, 569, 576, 901, 910

Petri Nets, 257, 280{294, 313, 322, 323, 327,
329, 336, 355, 432

ambiguity and uncertainty, 326
annotations, 328
construction, 281
modelling concurrency, 283
modelling dynamic systems, 283
modelling interactive systems, 281, 289,

291
non-determinism, 287, 288
real time variants, 281
reasoning, 314
relationship to Fault Trees, 315
syntax and semantics, 282
tool support, 317, 318

Peturbation Theory, see P-Theory
physiology, 3, see slips, trips and falls, 65{66,

68, 70, 75, 76, 83, 94, 485, 575, 576,
701

carpal tunnel syndrome, 65
coronary heart disease, 3
hypertension, 3
upper limb disorders, 65

Police and Criminal Evidence Act (UK), 156
Police Complaints Authority (UK), 167
pollution, 151, 636, 670
Postal service, 852

legal constraints, 155
limitations, 728
report dissemination, 551, 723{725
strengths, 731

precautionary principle, 152, 537, 616
Prevention and Recovery Information System

for Monitoring and Analysis, see PRISMA
PRISMA, 463{473, 476, 479{481, 510{512, 516{

518, 521, 524, 525, 527, 529, 531,
532, 538, 578, 733, 861

causal trees, 463{465, 467
di�erent to fault trees, 463
disjunctions and uncertainty, 466

classi�cation model, 463, see Eindhoven
Classi�cation Model, 465{470

classi�cation/actionmatrix, 463, 470{472,
578

medical example, 471
counterfactual reasoning, 466
counterfactual reasoning by proxy, 466
limitations, 472
mitigating factors, 465

Public Interest Disclosure Act (UK), 898

Rail Safety Act (New South Wales, Australia),
798

Rail Safety Act (Western Australia), 798
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Railway Safety Act (Canada), 797
Rand report, see NTSB
reconstruction, 15, 54, 106, 107, 145, 181, 189,

190, 209{223, 226{230, 248, 338, 343,
344, 354, 355, 435, 514, 522, 538,
620, 635{640, 644, 653, 656, 657, 659,
668, 671, 673, 674, 677, 695, 707,
791, 861

and causal analysis, 277, 293
for training, 216, 217
incident modelling, 257{336
physical reconstructions, 209, 210, 231{

232, 861
post-event biases, 165, 166, 192, 210, 283
presentation in incident reports, 621, 622,

630{639, 641{643, 645
simulations, see simulations
summaries, 646{649
uncertainty, 215, 218, 220, 270, 272, 283,

288, 289, 291, 324{328
virtual reconstructions, 210, 222, 224, 228,

232{237, 241{244
Reportable Injuries, Diseases and Dangerous

Occurrences, see RIDDOR
rhetoric, 344, 674{678, see logic, 680, 681, 692,

see simulation, 711, 903{905
spatial rhetoric, 866, 867
tropes, 674, 708, 903
ampli�cation, 675
anaphora, 675, 904
antithesis, 676, 904
asyndeton, 676
conduplicato, 676
diazeugma, 677
enthymeme, 678
expletive, 677
procatalepsis, 678

RIDDOR, xiii, 12, 33, 65, 907
risks, 11, 26, 177, 202, 217, 280, 356, 517, 523,

544, 597, 657, 828, 910
assumed risks, 449, 452, 471
consequence assessment, 200, 592, 594,

596, 597, 626, 647, 825, 859
decision theory, see decision theory
from precipitate actions, 611, 626
likelihood assessment, 592{594, 597
likelihood of injury and disease, 6{8
Management Oversight and Risk Trees,

see MORT
of future incidents, 33, 34, 152, 169, 173,

520, 553, 597, 716, 729, 820{826, 857,
858

of reconstruction, 231, 232
precursor models, 822{825

probabilistic risk assessment, 50, 496
residual risk, 598, 618
risk analysis, 18, 57, 180, 320, 339, 340,

382, 383, 390, 417{420, 426, 449, 452,
457, 459, 560, 564{565, 590{599, 605,
606, 632, 821, 828, 859, 891, 901{902,
913

risk analysis matrix, 594, 634
using reporting data, 42, 50, 104, 151,
515, 520, 591, 592, 597, 598, 618,
729, 807, 812, 820{826, 902

risk avoiding behaviour, 82
risk classi�cation, 177, 460, 683, 694, 699,

727, 818, 828, 857
risk exposure, 38, 188, 592, 797, 812, 868
risk homeostasis, 536, 541, 557
risk management, 50, 87, 358, 371, 372,

376{381, 412, 417, 449, 452, 460, 513,
514, 525, 528, 550{552, 557, 591{593,
598, 619, 718, 788, 809, 821, 822,
825, 829, 838, 839, 842, 848, 861,
905, 908, 909

Transport Canada's risk management
process, 822

US Army 5 stage model, 591
risk perception, 38, 64{65, 68, 70, 471,

504, 507, 515, 545, 557, 569, 778,
840, 866, 888{889

group attitudes, 75{77
risk reduction, 514, 591, 598, 825, 858,

859, 889
risk signature, 376, 377, 671
risk taking behaviour, 10, 17, 64{65, 70,

118, 623, 866
risky shift, 75
safety monitoring, 805, 807
security risks, 743

Robens Report, 13
Royal Commission on Criminal Justice (UK),

186

Safe Medical Devices Act (US), 112, 746
Safety Case, 50
Safety Culture, 10, 11, 23, 30, 32, 48, 96, 123,

126, 147, 409, 470, 557, 598, 599,
617, 651, 659, 807, 816, 837{844, 849,
867, 892

INDICATE score, 888
Kjellen's criteria, 587
Maturity, 113
Westrum's Taxonomy, 48

Safety Management System, 13, 22, 50, 151,
184, 192, 428, 480, 694, 822, 825,
828, 839, 840, 848, 888
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Safety Management Information System,
876, 886

Transport Canada guidelines, 829
Sequentially Timed and Events Plotting, see

STEP
Shift patterns, 124
simulations, 10, 11, 62, 209{256, 272, 325, 338,

343, 355, 436, 496, 513, 539, 705
animated simulations, 230{237
biomechanical models, 243, 244
court room applications, 705
declarative simulations, 224{230
�nite element analysis, 891
from event recorders, 191{192, 195, 243
hybrid simulations, 250{253
limitations, 60, 63, 81, 149, 244, 247{250
Monte Carlo techniques, 83, 245{247, 272
multi-user simulation, 247{250
NASA APEX project, 250
of human error, 272
presenting accident reports, 702{703
reconstructions, see reconstruction
rhetorical e�ects, 705
simulation bias, see bias
subjunctive simulations, 238{250
US Department of Labour's Mine Simu-

lation Laboratory, 231
US National Crash Analysis Centre, 252
US National Simulation Capability Pro-

gram, 256
using Fault Trees, 273, 274

Singapore Army, 543
situation awareness, 75, 79{82, 122, 142, 149{

150, 175, 535, 536, 540, 546, 766
Skills, Knowledge, Rules, 72
slips, trips and falls, 65, 184, 557
SMORT, 457
SQL, 877
STEP, 435, 441{448, 454, 462, 463, 465, 471,

473, 476, 479, 480, 495, 497, 508,
515, 518, 520{523, 531, 532, 538

cards, 441, 443, 444
determinism, 444
limitations, 446{448
matrix, 441{443
no conditions, 442, 444
P-Theory, 442, 447
supports investigation, 443

stress, see human error, 3, 63, 95, 134, 163,
241, 248, 324, 422, 863

stress counselling, 90, 159
Surface Transportation Assistance Act (US),

12
Sveso II, 22, 23

Swedish Air TraÆc Control (Luftfartsverket
Flygtra�kj�ansten), 17, 29, 30, 34, 39,
92, 103, 730

Swedish Board of Accident Investigation (Statens
haverikommission), 652, 655, 658, 659,
667, 671

Swedish Civil Aviation Administration, 17
Swedish Maritime Agency, 910

telephones, 29, 100, 101, 146, 171{173, 218,
228, 695, 728{730, 767, 791, 808, 861,
862

involved in incidents, 894
telephones in incidents, 270, 296, 297, 301,

305
terrorism, 554
time-lines, 226, 227, 250, 251, 255, 257, 270,

277, 287, 289, 297, 301, 311, 325,
329, 336, 355, 389, 427, 636, 639,
640, 644, 645, 878

`God's eye view', 227
contiuous changes, 326
granularity of events, 262, 434, 639
graphical form, 639
graphical forms, 258{262
implemented using virtual reality, 235{

236, 704{706
imprecise timings and lack of evidence,

325
in MES, 433, 434, 436, 439
in STEP, 447, 448
in Tripod-Beta, 479
informal annotations, 324
location information, 226
presentation of reports, 704{707
spatial layout, 258{260, 262, 324
synchronisation, 281
temporal ambiguity, 218
textual format, 218{219, 222, 230
usability issues, 311

Toulmin's argumentation, 682{691
domain-dependent discourse, 683

TPWS, see Train Protection Warning System
Train Protection Warning System, 47
Transport (Rail Safety) Act (Victoria, Aus-

tralia), 798
Transport Canada, 150, 676, 678{680, 807,

820, 822, 825, 829, 839, 841, 848
guidance on risk management, 822

Transportation Safety Board of Canada, 22,
75, 455, 459, 465, 470, 490, 493, 637,
638, 640, 666, 672, 675, 685, 701

Tripod, 473{481, 510, 515, 518, 531, 538, 861,
901
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event analysis diagrams, 481
General Failure Types, 473, 474
Functional Failures, 475
Source Failures, 475

preconditions, 476{478
software support, 475, 480
Tripod-Beta, 473, 476, 478
defences, 478
preconditions, 480
strengths, 479

Tripod-Delta, 473, 475, 476

UK O�shore Installations (Safety Case) Reg-
ulations, 50

under reporting, 109, 112, 114, 146, 871
US Center for Biologics Evaluation and Re-

search's Error and Accidents Report-
ing System, 746, 747

US Defence Messaging System, 612
US MIL-HDBK-470A, 52
US MIL-STD-882D, 54
USS Cole, 554
Utah Public OÆcers and Employees' Ethics

Act, 12

violation, 4, 10, 11, 14, 15, 17, 27, 65, 71, 73,
83, 118, 345, 515, 519, 549, 568, 592,
615, 651, 652, 659, 673, 825, 866, 891

air proximity violation, 14, 17, 98, 127,
144, 197, 200, 629

attitude violation, 122
disregard, 575, 618, 830
human rights violation, 550
misunderstanding, 615
necessary violation, 71, 72
normal violations, 71, 72, 212, 370, 475,

516, 519, 557, 578, 676, 688, 839,
840, 891

optimising violation, 71, 73
speeding violation, 122, 191
violation and blame, 28, 35, 564, 566, 569,

587, 589, 659
violation and error, 71
violation and safety culture, 564, 566, 578,

849
violation model, 512
violation of health and safety legislation,

9, 18, 33, 35, 164, 165, 519, 569, 650,
804, 825, 836, 902

violation-inducing conditions, 475, 652
workplace rule violation, 73, 496, 557, 569,

575, 601, 688, 817, 839, 840
virtual reality, 210, see reconstructions, 234,

242, 256, 634

desktopVR, 228, 232, 235{238, 247, 253,
705{706, 736{738

QuicktimeVR, 228{230, 235, 237, 254,
256, 705

VRML, 232, 233, 254, 702{704, 706,
707

immersive systems, 108, 222, 228
visualisation, 195, 222, see simulations, see re-

construction, 234, 251, 256, see Fault
trees, see time-lines, 701{707, see databases,
872{891

3D cross referencing, 704
3D object rotations, 705
3D time lines, 236, 704, 706{707
Computer Aided Design, 238{241
data mining, 877, 886
dynamic querying, 878{881, 883
eccentric labelling, 881{882
empirical evaluation, 885, 887
evaluation heuristics, 883
graphs and charts, 872{876
imagemaps, 225{227, 705{707
limitations of visualisation, 705{706
maps and plans, 225{228
perspective wall, 237, 238
photorealistic models, 228{230
radar displays, 873{874, 876
visualising argument structures, 690{691

WBA, 481{497, 501, 507, 512, 519, 521, 532,
537, 538, 675, 679, 901, 903

Explanatory logic, 482{494, 515, 517
Hausman's causation, 494
Lewis' causation, 181, 481, 485, 494, 679
Lewis' contrastive explanations, 485
limitations, 488, 494
PARDIA, 485
Source Node Analysis, 493
tool support, 485
Why-Because graphs
analysis, 481, 487{494
construction, 481{485

whistle blowing, 12, see Illinois' Whistle Blower
Protection Act, see Surface Trans-
portation Assistance Act (US), see
Utah Public OÆcers and Employees'
Ethics Act, 31{34, 48, 72, 142, 729,
840, see Federal Railroad Safety En-
hancement Act (US), 842, 898, see
Public Interest Disclosure Act (UK),
913

Mary Schiavo, 31
Paul van Buitenen, 31
Stephen Bolsin, 898
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Steve Bolsin, 31
Why Because Analysis, see WBA
witness, 38, 88, 160, 161, 241, 349, 620, 628

analytical bias, 140, 167, 176, 533
anonymity, 164, 863
corroboration, 191, 324, 326
culture, 166{169
diÆculty predicting consequences, 16, 139
disagreement, 88, 157, 166, 186, 215, 220,

234, 241, 324, 335
expert witness, 165, 185{190, 206, 343,

616
guidelines, 186

eye-witness statements, 88, 142, 147, 152,
155, 157{158, 163, 164, 176, 215, 242,
245, 283, 294, 297, 321, 322, 324,
370, 683

Department of Justice guidelines, 166
general public, 86, 145
guilt, 140, 157
hearsay, see evidence
interpretation, 88, 164{166, 659, 863
lack of witnesses, 805, 807, 810, 863
legal issues, 163{164
liar paradox, 294
location, 89, 158, 215, 296, 446
Post-Traumatic Stress, 3
preliminary statements, 88, 158, 177, 178,

446
reliability, 88, 157, 164, 165, 168, 191,

337, 659, 660, 678
reporting bias, 88, 157, 164, 167, 533, 807,

890, 897, 912
Repressed Memory Syndrome, 166
triggering recollections, 210
triggering report, 18, 132, 134
violation, 18
weapon focus, 164, 165, 533

workload, 3, 28, 40, 64, 80, 81, 90, 113, 114,
119, 120, 133, 148, 149, 152, 161,
177, 186, 189, 209, 344, 375, 659,
768, 792, 831, 909, 912

World Wide Web, 236, 253, 698, 704, 706, 709,
779, see visualisation

accesibility issues, 745, 802
Accessibility Act (US), 745

disseminating incident reports, 101, 132,
137, 225, 235, 614, 616, 624, 625,
698, 721, 727, 739, 906, 914

disseminating reporting procedures, 172,
391, 797

limitations, 701, 724{725
retrieving incident reports, 748, 772, 778,

780, 793, 877

security concerns, 30, 136, 140, 547, 723,
see cryptography, 743

SGML, 733
submitting incident reports, 100, 137, 139,

739
worst plausible outcome, 98, 200, 207, 217,

593, 594, 632, 657, 714, 748, 902, 913

Youth Justice and Criminal Evidence Act (UK),
156


