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Abstract: The design of a usable, reliable and error-toleirgtetactive safety-critical system is based on a
mass of data of multiple natures from multiple domealn this paper we discuss the complexity and
dangers surrounding the gathering and refinemetitisimass of data. This complex and currently post
informal process can be supported using modelsat@aty handling data at a high level of abstraction
However, not all relevant information can be emlzetoh a single model. Thus, the various models bugh
to be consistent and coherent with one anothes paper discusses methodological issues. We pirasen
set of issues raised by the gathering and the nmadef data and some issues raised by their camsigt
These issues are addressed in a preliminary ugifffenmework describing the various models, the data
embedded in each model and the interconnection®dgls.
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Introduction

Human-Computer Interaction and related disciplihase argued, since the early days, that interactive
systems design requires the embedding of knowlguigetices and experience from various sources. For
instance, user centered design (Norman, 1986) atk®che involvement of human factors specialists,
computer scientists, psychologist, designers ... rdeo to design useful and usable systems. While
designing interactive software, the use of forngdcification techniques is of great help as it piles
non-ambiguous, complete and concise models. Thargages of using such formalisms are widened if
they are provided by formal analysis techniqued #ilw checking properties about the design, thus
giving an early verification to the designer beftire application is actually implemented.

During design, one should try consider all stakébrd. That is, “persons or groups that have, amgla
ownership, rights, or interests in a corporationl @8 activities, past, present, or future. Sudkinséd
rights or interests are the result of transactieitls, or actions taken by, the corporation, and rneyegal

or moral, individual or collective” (Clarkson, 1995he consideration for all stakeholders leadsesys
designers and analysts to look at the same sygtemofie to be designed) from multiple perspectives.
Such perspectives come from, but are not limitedatmains such as human factors, produce development
training, product management, marketing, the custepdesign support, system engineers and interface
designers. A number of these domains will be dsedsmore in detail hereafter and more precisely
describing the roles they have in supporting irdtiva safety-critical systems design.

Due to the large number of domains involved, ihighly unlikely that the data gathered, analyzed an
documented will be represented in the same wayekample, it is unlikely that the system engineweitls
take into account all information provided by hunfactors analysts (for instance about work practice
users). This is not only because of time consisaamd the amount of data involved, but also andhimai
because the kind of notation they are used to gmpaanot record that information efficiently. Tkdan
have serious effects on the reliability, efficieraoyd error-tolerance of a system. For example té#fs& is
represented in a task model by a human factorsreapd if that information is not represented (imeo
way or another) in the system model by a systergmeasr there is no means to ensure and checkhbat t
system will support this task.

It is clear that there is a need for formalizing ooly the process of gathering this mass of daiéalso
for refining and modeling it when necessary in ottdeprovide valuable input to the system design.



The paper is structured as follows. The next sediieals with the issues raised by information gatge
per se. Section “Sharing and Embedding Informatitistusses the feeding and embedding of information
from one phase to another within the design procgsstion “Formalizing Informatiéndeals with the
need for formalization of information and data. Taokowing sections discuss multi-type and multissme
data respectively. This data has to be gatherezligiinout the development process in order to allow
designers to reach the ultimate goals discussese@tion “Ultimate Goals”. The last section (section
“Consistency”) presents the consistency problem ttes arisen from advocating the use of multiple
models.

Gathering Information

The phase of gathering information for the desifm mew system is crucial for the success of the en
product. If performed incompletely, inaccurately indeed ignored, gaps are left in understanding the
scope, concept and function of the new system.

The process of experts gathering data from varamrsains for input into the system design has been
studied as part of the Mefisto Method. ‘The proagade’ (Palanque et al., 2000) describes a pathihs

to be followed to build both usable and reliableiactive systems. In the first phase of the pocgsle,

the observation phase, information such as worktige existing artefacts, business and organizatio
constraints are gathered. Other approaches subtUSE (Lim and Long, 1994) argue in the same way
although the proposed process is different. In paper, we claimed that in a real life safetyicait
system, such as in Air Traffic Control (ATC), ituslikely that the whole domain will be analyzeddetail

due to the quantity of data required. This probleith also result in gaps in understanding the sgope
concept and function of the new system.

A rich source of information can be obtained froastpexperiences with similar systems. Since there i
such a large amount of data to be gathered, exgamtéocus on case studies to understand more #gimut
usability of a system and its safety. However, phecess cycle (see Figulg¢ does not detail how the
information is gathered, who will gather it, or htélve information will be recorded and reused.
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Figure 1 - Schematic view of the Process cycle

Sharing and Embedding Information

Gathering information is not a goal per se. Thelted this activity should be used to feed othbages in
the design process. This feeding cannot be ledtrinél nor at the discretion of those responsibidifese
other phases. In addition, not all types of infatioraare closely enough related to build usefutiges
between them. On the other hand, some sourcedarfriation are so close that, not merging and cross
validating them would certainly result in poorlysigned and inconsistent systems.

For instance, scenarios and task models both canfeynation about user activities. It is thus pbksto
check that scenarios and task models (for the saxingty) convey not only the same information higo
the same sequencing of operations.

Similarly scenarios and system models both dedh Wie same operational system and thus ought to
contain compatible and coherent information whiblbwd be checked at all stages of the development
process.

These examples have not been chosen randomly.dndeenarios are the perfect candidate as thercorne
stone of the consistency and coherence process.
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Figure 2 - Scenarios as a corner stone from (Pataagd Navarre, 2000)

Formalizing Information

There is a significant amount of literature on dgasprocess for interactive systems design the more
referred to being the ones including prototypintivitees and evaluations (Dix, 1998 and Hartson il
1992). However little research exists on formatizthe process of 1) documenting the informatiorhsuc
that experts of other domains can understand amserenformation for their analysis, 2) refining the
information to share only what is necessary anérBpedding data from one domain to another, all for
input into the system design.

Maodeling Principles: We promote the use of formal notations so that ae werify the properties of
interactive safety-critical systems. Without sudltations there are few means for designers to addre
reliability. However, formal notations may not bedeguate for recording information that is
idiosyncratically fuzzy and incomplete such as infation gathered in the very early phases of the
development process. Besides, it is important te tiwat in most cases, each model will be creajed b
different person with a different background withén different specialist domain which is likely to
influence the kind notation they are able to mastdthough it is most likely that one specialistliwi
develop one or several models, they may also dnr&ito many more models. Thus the relationship
between models and specialists can be consideradh@ny-to-many (M:N). That is, one specialist may
contribute to one, zero or many models and one huatereceive contributions from one, zero or many
specialists. Even for a system that is not safgtical, it is still necessary to ensure the systeefficiency
and reliability but this kind of issue is more sali for this type of system.

Examples of Models: The following section provides an overview of theltiple models used in User
Centered Design (UCD) approaches. A number of whahbe supported using the UML (Rumbaugh et
al., 1997). For example the domain model is sujggobly class and object diagrams, and the applicatio
model which includes the commands and data fompi@ication providers, are the main focus of UML.
Some models are only partially accounted for. Trasklels and scenarios can be described informatly an
incompletely using UML use cases. Other modelsrateat all considered in UML for example, user
model, platform model and presentation model (Blast Palanque, 2003).

We hereafter present more precise information alsounte particularly relevant models for interactive
systems design.

Requirements Model: The functional and non-fun@iorequirements of a system are defined in the
requirements model. Requirements describe in sadtle way what a system is supposed to do. The
description of a requirement models using a preeisd un-ambiguous (i.e. formal) notion allows
analysing the model and identifying errors or irgistencies. In addition, tools can generate testa the
requirement models useful for verifying that a systbehaves as the original requirements prescribe
(Palanque et al., 1997 and Campos and Harrisor7,)199



Task Model: A task model (Diaper and Stanton, 2094 representation of user tasks (in order achea
certain goal) often involving some form of intefaot with a system, influenced by its contextual
environment. Task models are used for planningdamihg various phases of user interface development
for example. The models are usually developed bydmfactor's specialists following an extensivektas
analysis phase. For the design of interactive pafitical systems, task models can be advantagfyus
checking the properties of the future system.

User Model: A user model is a collection of infation about a user and is a key component for
providing flexibility and adaptation. They can imporate generic information (valid over a wide raruj
potential users) such as (Card et al., 1983, E@84, Barnard and May 1994) and represent infoonati
about perception, cognition or interaction. Othserumodels are aimed at representing information fo
specific users such as (PUMA Blandford and Goo@,71&nd OSMBlandford and Connell 2003Jhis
information can be for instance, fed into a systeadel in the design phase in order to improve Hiiky

or in the evaluation phase in order to compute ipteé performance evaluation (Palanque and
Bastide,1997).

Environmental Model: An environmental or contextaedel is developed by inspecting aspects of the
environment of a current or future system. Infoliorais gathered using techniques such as obsenvatio
documentation analysis or interviews. Exampleslefents to be studied include location, temperature
artifacts, duration, social aspects and culturaicet The model can be used to identify causesuofam
behavior. Clearly, this can be beneficial for trevelopment of an interactive safety critical sys&nce
contextual factors are a way of providing usefdmdtion of the system to environmental changes.

Platform Model: A platform model includes a deptidn of the platform and some platform specific
characteristics. These models contain informatearding constraints placed on the Ul by the ptaifo
such as the type of input and output devices adaila&omputation capabilities... The model contains a
element for each platform that is supported, argl dtiibutes belonging to each element descriltieg t
features and constraints. Although this type of ehdd particularly useful for ensuring cross-platfio
compatibility of systems, they are critical whegiaen system is expected to be made availablevterake
users working with different software and hardwemgironments.

System Model: System model is, by far, the one tite been studied the most as it is the main raw
material of system construction. In the field dliactive systems, most contributions come fromfigid

of software engineering and have been more orslessessfully adapted to the specificities of thimllof
systems. Since the mid 80s several formalisms baea proposed that were addressing system modeling
either at a very high level of abstraction (Dix d&ghciman, 1985, Harrison and Dix, 1990) (suclrydsd

to capture the essence of interaction) or at andexel in order to provide detailed modeling irder to
support development activities (Paterno and Fac@9®2, Palanque and Bastide, 1990). Specific &ssue
raised by interactive systems modeling include,tesys state, system actions, concurrency, both
quantitative and qualitative temporal evolution,puh device management, rendering, interaction
techniques ...

Presentation Model: A presentation model detaits dtatic characteristics of a user interface, igsial
appearance. The model contains a collection ofahibically-ordered presentation elements such as
sliders, windows and list boxes as far as WIMP luisierfaces are concerned. For post-WIMP interfaces
such graphical elements include icons, instrumentgBeaudouin-Lafon, 2000 and Van Dam 1997).
Current state of the art in the field of safetytical interactive systems is also addressing tliesess. For
instance, ARINC 661 specification (ARINC 661, 20Qdrpvides a detailed description of interactive
components and their underlying presentation platfior new generation of interactive cockpits.
Architectural Model: An architectural model is @l level model of the application which descrilties
basic building blocks of the application. Exampdésestablished architectural models are Seeheimeimod
(Green, 1985) which makes explicit the user intafpart of the application and the Arch model (Betss
al., 1991) which is an extension of the Seeheimehpdtting even more emphasis on the Ul part. The
Arch model divides all user interface software ittte following functional categories, Functionalr€o
Functional Core Adapter, Dialogue, Logical Inteimetand Presentation. From a modeling point of yiew



these components are usually dealt with indiviguaarious modeling techniques are applied to datd
these components and the following section addres® of them i.e. domain model (related to funetion
core modeling) dialogue model and device modelfaart of the presentation component).

Domain Model: A domain model is an explicit reettion of the common and the variable properties
of the systems in a domain and the dependenciesebrt the variable properties. (Czarnecki and
Eisenecker, 2000). The model is created by dataction, analysis, classification and evaluatidine
term domain covers a wide range of interpretatidos.example, the problem domain, business domain
and the system/product domain.

Theses models are necessary to understand therdomahich the future system will be built. In tfield

of safety critical systems the various domains @@ (such as ATC, military systems ...) have already
received a lot of attention. Domain models are ilgaalvailable and are meant to be exploited before
dealing with any system within that domain.

Dialogue Model: A dialogue model is a collectiohhgerarchically-ordered user-initiated commancest th
define the procedural characteristics of the huc@nputer dialogue in an interface model. (Pue@a2.
Dialogue modeling has been regarded as a partigiiard to tackle issue. A lot of work has beenated

to it and the notations used have evolved in camjan with interaction techniques. For instancelyea
work focused on modal interaction techniques (Parb@69) and evolved to WIMP interaction styles
(Bastide & Palanque 1990) to reach recent and mhemeanding interaction techniques as in (Dragicevic
2004 DSVIS) for multimodal interaction.

Device Model: Input and output devices are aaaitpart of the interactive systems as they repiebhe
bottleneck via which the interaction between userd system takes place. Their behavior is sometimes
very complex even though it may be perceived a®lsirhy the users. This complexity may lie in the
device itself (as for haptic devices such as thanRim (Massiem and Salisbury; 1994)) or in the
transducers in charge of extending the behaviorth@fdevices (such as extending the behaviour of a
mouse to cope with double or triple clicks that echbemporal constraints) (Buxton 1986, Accot et al
1996). Device models can also be viewed as a persoderstanding of how a device works (Satchwell,
1997). In the field of safety critical systems désing the behavior of such devices is criticalitamiakes
precise the interaction techniques.

Multi Type Data

The data obtained and analyzed by various domaierexcan be considered as multi-type data. We have
distinguished between two main types of data, mseph data and post-design data. That is, dataghat
available before a system has been designed, aadthdat is available after a system is designeds Th
distinction and its impact on systems design apdaérxed in more detail in the following sections.

Pre-design data: Data can be obtained throughout the design probefsre the system has been
developed. Of course, much of this data can be ragdiable and used for evaluation purposes, once a
system has been designed. However; we have laliebed-design data because the techniques can be
applied without the need of the current system.

Within this category of pre-design data, data carfusther classified according to the propertieghef
data obtained. That is, formal or informal, complet incomplete for example. Figure 3 illustratesao
three-dimensional cube, four examples of technidbascan be applied to obtain data before theesyst
has been designed. By formal and informal we meaethver there only one interpretation of the models
not. Complete and incomplete refer to the fact thatmodel contains a sub set of the relevant imddion
or deals exhaustively with it. Finally, high araivtlevel data refer to level of abstraction at whibe
information is dealt with.

To illustrate the complexities surrounding mulipéy data, we have provided an example of seven
techniques positioned in the Multi-Type Data Cudeme of the examples presented in more detail itater
this section, have been extracted from previoukwara mining accident case study (Basnyat etCil5P



This type of presentation is used because of tleelapping properties of the techniques. For exanwle
Petri-net is considered (in this paper) as forroaimplete and low level even though it is possibleige
them to represent other type of data.
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Figure 3 — Multi-Type Data Cube

To give a very brief overview, the case study ifat@l US mining accident (Mine Safety and Health

Administration 2002). A Quarry and Plant systendésigned to produce cement. However, the part we
focus on is the delivery of waste fuel used to hbatplant kilns. The Waste Fuel Delivery System is
comprised of two separate liquid fuel delivery sys$, the north and the south. Each system delivets

to the three plant kilns independently and canpetate at the same time.

Example of low level formal complete data: Figdrprovides a simple Petri-net which models theitgbil
to switch from the north waste fuel storage tankhi south waste fuel storage tank using a marmul s
off valve.
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Figure 4 - Formal low level and complete data miogelising Petri-nets

Example of incomplete, informal and low level datdn safety-critical interactive systems design,
scenarios can be used to elucidate the partichlain of events that lead to an accident but cam lads
used to identify alternate failure scenarios thihtncause future adverse events. In this particcdase
study, it could be argued that as a result of #er's actions described in the following brief smem, a
‘hammer effect’ occurred causing a fatal explositivir X closed the valves (after bleeding them) as
quickly as possible because of the threat of fpsdading.”

One of the problems associated with ensuring ctamgiy, reliability, efficiency and error-toleranicethe
design of an interactive safety-critical systemeslin the probable limited use of fruitful inforriuat.



Scenarios can be used in line with many technigeied) as task modeling, a priori and a postergorfor
design or evaluation activities. A careful idemi#iion of meaningful scenarios allows designe@ain a
description of most of the activities that shoukl ¢onsidered in the task model. (Paterno & Mancini,
1999). Example of incomplete, formal and high ledata: Figure 5 illustrates the event-based semguen
diagram that can be used to map out what happernbeé iead-up to an adverse event.

Post-design data: The second distinction of data we have made isg@esign data. By this, we mean data
that can only be obtained once the system in misl lfeen designed. Examples of such are usability
analysis, incident and accident reports or theofigeetrics for risk analysis (Fenton and Neil, 1999

The design of a safety-critical interactive systanmst be grounded on concrete data, of which magfbe
multiple source and of multiple type. However,atditional way to compliment and enhance a system’s
safety is to take into account as much informatiom previous real life cases. One such type of éatin
incident or accident report. To date, input to fetyacritical interactive system design from anident or
accident report has not been considered in a sgsiemay. We believe these reports can be extremely
fruitful to the design of safer safety critical s®s. In most cases, these reports are used lgnadsi
experts to analyse why an incident or accident weduand what could be changed to prevent future
similar scenarios from occurring. In contrast, wggest using the reports to improve future designbe
more concrete, we have implemented this approacth@rsame mining accident case study previously

mentioned.
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Figure 5 - High-level data, communication sequetiagram

The reports allowed us to achieve two things, Iaioband 2) deduce important information that cdugd

embedded into future waste fuel delivery systemmiafng plants. Such information obtained includes:

« Add additional fire sensors in the waste fuel comteent area to detect heat from fire and activiage t
fire suppression system more rapidly. Ensure tlogf@mmable Logic Controller (PLC) connectors
are properly installed.

e Implement procedures requiring all equipment omesatand their supervisors to review
manufacturers' instructions and recommendationsnigure machinery and equipment is operated
according to manufacturer's guidelines.

e Install audible and/or visual alarm systems invlaste fuel containment area.

« Ensure equipment is installed according to the rfaaturer's requirements. Develop procedures and
schedules and monitor them to ensure that thenegtjmaintenance is performed

Information deduced after implementing and analyZine results of various safety analysis techniques
resulted in the following findings. The system shicbe designed such that:

« A waste fuel delivery system cannot be startedouthbeing primed first.

* Motors cannot be turned on without fuel availabl¢hie pipes.

e Airis bled from the pipes before a fuel delivepstem is turned on.

e Air cannot be bled while a waste fuel delivery systis on.



¢ An emergency shutdown button should available &raiprs.

Multi-Source Data

The data gathered and analyzed for input into atgafitical interactive system design is collected

multiple specialists of a wide-array of domainsisTis due to the nature of safety-critical systehmet

range from cockpits to surgical equipment to minimgiruments to name just a few but also to théetar
of information that has to be gathered and the taat this information stems from multiple domaofs
expertise. This combination of diverse specialistd diverse domains adds to the complexity of aesfg
a safety-critical system. The following sectionsae several such specialists and domains anicpé

they have on the design.

Human Factors: Human factors is a domain which aims to put humesds and capabilities at the focus
of designing technological systems to ensure thatams and technology work in complete harmony, with
the equipment and tasks aligned to human charsiitsr{Ergonomics Society).

Examples of human factors specialists are producéingineers, health and safety- practitioners and
interface designers. These are just a number @rexp the human factors field who all bring adeges

to the design of the system. However, the compleritreases when considering the background okthes
experts and the ways in which their analyses witinaccording to their backgrounds.

Health and Safety Practitioners: Occupational theahd Safety (H&S) practitioners are trained im th
recognition, evaluation and control of hazards Whptace people's safety and health at risk in both
occupational and community environments.

Techniques employed by H&S practitioners includsk riassessments, postural analysis, legal and
organizational factors, work equipment. As with moscupations, health and safety practitioners also
have wide ranging educational backgrounds. Suchsgshology, anthropometry or physiology. This
results in multiple perspectives and methods ofkimgron the same system.

Interface Designers: An Interface Designer is oesjble for the presentation of the interface péran
application. Although the term is often associatedomputing, the interactive part of a systemioatude
controls and displays in many domains such asanjliaircraft, vehicles, audio equipment and soTdre
educational background of an interface designetbeavaried, computer science, graphics design ainag
psychology. It is probable that a psychologist antbmputer scientist will base their interface glesion
different principles. Stereotypically, for exampke,psychologist may wish to ensure correct coloes a
used, whereas a computer scientist will want toleynfhe latest programming techniques with a flashy
interface. Both perspectives can be advantagedine toverall design.

Engineering: Systems engineering is an interdisciplinary proce$srring to the definition, analysis and
modeling of complex interactions among many compts¢hat comprise a natural system (such as an
ecosystem and human settlement) or artificial sysfguch as a spacecraft or intelligent robot), el
design and implementation of the system with prapet effective use of available resources. (Unityers

of Waterloo). In the mining case study, mechanaad automation engineers were involved. However,
other types of engineers include hardware, softvearg systems engineers. The combination of these
engineers assists in the system development process

Hardware Engineer: In reference to the case stueycan assume that the hardware engineers would ha
been responsible for the design and developmepliaof components such as the motors, grindersuseid f
tank.

Software Engineers: The software engineers inriméng case study would have been responsiblehfor t
design and development of applications runninghenhardware. Programs include the PLC software and
the ‘F’ system software.



Mechanical Engineers: A mechanical engineer car lzavariety of responsibilities such as, the desig
and improvement of machines and mechanisms, org@mizand maintenance of computer controls for
production processes or even selection and instedlaf equipment for indoor environment control.

Automation Engineer: Automation engineers desibojld and test various pieces of automated
machinery. This can include electrical wiring, fagl software debugging etc. One of the main fielflan
automation engineer is to design automation sysfeons a collection of single components of differen
distributors.

Engineering and the Case Study: A combinatiormefwork performed by the above mentioned engineers
can be considered as partial cause for the fatddlemt in the case study. One of the events leaidirige
accident was the failure of the PLC to automatjcdk-energize the fuel in the pipes when it reative
signals that the pressure was too high. This autmnprocedure operated as follows. A monitoring ‘F’
system received signals from temperature and pressensors located on fuel lines. The ‘F system
transmits data to the PLC which raises audiblewésitile alarms in the control room. However, dgrthe
accident, the PLC was not connected and therefidr@at automatically de-energize the pressure @ th

pipes.

Certification: Certification is a phase of the development prospesific to safety critical systems. This
activity involves independent organizations resguasfor providing clearances prior to the actual
deployment of the systems. This activity has aifigmt impact over the development process as its
successful accounting is perceived by designersdavelopers as one of the main targets to achieve.
Indeed, in case of certification failure, the whalevelopment can be stopped and most of the time
restarted with many negative economical and teclyicdl consequences. For this reason, certification
authorities have developed specific developmentgsses that 'guarantee’ the quality of the probiyct
means of structured and reliable processes. Famnios DO 178 B (RCTA 1992) is a document describing
such a design process widely used in the aeroshdinain.

Incident and Accident Analysts: Incident and accident analysts are interested bherstanding system
‘failures’ and human ‘error’ often using accidemtadysis techniques and incident reporting techrsque
(http://www.dcs.gla.ac.uk/research/gaag).  Suchlyatsa have varying educational backgrounds in
computer science for example.

Since we are particularly interested in the donudisafety-critical systems, we have provided défins

of an incident and accident from the Federal AsiatAdministration (FAA). An aircraft accident means
an occurrence associated with the operation ofirana#t which takes place between the time any gers
boards the aircraft with the intention of flightdaall such persons have disembarked, and in whigh a
person suffers death or serious injury, or in whikh aircraft receives substantial damage. (49 CFR
830.2). An aircraft incident is an occurrence ottiemn an accident, associated with the operatioanof
aircraft, which affects or could affect the safefyoperations. (49 CFR 830.2)

Ultimate Goals

The above mentioned issues increase complexitiyardesign of interactive safety critical systems tu

the necessary ultimate goals of embedding reltsbilisability, efficiency and error tolerance witte end
product. Without such ultimate goals the developnm@ocess would be far less cumbersome. This is a
very important aspect of the work presented heri¢ @@ints out the issues that are specific totjipe of
applications we are considering and thus less aeteto others more commonly considered.

Consistency

Consistency is a means to achieve reliability cadfficy, usability and error-tolerance of a syst€his can
be achieved by means of systematic storage of igatheformation into models and the development of
techniques for cross models consistency checking.

Model Coherence: One of the problems associated with interactivetgadritical design is the lack of
coherence between multiple viewpoints and therefoudtiple design models, of the same world. We



believe there should be coherence between thesgndesdels to reduce the likelihood of incidents or
accidents in the safety-critical systems domaim&avork on model-based approaches has tried tessidr
these issues but there is still a lot to do beflasign methods actually provide a framework to supthis
critical activity. Indeed, it is still not commonlggreed that there should be a framework for maltip
models as some current research argues that moidelse kind could be generated from models of the
other kind. For instance (Paterno et al., 1999pgses to generate user interfaces from task madels

(Lu et al. 1999) proposes to generate task modats §ystem models.

A Generic Framework for Ensuring Coherence: Although highly beneficial, it is unlikely that all
techniques from all domains of all types of experils be applied to the design of any given systdimis
is an unfortunate reality and this is why we aggnty to focus on providing a unifying framework help
ensure that data of multiple domains can be gatheeéined and embedded into the design of theegyst
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Domain ‘

Mcdellii !
[ith iteration ‘
System Modelling

\ Ith Itteration /

Figure 6 - Ingredients of the system model

As previously mentioned, formalizing this unifiedopedure is a way of ensuring that there are no
ambiguities, that the description of the models @&fdrmation is precise, that the framework allows
reasoning about the system and to ensure consgistend coherence throughout the design and
development process.

Figure 6 presents the various ingredients of thetesy part as described in the section detailingouar
types of models. This component is reproduced gufe 7 where interactions with other models is
emphasized. Figure 7 presents, as a summary aadsingle diagram the set of information, data and
processes.

Need For Systematic Tools Support: The complexity of design in the field of safetytical interactive
systems clearly requires tool support for the @pveatedition; formalisation; simulation, validation
verification of models and information, ability twheck for inconsistencies; means for sharing and
embedding data; cross-checking of hybrid models o..date, tools exist for the support of individual
models, CTTe (Paterno et al., 2001) for supportiagous activities around task modeling (edition,
simulation, verification ...), Petshop (Bastide et 4B99) for supporting various activities aroundtem
modeling. Despite some preliminary work about iattion (Navarre et al. 2001) integration needsstlle

to be addressed.
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Conclusion

This paper discussing methodological issues, adegsdhe use of models for the design of interactive
safety critical systems. It claims that the isstesed by the design of such systems require tkeofis
systematic ways to support the gathering, refinéraed storage of data. This data is, by naturetimul
disciplinary and thus requires a multi-notation r@geh to support individually each discipline.

However, this multi-notation approach calls for #iddal means in order to support additional atits
such as verification of models consistency. Besidte®rder to alleviate the burden for developand a
designers, software tools supporting their acesitare also at the core of the applicability ofhsaa
approach.

We are currently studying methods for integratihg hecessary models for safety critical interactive
systems design. To date, we have devised two appes for integrating the task model and systemeinod
while taking into account human errors. One apghagses scenarios are bridge between the two (Mavar
et al. 2001). The second approach uses task patisra means of cross-checking properties betvirgen t
two models. This work is part of more ambitious kvalealing with multiple models for safety critical
interactive systems in several application domamduding satellite command and control room,
interactive cockpits for military and civilian arefts, command and control rooms for drones and air
traffic control workstations.
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