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Abstract

Previous terrorist attacks, infrastructure failurasd natural
disasters have revealed the problems that Statesrigoreparing
for civil contingencies. One aspect of this iattthe agencies
which typically coordinate the protection of crilc
infrastructures have a national responsibility. owdver, the
impact of particular failures is often focused &b@al or regional
level. For example, Hurricane Katrina was mosttelgufelt in
the City of New Orleans (over 350,000 people aéd}t with
concentrations in suburban Jefferson Parish (17%,@hd St.
Bernard Parish (53,000) and along the Mississipmiast
(54,000). The terrorist attacks of 2001 and the flbods of
2007 also show how multiple localised contingencess occur at
the same time. National infrastructure protectgencies must,
therefore, be prepared to provide simultaneous telmultiple
local agencies. It is for this reason that natiaml protection
bodies provide national guidance but then devoésponsibility
for the implementation of contingency plans to aalolevel.
Unfortunately, many of the regional groups who @sponsible
for infrastructure protection have little or no @eabout the
detailed inter-relationships that exist betweenirttevn local
infrastructures. For example, in the UK ‘risk 1tgrs’ enumerate
local hazards without considering how, for example attack on
a gas storage facility might damage power distidut
infrastructures. Nor do they consider the knonkeffects that
such damage might have upon water pumping andigatidn
systems. This paper introduces a Geographic Irgtom System
that is intended to help identify dependencies betwlocal
critical infrastructures.  Although we focus on paoping
interaction between local and national contingemignning
within the United Kingdom, similar problems affeotany other
nations. The goal is to support the ‘joined ughking that is
often recommended in the aftermath of previousifad.

1. Introduction
The US National Strategy for the Physical Protectid Critical
Infrastructures and Key Assets focuses on thewiatig sectors:

the Protection of National Critical Infrastructurielentifies nine
sectors which deliver essential services: energpdf water,
transport, telecommunications, government & puldarvices,
emergency services, health and finance. Althougkional
bodies, such as the UK CPNI, establish strategiesnfproving
the ‘resilience’ of these infrastructures, the Iaurd of
implementation often falls at a regional level. wide range of
stakeholders must work together to integrate thalltactical and
operational response to a wide range of potentetatds.
Unfortunately, previous incidents have illustragéghificant gaps
between national strategies and local implementatio

In the UK, there is a distinction between categband category
2 responders. The former include the Police, Bind Rescue
Services, Emergency Medical Services, the Coadiguawcal

Authorities, Primary Care Trusts, Acute Trusts, faation

Trusts etc. Category 2 responders include Ettri
Distributors and Transmitters, Gas Distributors, t&vaand

Sewerage companies, Telephone service providexsd(fand
mobile). They also include the transport secfacluding

Network Rail, Train Operating Companies (passenged

freight), Underground companies, the Highways Agerdrport

operators etc. There have been significant prableim

communication and coordination between these differ
categories of responders. For example, the Kmigdrt into the
floods across England in 2007 argued that “the obleategory 2
responders in all six phases of integrated emeygeramagement
(anticipation, assessment, prevention, preparatiesponse and
recovery management) should be strengthened. Tiwwiiog

points should be considered by the Cabinet Officgarticular:

How to ensure that category 2 responders are fyomed

consistently represented on Local and Regional liBese

Forums.” (recommendation 28, [3]). The followingges argue
that Geographical Information Systems (GIS) canused to
promote a more ‘joined up’ approach to resilientanping for

local critical infrastructures.

2. The UK Civil Contingencies Act (2004)
In order to understand the importance of providiogls to

agriculture and food; water; public health; emergeservices; Promote local infrastructure protection it is nesgy to
defence industrial base; telecommunications; emer@«lmmanze the |mp|ementat|0n of the UK Civil COgEmlCIeS Act

transportation; banking and finance; chemicals aadardous
materials; postal and shipping [2]. Similarly, tb& Centre for

(2004). This legislation provides a local andioegl framework
for the implementation of civil protection. Foranple, the Act



requires that local authorities offer infrastruetuproviders,
including businesses, with advice on contingen@nping and
business continuity management.

The 2004 Act was intended to replace the provis@mgained in

the Civil Defence Act 1948 and the Emergency Powetsl920.

These described the ways in which local and puigities should
prepare for external attacks. They also providedektra powers
that could be granted to the government in ordeertsure the
provision of essential services. However, neitiier 1920 nor
the 1948 Acts were deemed sufficient for the UKegoment to
coordinate the national response to a range of mement events
including the 2000 fuel protests, the floods of @Md outbreaks
of Foot and Mouth disease. The 2004 Act creatéamework

for the establishment of Local Resilience Foruribis enshrines

thelocal focusthat was emphasised in the opening sections of this

paper. The responses to contingencies, includiaget that
threaten critical infrastructures, are to be camatbd within the

existing regional boundaries for local police farce Responders ‘

in these areas are to prepare for contingenciesoypiling a
Community Risk Register. This provide informatiabout any

site that could be involved in a ‘major emergen®lans must be |

developed that are proportionate to the risks aatsat with the
entries in the local register.

The 2004 Civil Contingencies Act is structured abuthree
parts. The second deals with the provision of gemcy powers.
The third describes supplementary legislation tppsuat the
implementation of the Act.  However, the first paf this
legislation explicitly addresses local arrangemefds civil
protection. The Category 1 responders, enumeratethe
introduction, must conduct a risk assessment, dpvplans and
exercise for emergencies. These drills must delorovision for
infrastructure maintenance and business continuifire public
and other agencies are to be warned of any hazartlsere is
also a legal obligation for co-operation and infatimn sharing
between category 1 agencies and also with the @ated
responders that include infrastructure providérse criticisms of
the Knight report and the subsequent recommenddtiah the
Cabinet Office must ensure category 2 respondera@dequately
represented on Local and Regional Resilience Forames
therefore, particularly important [3].

3. Local Critical Infrastructure Clustering
The Civil Contingencies Act provides the framewdHat is
intended to support the UK response to terroristioas,

sector campaign to reduce the disruption causedndiyral
events” [4].

Figure 1 provides a snap-shot of the Local Infradtire
Dependencies Geographical Information System. OBeGIS

is intended to encourage communication and planbitgveen
the different groups of responder involved in loitditastructure
protection. It illustrates the road layout andhpiple geographic
features of one of the main population centresdati@8nd. The
user can manipulate the image to show the locatfcal major
items currently held in the Community Risk Registert also
shows the position of these sites in relation tgspal features,
such as rivers, and transportation links, includiogds, railways
and underground systems, that run close to margr clites of
potential hazard.

Figure 1: Overview of Critical Infrastructure GIS

The LID-GIS also provides information about the dtion of
resources that can be called upon to mitigate quéati risks.
These include first responders, such as Fire arsmtuReService
personnel, police etc. The system also recorddatetion of
other assets that might be required in the aftdrrofin adverse
event; these include hospitals as well as locahaity depots
containing heavy equipment. It is important tansider the
deployment of these assets because they can beaiseitigate
the impact of any contingency. Subsequent secttiosv how
the LID-GIS can be used to explore the ‘what ifesarios that
must be considered when these local assets cansehers
become the target of terrorist attacks or natuisdsders. These
scenarios can be based on previous events withisaine region

infrastructure failures, natural disasters etcol$@nd techniques oy on contingencies in other countries. For examfile system

must be developed to help category 1 and 2 respeifidél their

statutory obligations under this legislation. \Roas events have
revealed the inadequacies of existing provisioror &ample,
‘the 2007 floods exposed the fact that there issgstematic
approach to reduce the vulnerability of the critidacal

infrastructure’ [3]. Similarly, the Pitt Reviewadtified the need
for Government to: “establish a systematic, cofwathd cross-

illustrated in Figure 1 has been used to assessmilgat happen
if the UK suffered flooding similar to that expermed by
Houston in 2001. As with many NHS facilities, aomies of
scale had encouraged many healthcare providers &oross
Texas to group facilities within the same areahaf tity. This
created vulnerabilities that were exposed followageriod of
extremely heavy rainfall.  Highly localised floodinclosed



admissions to 3 hospitals and forced the evacuationore than
2,000 general and 500 ICU beds. The buildings wlesigned to
be 2 feet above the 100-year flood plain and weatepted by
flood prevention systems that had been developent af 1976

intends to develop more sophisticated models wipaissenger
distributions vary with time. From this it will bpossible to
model the ways in which the outcome of any infradtire failure
will vary with the time of day. A further limitaih with the

storm. approach illustrated in Figure 2 is that the usefings critical
infrastructures in terms of particular nodes. dtpossible to
The LID-GIS can also be used to consider knock{fects that extend this approach by associating values with rtheées or
propagate between local critical infrastructured te assets that edges between these individual locations on the. mahis is

are intended to protect them. For example, the7 Z@dds not necessary to model the flow of people on the trdiasveen

only affected the transportation and power infradtires in many
areas of Hull. They also forced the evacuatiomofe than 200
prisoners and staff from Humberside Police Headgtsr The
level of flooding was categorised as a ‘once in NEfars
occurrence’. However, the loss of critical comination assets
and information systems during the response tdldioels in Hull
has persuaded the Police Authority to invest ardithdnillion in
protecting the headquarters from future floods.
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Figure 2: Adding an Infrastructure Component

Users of the LID-GIS can add infrastructure compaseither by
loading them from an existing file or by using ause to select a
location on the map. Figure 2 illustrates the rimfation that must
be provided for each infrastructure component. Tbker must
specify what type of node is being added from &goNvn menu.
This is important because the system collates réifte data
depending on the nature of the infrastructure corapbthat is
being considered. For instance, if the user selactelectricity
substation then information can be entered abaaitoiberating
characteristics of the transformer. If a hospisahdded to the
system then data can be provided about the nunibepatients
and out-patients that can be accommodated. Thés mhaturn, is
very different from the parameters that are reqlirr
components of the transportation, gas or wateastfuctures.

Figure 2 shows the user providing information abawubway
station. The final two fields are specific tostiparticular type of
infrastructure node. These parameters can be tossgecify
upper and lower bounds on the numbers of passetigraight
be affected by any attack. Monte Carlo technigraes then be
used to assess the impact of a potential failuFeiture work

individual subway stations. Over 100,000 peopleewteapped
on trains during the Italian blackout of 2003.

Figure 2 also shows how two qualitative values mécthe
‘importance’ and susceptibility of each componernimportance
can be thought of as a measure of the utility dueseof a
potential target. Several research programmes Haveloped
specialist techniques for performing these utidifculations, for
instance Apostolakis and Lemon’s measures for daerth [5].
A simplified approach has been adopted in the pyp®
implementation and further work is urgently reqdirdo
determine whether the additional complexity of the#ternative
approached can be demonstrated to outweigh morectdir
subjective, expert judgements. A further justifica for our
approach is that the subjective measure of utilifiers between
infrastructures. For example, it can be calibratedeflect the
connectivity of a segment of road or the importaoice bridge as
the primary means of crossing from one part oftytoi another.
Alternatively, the importance value can be usedharacterise
the power distribution network in terms of diffetekV line
capacity.

The vulnerability field in Figure 2 is intended tapture the
susceptibility of an infrastructure component to patential

hazard. The initial focus of our work was on impng urban

resilience to terrorist attacks. Hence, suscdjtyibwas formally

derived from an analysis of the physical protectioat could be
provided to a location, for example by access obntreasures,
surveillance cameras etc. The same approachecartended to
represent the vulnerability of infrastructure comeots to a far
wider range of potential threats. For example, ynanbway

systems are susceptible to high levels of rainfallin other

meteorological conditions, these vulnerability asseents might
record the vulnerability of electricity distributionetworks to ice
damage and so on. In each case, the user wdakbrthe same
infrastructure elements but they would then edit\thinerability

assessments to those that are appropriate forcdreaso being
considered. As we shall see, the tool can themsbd to identify
different knock-on effects between infrastructutest would hold
in each different threat scenario.

Community Risk Registers have helped to identifiessiof
concern within a local area. However, they preview insights
into the interdependencies that exist between nagio
infrastructures. For instance, they cannot eabiy used to
consider the ways in which the loss of an eledjrisubstation



might affect water treatment and pumping instailagi  The
development of integrated contingency plans istefloee, often
an ad hoc process. Practice varies considerablyebe different
areas within the UK. Some knock-on consequenaes
considered in detail for some items in the regigtieite others are
hardly mentioned at all. Figure 3 shows how th®-3IS
prototype encourages a more systematic approachodal
resilience planning. The system uses the geogr@gbroximity
of different infrastructures to identify high-valwdusters within
the local area. A ranked list is then producedltstrate areas
where the co-location of critical infrastructuresniines to
create a potential risk which is significantly gezathan might
otherwise be apparent from their individual entries the
Community Risk Register. As mentioned above, rihture of
these clusters will vary as the user enters diffexeinerability
assessments for particular hazard scenarios. Heveeavould
expect that different critical groupings might kaentified for
terrorist attacks compared with extreme weathenamies. Even
a cursory use of this system in this case study yielsled
significant insights, such as the collocation ofotwnajor
transportation hubs close to a petrol station awal dther key
infrastructure nodes in a counter terrorism scenarit has also
revealed the vulnerability of local healthcare rgses as more
and more facilities are centralised in a small nembf major
hospitals. These units are so dependent on avedatsmall

number of transportation nodes that access can niEca
significant problem in case of extreme weather &s/erSimilar
problems can be anticipated if relatives and medsh to gain
access following an adverse event involving one tldse
healthcare facilities.

Figure 3: Calculating Co-Located Infrastructures

This proximity analysis can be tailored and calibdain a number
of ways. For instance, users can search acrossinfctures to
look for significant elements of gas transportatiofiastructure
within 1-2 kilometres of any site where more tha0 Jeople
may be gathered. Similarly, users can searchhfmp@ing centres
and places of worship with more than 200 peopl¢ d@ne more

than 10 kilometres from the nearest emergency pagdo This
is useful in helping to plan for the future locatiof Fire and
Rescue Service resources. The value systemstaseentify

high-risk targets can be mapped directly from thdividual

entries in the Community Risk Registers or usingotad

approaches determined by domain specialists. s€hsitivity or

area of the proximity analysis can also be spetifig the user to
bring in more and more infrastructures when idgimg potential

clusters.

The ability to map local critical infrastructuresto a common
GIS can help local resilience forums identify et clusters in
the Community Risk Register. However, with conapional
support it is possible to provide a range of adddl facilities.
Users do not need to identify the many detailed sahu
mechanisms that, for example, cause particulariateouters to
fail during a blackout. However, this informatioran be
integrated into the modelling if it is availabldn contrast, the
intention is that local planners provide subjectbability
distributions that can help drive ‘what if' scerei In other
words, they have to estimate how likely it wouldthat the loss
of a particular electricity transformer might affébe local water
treatment plant or how likely it would be that @iesure of a road
might prevent Fire and Rescue service personnel feaching a
hospital. Once these inter-dependencies have désahlished it
is possible to perform more complex calculationschs as
identifying the likelihood that the closure of mple roads would
prevent access to a healthcare department or kbkhtod that
the loss of major elements of the power distributizetwork
might propagate across both transportation systeansl
communications infrastructures. The central contidn of our
work is that increased local resilience cannot $jirbe calculated
in terms of individual systems but must considere th
interconnections with other local infrastructures.

4. Further Work

This work is in its infancy and that much remaiosbe done
before the LID-GIS and similar tools can provideequate
support for Local Resilience Forums. We are paldidy
concerned to identify what might happennmitiple contingent
scenarios.  The electricity distribution industry is ongne of
many that use ‘N-1' criteria. In other words, thgstem as a
whole must be designed and operated in such a hatyitt is
resilient to the loss of any one component. Ifelament does
fails, then steps must be taken to restore N-1agpas soon as
possible, either by restoring the failed compormmby making
alternate arrangements. However, things are ceradity more
complex for local resilience forum who must consigbat might
happen under N-2 or N-3 where the failed componeotur
across very different infrastructures. There iglelireason to
believe that the impact of any single contingendy neduce the
likelihood of other potential scenarios. For ex&mnpthe
infrastructure dependencies in our tools might $eduto consider
the interactions between a terrorist attack on ajoma



infrastructure component during a period of extreweather. the 2003 US power failure [7]. Hence considerdbither work
Alternatively, the tool might be used to analyse {otential is needed to identify appropriate means for intiggacausal
knock-on effects of a failure in electricity ditation at the same information that captures the mechanisms for knmtkailures
time as a major structural collapse involving ceticomponents between infrastructures at a level of abstractian is both useful

of the rail system. These N-2 scenarios are exheunlikely to

occur. However, many previous studies have repetite sense
of ‘surprise’ that has characterised the immedisgponse to
infrastructure failures [1, 7]. By preparing fénis more extreme
class of adverse events, we may be better pregargtie more

likely class of infrastructure failures.

Much of our previous work has focused on the dgwakent of
causal models that can help us understand the imayghich
human error, systems failure and managerial detisiaking
combine to create the context in which accidentsiacidents are
more likely to occur [8, 9, 10]. This work hasustrated the
difficulty of identifying the precise ways in whictailures will
propagate between and within systems of systemefteln takes
several years to investigate aviation accidenthis work is very
relevant for the analysis of infrastructure failureln aviation,
rail, or maritime accident investigation we onlyhao identify
the causal mechanisms that led to one particutenywk outcome.
In contrast, the prediction of local and nationafrastructure
failures is much more complex. We must anticigate causal
mechanisms that could stem from multiple and caecr
adverse events, the precise hazards or threatgehatate these
failures cannot easily be enumerated.

It is also difficult to predict the different faile modes that are
associated with infrastructure components. The-GIS system
models the probability that particular nodes wadll fgiven that
other nodes have failed in associated infrastrasturHowever,
some local systems may continue to provide limiteeels of
service under contingency. For example, traffay continue to
flow even though part of the road is blocked. ifirty,
redundant topologies enable some residual currentflaw
through a power distribution network even though pé it may
be damaged by an adverse event. Our work cargftie, only
be seen as a first step towards the developmenbr# integrated
tools for local critical infrastructure protectipr.

Further problems arise because the topology angasition of
local infrastructures are continually evolving. heT rapid
deployment of fibre optic and mobile communicati@ystems,
the gradual introduction of Internet based system$SCADA
applications, the development of local and renesabbwer
generation systems are all changing the interdepeies
between infrastructures. Similarly, changes in gpamtation and
population patterns affect the numbers of peop# thight be
involved in an incident. Changes in demograple@s trigger
the redeployment of fire and rescue services, remep supplies,
water and transportation infrastructures etc. att be difficult to
ensure that the changes in the underlying modedp kace with
the changes in the associated infrastructuresy#hssa key lesson
from the difficulty that reliability organisatiortsad in combating

for future predictions and can be maintained owveet

The previous paragraphs suggest ways in whichabpesof our
work might be extended to cover more complex failur
mechanisms and multiple contingent scenarios. €lage also
areas of the existing simulators that might be bbgped to
improve our analysis of relatively simple adversergs. In
particular, existing implementations do not capttive temporal
properties that can determine the effectivenessgfresponse to
major infrastructure failures.  For instance, th®vision of
Uninterruptible Power Supplies (UPSs) helps to yidt@ knock-
on effects of some problems. Battery power catasu mobile
telecommunications base stations for several hougspitals
and other key assets have independent generatipgcita
although a key lesson of Hurricane Katrina is thase cannot be
relied upon in all potential scenarios. At presdhie tools
described in this paper do not account for the tmalmspects of
infrastructure failure. Further work could considiee impact of
UPS’ and similar systems through the introductioh noore
complex stochastic approaches based on Markovshain

6. Conclusions

Previous terrorist attacks, infrastructure failurard natural
disasters have revealed the problems that Statedrigoreparing
for national civil contingencies. One aspect la tis that the
agencies which typically coordinate the protectioi critical
infrastructures have a national responsibility wtithe impact of
particular failures is often focused at a localregional level.
National infrastructure protection agencies muserdfore, be
prepared to provide simultaneous help to multiptsal agencies.
It is for this reason that national civil protectibodies provide
national guidance but then devolve responsibilityr fthe
implementation of contingency plans to a local leve
Unfortunately, many of the regional groups who @gponsible
for infrastructure protection have little or no @deabout the
detailed inter-relationships that exist betweenirttoevn local
infrastructures. For example, UK Community RiskgR&ers
often simply enumerate local hazards without caeriig) how,
for example, an explosion involving a gas storagglify might
damage power distribution infrastructure that reesosupply
from water pumping and purification systems. Tpéaper has
introduced a Geographic Information System thahtended to
help plan for the knock-on effects that propagatawvben local
infrastructures. The aim is to support the ‘joingd thinking that
has been advocated in the aftermath of previolgéasi
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