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Abstract

Previous terrorist attacks, system failures andirahtdisasters
have revealed the problems that many States fageeparing for
national civil contingencies. The diversity of itical

infrastructures and the interconnections betwe#ardnt systems
makes it difficult for planners to ‘think of evehihg’.  For
example, the loss of power distribution networks d&srupt rail
and road transportation systems. Knock-on effeats also be

in preparing for the response to a contingency tied been
anticipated [3].

One reason why we have been so unprepared for opisevi
contingencies is the very diversity of national tical
infrastructures. For example, the US National t8gwn for the
Physical Protection of Critical Infrastructures akdy Assets
focuses on: griculture and food; water; public health; emergenc
services; defence industrial base; telecommunicsti@nergy;
transportation; banking and finance; chemicals &@adardous
materials; postal and shipping [4]. The UK Cenfoe the

felt across telecommunications infrastructures ahe tPrOteCtion of National Critical Infrastructures (NIB) identifies

uninterruptible power supplies (UPS’) that protetérnet routers
and mobile phone base stations fail over time. Exiio water
supplies are affected when pumping and treatmemires lose
power. These interconnections make it hard tocguatie the
many different safety-related systems that mightafiected by
particular contingencies. This paper introduce&eographic
Information System that is intended to help govesntragencies
plan for the knock-on effects that propagate betwesajor
infrastructures. The intention is to provide axitide system,
which can easily be configured and updated. Thisnportant
given that technical innovation and routine maiatere
continually introduce changes across national tftetures.

1. Introduction
In the aftermath of terrorist attacks in New YoMadrid and
London, there is growing awareness of the vulnétalmf many

nine sectors which deliver essential services:gndood, water,
transport, telecommunications, government & puldarvices,
emergency services, health and finance. It iffficudt enough
task to understand how any one of these differgnastructures
might be affected by a terrorist attack, naturatadier or
technical failure without considering the knock-effects that
complicate our response to civil contingencies [5].

2. Scoping the Problem

There are very few tools that government agencightnuse to
identify the dependencies that extend between meltioritical
infrastructures.  This is not surprising given thkallenges
involved in developing such an application. Imtjgalar, it can
be difficult to identify the range of adverse ewetihat might
trigger the failure of energy systems, food, watgansport,
telecommunications etc. Political consideratigmshlic anxiety

states to terrorist attack. Similarly, naturalagiers such asand the influence of the media all add to the clify that

Hurricane Katrina, Tropical Storm Alison and thedtls that
affected many different areas of the UK during 200ave

revealed the difficulty that many nations face @odinating their
preparations for civil contingencies. One of thest common
criticisms in the aftermath of these events is'lduek of joined up
thinking’ by government agencies. The Federaitjtask force
into the 2003 Blackout across the North EasterntddnStates
and parts of Canada identified ‘surprising’ vulrigliies across
different infrastructures once a domino effect lmetmapropagate
failure across and between the national grids [1]The 9/11
Commission repeatedly refer to the ‘lack of imagmad in

planning for terrorist attacks [2]. A Federals$®ns learned’
report into Hurricane Katrina refers to the fragmadion of

planning and the lack of coordination across gavemt agencies

commercial and public agencies face in identifyipgtential
hazards and threats to critical infrastructures.aniv potential
scenarios have an extremely low likelihood. Thes&not,
however, be ignored because the consequences s# thents
can be enormous. The UK National Risk Registesqmts an
‘assessment of the likelihood and potential impzca range of
different risks that may directly affect the UK’ @mrt of the
National Security Strategy [6]. The Register pdeg a shap-
shot of the most significant emergencies that hmeen identified
over a five-year time scale. These are classifd either
accidents; natural events, collectively known agahds, or
malicious attacks, known as threats. Figure 1 samns®s the
range of risks considered within the 2008 UK naiaegister.
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Figure 1: High Consequence Risks Facing the UK [6]

3. Examples of Civil Contingencies

An important aim behind the work described in thégper is to
provide computational tools that support the higvel and
subjective assessments of ‘relative impact’ for ithfeastructure
risks identified in Figure 1. In order to do thisis critical that as
much information as possible is obtained from presiadverse
events. Many of the risks shown in Figure 1 hawt affected
the UK. We must, therefore, build on experienceein other
countries. This creates problems; skeptics ofteguen that
lessons learned in one state cannot be appliedeircantext of
other national infrastructures. These objectiomsiacreasingly
difficult to sustain given that common themes hekaracterized
diverse contingencies in many different countrigs.particular,
the response to adverse events is often hindered lagk of
‘joined up’ thinking both in terms of the impactticontingencies

responded in different ways as they became woraedut

whether or not their systems had sufficient powercomplete

their treatment for that night. The blackout ldsteveral days
across many areas of Italy. This created furtheblpms as
stores of parenteral solution had to be storeddezers. Other
patients were placed at risk when the loss of pomegan to
affect water treatment centres. It became diffitol guarantee
that there was no microbiological or toxic contaation in the

water supplies for dialysis patients.

The inter-dependencies between power distributiond a
healthcare are strongly affected by technical,acand political
factors. The UK’'s ‘care in the community’ initie¢i has
encouraged many patients to take responsibilitytfeatment in
their own homes. This moves them away from the 'UR&
provide backup power to hospitals and other heafthcentres.
While this reduces costs and can improve the quafitife for
many individuals, it also exposes some patientthéorisks of
knock-on effects when power supplies are intermippedomestic
properties.

There are many further examples of the knock-oectdf that
complicate the response to civil contingencieshe @ecision to
halt Underground services following the July bongsinin

London pushed thousands of commuters onto the némgabus
services that might themselves have been secon@dagets.
Official reports into the bombing also describelpems created
by the failure to establish reception centres fiotims and their
families/friends in the hours after the blasts. eofle did not
know where to look and, in consequence, the Casalteau

phone line received many more calls in the firsthddirs than in
any previous emergency. At its peak this rose 16@Battempted
calls in an hour. The system was overwhelmed.is &bpect of
the response to a civil contingency is instructivecause it

can have upon national infrastructures and theezprences that illustrates the way in which problems in estabhghiphysical

knock-on effects will have upon subsequent intetieen

A number of previous national civil contingencidisistrate the
ways in which failures can propagate across infuatires to
threaten public safety. A blackout in 2003 affdctreas of
France, Switzerland and almost all of Italy. The& 30,000
people trapped on trains. The scale of the knocleffacts
created by the blackout forced emergency serviocegevelop a
range of ad hoc solutions as they called uponuppat of many
more agencies than were originally intended witthie existing
contingency plans. Other knock-on effects wereualty less
dramatic in terms of their impact on public safejowever, they

centres to provide support in the aftermath of Hwenbings
created knock-on effects for the communications iaf@mation
infrastructure [8].

The number of fatalities directly attributable téaak of planning
in the Federal response to Hurricane Katrina resnaisubject of
considerable controversy. It is clear, howeest the scale and
timing of the evacuations created immense straimstife host
communities. There were also considerable, unégdec
problems in coordinating the inter-agency respavisen so many
diverse aspects of the transport, power and telpugritations
infrastructures were affected by flooding and highds. The

had considerable consequences in terms of theesistraused to Presedential report into ‘lessons learned’ sumredrighe

the individuals concerned. For example, Pironiin&gci and
Paganelli describe how the blackout affected ptti¢mat relied
on home parenteral nutrition systems [7]. Theséviduals used
electronic pumps for the overnight infusion of itignal
solutions. The loss of power disrupted theirtmet. Different
devices responded in different ways as some begajenerate
alarms while others reverted to battery power. tieRts

problems created by knock-on effects between the
communications and power infrastructures; “theratdebilitated
911 emergency call centers, disrupting local enrergeervices.
Nearly three million customers lost telephone smrvBroadcast
communications, including 50 percent of area redaions and
44 percent of area television stations, similarlgrev affected.

More than 50,000 utility poles were toppled in NBsgppi alone,



meaning that even if telephone call centers andtridéy legacy systems. Their introduction can create new

generation capabilities were functioning, the catio@s to the interdependencies, where for example advanced rgensi

customers were broken...Although Federal, State] &tal technologies are deployed to monitor energy tragsie real

agencies had communications plans and assets o, plhese time. The operation of the power distributionrastructure,

plans and assets were neither sufficient nor adelyuiategrated therefore, relies on both the connectivity of tledwork itself but

to respond effectively to the disaster” [3]. also on the digital data exchange systems thatsed to control
loads across increasingly complex architectures.

4. Difficultiesin Mapping National Infrastructures
A number of difficulties must be addressed befamg ol can The impact of these replacement programmes can be
help to identify the knock-on effects that can arisetween compounded by the changes that must be made &sinfctures
infrastructures that during civil contingencies. in response to demographics. Population movemanisy from
many urban centres have triggered the redeploywkfite and
What is a Critical Infrastructure?  Previous sections have'€scue services. These changes can also lead tetelopment
enumerated the critical systems identified by th® National Of new power supplies, water and transportationastfuctures
Strategy for the Physical Protection of Criticafréstructures and ©tc. It can be difficult to ensure that modellitgols for
Key Assets andhe UK CPNI. We have also summarised thH@frastructure resilience are updated to keep pagé the
most significant risks to these infrastructuresitified as part of changes in the associated infrastructures.  sTtwt assess
the UK National Security Strategy. However, national an@frastructure resilience must, therefore, be radylupdated as
regional agencies must look beyond this high-laygitlance in replacement programmes, population movements, eisang
order to develop the more detailed policies anccguares that industrial processes all trigger significant change underlying
are required during future contingenci€sr example, the CPN| infrastructures.
list of critical infrastructures refers to ‘trangpation’. It is
unclear whether or not a Contingency p|anning tehbuld Vertical %paration of Infrastructure Markets: Traditiona”y, State
therefore consider the impact of a prolonged Idg=wer on our fun monopolies were established to focus the invest
national Air Traffic Management centres or on raijsignalling necessary to create and maintain power, waterrandgortation
systems, on the traffic lights that coordinate arbmaffic Nnetworks. These were vertically integrated so thet same
movements or on the cameras that help police morite organisations provided the service and controllede t
motorway system. In the past it has been arguet ttese infrastructures. For instance, electricity getmsaalso owned
individual systems cannot be regarded as ‘critidaticause the distribution system. Similarly, national raitganisations
alternate forms of transport would be availables we have seen, Operated the trains and helped to maintain theksraand
however, the interdependencies between criticabsys make it Signalling systems. Initiatives such as the Easop
dangerous to assume that a single adverse evemd coy Commission’s Electricity Directive 96/92 sought teduce the
undermine several different modes of transporhatsame time. State’s role in service provision. The aim waseuce costs for
Pandemics and other forms of disease are an obeample. customers by opening markets to competition fromganies in
This more integrated view of contingency planningkes it Other member states. In order to do this, the aijwer and

increasingly difficult to exclude systems from thational critical Maintenance of underlying infrastructures had tosbparated
infrastructure. from service provision. If this vertical separatibad not been

implemented then new market entrants that woulde hbgen

Legacy Systems, Maintenance and Replacement Programmes; forced to use their competitors’ infrastructureneTconsequences
Many European states rely on infrastructures trexeviirst built Of this vertical separation of service providewnirinfrastructure
more than a century ago. The continued operatibthese OPerators cannot be underestimated. One of theesabehind
systems is a testament to the engineers who credent. both the US and European blackouts of 2003 wadliffieulty
However, the three dimensional mapping techniquesracord that infrastructure providers faced in assessiregdémands that
keeping processes that were used during the dewelatpof these Service providers would place on their networks, égample as
systems was inconsistent. In consequence, weotlknow the they sought to transfer increasing amounts of gnéxgn low-
precise routes that are used by many of the watdrpower COSt generators to remote sources of demand [t oNly has
networks that are integrated with more modern stftectures. the vertical separation of infrastructure markets the failure of
Any system to assess the inter-dependencies betwEfyice provision across international bordersalso frustrates

infrastructures must therefore deal with significamcertainty attempts to models the knock-on effects of infrattire failures.
about the topography of the under|ying networks. The events of 2003 illustrate the difficulties thﬂergy prOViderS

face in modelling the dependencies within their owdustry
Further challenges stem from the rolling programtet have Without considering the interactions with otherastructures.

been created in many countries to replace agimgstrfictures.

These upgraded networks often follow very differemites from Innovation and change: Further problems frustrate attempts to
model the knock-on effects of failures in nationgitical



infrastructures. Technical innovation affects ¢benposition and
structure of complex systems. The rapid deploynwnfibre

optic and mobile communications systems,
introduction of Internet based systems in SCADA li@pgions,

the development of local and renewable power géioera
systems are all changing the
infrastructures. Unfortunately, we know very étihdeed about
how these novel systems will perform under many tloé

scenarios summarised in the UK National Risks Regis

It can be difficult to determine the impact thatrtpalar

contingencies might have upon the exchange ofaliddata. This
has motivated many safety-related industries tekbgvdedicated
networks that are believed to offer higher levdlgesilience than
the public Internet.  Hurricane Katrina and the fl&ods of

2006 have shown that such optimism is not alwagsfied. In

contrast, increasing numbers of commercial and morent

organisations are using Internet based communitatfor the
exchange of critical information. A number of seglhave been
conducted into the impact of the 2003 US-Canadakblat on

Internet traffic. Abnormal Border Gateway Protod®@GP)

events indicate that 3,175 networks lost connegtiviMost of

these were in the New York City area [9]. Althougk have
forensic techniques that can help identify patteofisfailure

across the Internet under contingencies, we aoa@g \Wway from
being able to conduct more predictive forms of gsial at a
national or regional level. In particular, theree ano agreed
means of modelling the effects of any future powgstem
failures on the UK computational infrastructureThis, in turn,

makes it impossible to anticipate the secondanachpf the loss
of Internet connectivity on the increasing numbefscritical

systems that rely upon these networks for the exgdhaof

operational information.

Technical innovation can also increase resilienEer example,
the Pitt review into the UK floods of 2007 descgbbow

telecommunications companies were surprised bywellvsome
of their networks stood up to water inundationhisTwas due to
traditional copper wire cabling gradually being lemed by new
forms of fibre optic interconnection. Even sog theport
identifies the risks associated with dependenches txtend
beyond individual national infrastructures; “floadi has the
capability to disable networks when coupled withwpo failure”

[10].

5. TheInfrastructure Dependencies GI S

Figure 2 provides a shap shot of the interface @eagraphical
Information System that exploits Bayesian techniqioegenerate
failure scenarios across national critical infrastures. The
decision to focus on Scotland rather than the drikengdom is
justified by the need to gather a range of semsitiata during the
preliminary stages of the project. Given the ladkexisting
tools, the Infrastructure Dependencies GIS (ID-Gi§)resents
an initial prototype. As can be seen, howeverutter can add or

interdependencies ebeatw.

remove critical nodes and links between differexfitaistructures
including the domestic water supply, major gasrgdanections,

the grhadw@nd national electricity distribution etc.
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Figure 2: Infrastructure Dependencies GI S (I1D-GI S)

The ability to map national critical infrastructarento a common
GIS provides relatively few additional insights foontingency
planning. In particular, it fails to address mafythe barriers
that were identified for predictive modelling ofdak-on effects
that were identified in Section 4. Geographigabimity fails to
account for the diverse logical and operationalesielencies that
increasingly connect different systems. Fortugat range of
algorithms have recently been developed in the iiBGanada to
help planners predict the value or importance ofti@dar
elements in national critical infrastructures [1R2]. Some of
these algorithms consider inter-infrastructure depacies;
however, most previous work has focused on urbatricts
rather than national infrastructures.

As mentioned, the lack of vertical integration, tweblems of
mapping legacy infrastructures, the introduction abw
technologies all combine to undermine attempts ramet the
detailed ways in which faults propagate betweeticatinational
infrastructures. It will take several years befare can identify
the precise impact that the loss of key componeaittfiave upon
the systems that depend upon them. In particular,cannot
easily identify the knock-on effects that wouldsarif we were to
lose significant sections of our digital communicas and power
distribution networks. Fortunately, Bayesian stits provide an
alternate to the detailed causal modelling of Btfacture
interdependencies. Expert judgement can be usedsess the
dependent probability of a system failing giventtpaoblems
have been observed in another infrastructure. Wipessible,
these estimates can steadily be refined with mareurate
probability distributions based on partial causaldeis or from
data obtained during previous contingencies, sscthase cited

in Section 3.
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Figure 3 shows how the user of the ID-GIS can $gadicular
nodes across the electricity, transport and digitahmunications
network to assess what might happen if they wefaito Knock-
on effects propagate between infrastructures ufagesian
probability distributions in the manner describeldowe. The
intention is not to identify the many detailed causiechanisms
that for example cause particular Internet routerail during a
blackout. However, this information can be intégdainto the
modelling if it is available. In contrast, theention is to identify
subjective probability distributions that can helpve ‘what if’
scenarios. For instance, during initial evaluatiove have used
the ID-GIS to investigate the improvementsystems resilience
that can be achieved by adding sub-networks in gbeer
distribution infrastructure. The central conttiba of our work
is that increased resilience is not simply cal@dah terms of the
power systems themselves but in terms of the variother
national infrastructures that also depend upon dheetricity

supply.

6. Conclusions

Previous terrorist attacks, infrastructure failuraed natural
disasters have revealed the problems that mangsSfate in
preparing for national civil contingencies.  Theedsity of
critical infrastructures makes it difficult for plaers to ‘think of
everything’. One aspect of this is that it canhlaed to identify
the interconnections that exist between differeafiety-related
systems. Some of these dependencies are creatpdlibgal

initiatives.  For example, the impact of electsidblackouts on
healthcare system has increased as more patientsad for in
their own homes. This often leaves them unprotette the
backup UPS’ that support hospital-based treatmefitechnical
innovations have also created interdependenciespatticular,
the integration of Internet communications in athofs critical

systems has created vulnerabilities that are oftificult to

anticipate before a failure occurs. Very littlekisown at present
about the precise impact of power failures on thgtars whose
interactions help to regulate traffic flow acrosshist
communications infrastructure.

This paper has briefly introduced a Geographic rimfttion

System that is intended to help government agemd#sfor the
knock-on effects that propagate between major sifuatures.
We do not know enough about the precise natureheet
interactions to develop specific and detailed chomalels. The
blackouts in the US and Canada and across Eurajregd2003,

illustrate how little we know even about the faumechanisms
associated with individual infrastructures. In sequence, we
have extended a Bayesian approach that integratesrte
judgements about dependent probabilities for tlileréa of one

component given that problems have been observethather
infrastructure.  This approach also allows for ithtegration of
specific probability distributions where more acte; causal
information is available. However, it is importaiot stress that
this is only an interim solution. We would like &ssociate
confidence levels with the scenarios that are ddrifrom the
simulations. In other words, we can direct theteysshown in
Figures 2 and 3 to simulate the knock-on effectt thight be
experienced when one or more nodes are removeddiffenent

national infrastructures. Given that expert judgeta are
involved in the underlying calculations, we woultscalike to

estimate the confidence that different experts elac the

scenarios that are produced when the system igenkhock-on
failures.

A number of other areas remain to be addressedédtie ID-

GIS and similar tools can provide adequate supfoorhational

contingency planning. For example, the provisiof

Uninterruptible Power Supplies (UPSs) helps to yidt@ knock-

on effects of some infrastructure failures. Battpower can
sustain mobile telecommunications base stations sieweral

hours.  Hospitals and other key assets have indepen
generating capacity, although a key lesson of idane Katrina is
that these cannot be relied upon in all potenti@narios. At
present, the tools described in this paper do noount for the
mitigating effects of these systems in delaying bmpact of

infrastructure problems. Further work could cossidhese
temporal properties through the introduction of en@omplex

stochastic approaches based on Markov chains. V&weur

initial experience suggests that end users maymndérstand the
underlying mechanisms of the mathematical models.

Further work is needed to improve the techniquasdhe used to
represent infrastructure dependencies. At prepesthabilities
are associated with the individual nodes in eadfastructure.
Problems arise when attempting to derive distringi for the
failure of multiple network components across ca@wpl
topologies. Given the redundant and interconneatehitectures
used for power distribution, the likelihood thatvater treatment
plant will be affected by the failure of a partiauline depends on



both the number of other failures that affect tHecteicity
distribution network and the topology of that netiwo

A final limitation is that we have an impoverishethdel of the
failure modes that can affect critical systems.e ¥énsider only
the probability that the failure of one node woldédd to the
failure of another between different infrastructire This is
unrealistic; many services may not be halted dptibeit can
continue to function at a reduced rate. For exampéaffic will

continue to flow through a road system even if pogver to the

parenteral nutrition (HPN), Clinical Nutrition,

February 2004.
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should make it clear that our work is only a fstp towards the Routing Forensics Framework for

development of more integrated tools for the pitdec of
national critical infrastructures.
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