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We believe that to understand adequately the giso®y
Abstract between current practice and theory, and to sperula
intelligently about what may happen in the future,
For any software system upon which lives depenel,niost foundational epistemic questions related to sofwsystem
important question one can ask about it is, ‘Howngoknow safety must be carefully and systematically conside In
the system is safe?’ Despite the critical imporéané this this brief paper, we suggest what some of thosdgmental
question, no widely accepted, generally applicadnswer questions may be.
exists. Instead, debate continues to rage ovemthestion,
with theorists and practitioners quarrelling witack other 2 Definitions
and amongst themselves. This paper suggests aleossy
forward towards quelling the quarrels, based omirgf the We begin with definitions for, and discussion ah@aame of
critical safety question into additional questiondiich may the words and phrases that are used in the pajknough
be more likely to have answers on which a conseaanse some of the questions listed later in the paper ban
reached. understood without understanding these definitiossme
cannot.
1 Introduction
2.1 Concerning Knowledge

'Is the system safe?" ) o o _ )
Epistemic is an adjective meaning ‘of or relating to

'Do we think the system is safe?' knowledge or degree of acceptance’ [29pistemologyis a

noun defined as ‘the theory or science of the nwktbo
In an ideal world for any specific system, the amsto the grounds of knowledge’ [25]. Epistemology is one the
first question is the same as the answer to thensecThat is, Major branches of study in philosophy [5]; it isncerned
if we think the system is safe, thenistsafe; and if we do not With searching for answers to questions such asjatWs
think the system is safe, then it is not safe. knowledge,” and ‘How is knowledge acquired?’

But the real world is not an ideal world. In thelrevorld the The verbsbelieve, thinkandknow,which are used in relation
answers to the two questions may differ. We may”(tm to knOWIedge, all have multlple shades of meanﬁ‘l‘m tend

system is safe when it is not, and we may thinlstesn is t0 be used somewhat differently by different peopl@ne
not safe when it is. person may use the three verbs almost interchahge#&lwor

such a person, these three questions are esseidifitical:
The orthogonality of the two questions is espegiapparent Do | believe the system is safe? Do I think theteym is
today in software-intensive systems. While manftvere Safe? Do | know the system is safe?
safety experts lament the lack of adequate meams fo
assessing the safety of software systems, dencexiséng Another person may use the three words to exprestigted
software standards as based on weak or non-exisiéMels of confidence. For such a person, the tresstions
foundations, and warn against increasing reliance @re quite different; answering them affirmativelgquires
automated systems, the actual safety record ofiamgtbased different levels of personal certainty in the spfef the
systems has been exceptionally good to date. do®d gn System. For exampléelievemay correspond to ‘more likely
fact, that a strong case can be made, at leastfomercial than not’, think to ‘very likely’, and know to ‘beyond a
aviation, that no technology yet introduced has hachore reasonable doubt’ (or perhaps to even a strongematd).
positive effect on safety than has software. Om other For the purposes of this paper, we adopt this i{etel
hand, despite the excellent safety record to date, confidence based approach
arguments about future dangers seem quite pergjasiv
particularly as systems become increasingly compénd
more and more authority is given to automated 8ySté0 ! Athough weknow that any philosopher reading this paper will
perform safety-critical functions. consider the discussion in this section woefullynmistic and




Regardless of a particular individual's use of these verbs,
he or she may be wrong. For example, someone nimyvbe

3 Foundational Epistemic Questions

think, or know that the " International Conference onFor any system upon which lives depend, the systieould
System Safety 2009 is being held in Birmingham. e Timot only be safe, but the designers, operators regadlators
strength of the individual’'s level of confidenceesochange of the system should also know that it is safeor $oftware-

the fact that he or she is simply wrong [3, 7, 11].

2.2 Concerning Safety

intensive systems, universal agreement on whaeé¢gssary
to justify knowledge of safety does not exist. Ti&ts and
practitioners have long quarrelled with each otimst among
themselves over the issue. The wide range of agisti

The nounsafetycan be defined absolutely as ‘freedom frompinions, and the emotional fervour with which tes

accidents or losses’ [23], with the adjectsadethus similarly
meaning ‘free from accidents or losses.” Suchnitédins are
recognized to be ideals, which are not fully achm@e in
practice. No system can be truly said to be albsigiiand
forever free from accidents or losses. So, in taracthe
words tend to be used relativistically. Commereialtravel

is said to be safe, for example. This attributiinsafety does questions.

opinions are held [28], suggests that reachingreseasus is
not soon likely.

Perhaps one of the reasons for the lack of conseissthat
the community is trying to answer the broad questio
without first refining those questions into moreaurfidational
Such a situation is analogous to a jorya

not mean thamo accidents or losses ever occur in commercigliminal trial trying to answer the ultimate quesij ‘Is the

air travel, but that accidents and losses occun wiffficient
rarity as to be acceptable.

Understanding the practical definition of safetyghrequires
understanding the meaning ddcceptable How much
freedom from accidents and losses is acceptable$wérs to
that question have varied over time, among diffedemmains,
and even among different individuals [22, 27, 33].

In the context of system safety, these variatiorsy rbe
subsumed by an operational definition of acceptsbfbr
each system. For commercial air travel, the actdjitaof its
current level of freedom from accidents and logseseen in
the combination of the facts that users continueflyo
engineers and companies continue to produce diraraf
other components necessary for air travel, reguyldbodies
continue to produce regulations for air travel,

defendant guilty,” without first answering questowhose
answers provide evidence upon which to base thmatk
answer. Questions such as, ‘Was the defendargmirasthe
scene of the crime’, ‘Did the defendant have theamseto
commit the crime’, and ‘Could someone be tryingfraame
the defendant?’

In the remainder of this section, we suggest whatesof the
foundational questions may be. These suggestionset
complete. Not only are there additional questithvag should
be considered, but most of the questions listedvbeleed to
be further refined. Questions about existing systesne
discussed first, followed by questions about fusystems.

3.1 Questions About Existing Systems

arfgxisting systems may be divided into two main categs:

governments continue to allow air travel within ithesystems that have been operating for sufficiertiygl that

boundaries. No one of these facts alone necegsanilies
acceptable safety, but taken together they do.

2.3 Understanding the Original Questions

Based on the above definitions, the first questiat opened .

this paper (‘Is the system safe?’) may be undedstoobe
equivalent to ‘Is the system acceptably free froroidents
and losses?’ Adopting the confidence-level-basihitions
for believe, think, and know, and assuming that dafety-
critical systems, the highest level of confidenseréquired,
the second question (‘Do we think the system isZafmay
be better stated as ‘Do we know the system is saféat is,
‘Do we have confidence at least beyond a reasorddnldt
that the system is acceptably free from accidemisl@sses?’

The remainder of the paper concerns this lattestiue For
simplicity of expression, we revert to the shoftem, relying
on the reader to mentally translate to the longemfwhen
necessary.

they are known to be safe, and systems that havde®n
operating that lorfg Epistemic questions concerning both
categories are generally similar, with the exceptad the
following question:

What is necessary for a system in use to be carslde
have its safety effectively demonstrated? Is ppessH
some period of time without any unacceptable actgle
or losses sufficient? Or is something additioredded?

e What is known about the effect of the specific
operational environment on the safety of the sy8tem
Specifically, is that effect known well enough te able
to accurately assess the safety consequences nfjeha
in the operational environment?

The questions that apply to both categories incltide
following:

2 A third category is also possible: systems that gerating and

considered to be unsafe. For the purposes optpser, we assume,
incomplete, webelievethat it is sufficiently detailed and completddealistically, that such systems are taken owesfice as soon as
for the intended audience of the paper. they are recognized as unsafe.



How is operational safety best measured? Thathiat 27]), but we are unaware of any systematic, detaisearch
information must be collected and analyzed to mteviefforts aimed towards developing methods for prioyd
adequate confidence that a system in use is tr@glggent, comprehensive answers to all of them. #&erwe

acceptably free from accidents and loses?

aware of any efforts towards fully enumerating @l the

relevant epistemic questions that should be anslvere

How should differences in evaluations of safety be

reconciled? For example, consider a software-giten 3.2 Questions About Future Systems

medical device, which
appropriate regulatory authority,
occasionally failed in such a way as to lead tacessful
lawsuits against its manufacturer. What shouldibee
in this case? What evidence is needed to permit
informed decision to be made by the regulato
authority?

is considered safe by the

To what extent should measures of operational wéfet

compared to pre-deployment evaluations of expected. . . :
b b pioy b pistemic questions relevant to both categoriesfubdire

systems include the following:

safety? Might regular comparisons result in lett
understanding of the efficacy of system safety watibn
procedures and tools? .
What maintenance, if any, does the system require t
maintain its safety? What information must bdestied

to ensure adequate maintenance is performed?

When an accident or loss occurs in an existing esyst
additional epistemic questions arise, includingftil®wing:

What information about the system and its stat¢hat
time of the accident must be available to investigato
enable them to gain sufficient knowledge to be dble
conduct a thorough investigation? What do investiga *
do if adequate information is not available? (SE&] for
example of such a situation).

How do the investigators know that they have fothel
relevant causes and contributing factors to thélaot or
loss?

How can the knowledge gained from identifying the
causes and contributing factors be used to imptbhee
safety of the existing system? *
How can the knowledge gained from identifying the
causes and contributing factors be transferredhtset
responsible for similar existing systems and desigmof
similar future systems?

How can the knowledge gained from identifying the
causes and contributing factors be collected and
maintained so that it is available in an understbtel
form for as long as it may be relevant?

What can be done to encourage designers and enginee
to make use of the available knowledge?

Some of the questions listed above have been cmesidn
various ways (see for example [6, 10, 15, 19, 20,23, 26,

but which halS difficult to answer as questions about existBygtems
may be, the foundational epistemic questions abgstems
that have not yet been fielded may be even mofeulif to
apswer. These future systems can be divided wbonbain

tegories: systems that are intended to replaégtirgx

perational systems; and systems that are truly e two
categories share some epistemic questions, and smwe
unique ones, also.

What level of confidence in the safety of the sysis
required? That is, how sure must the system dpeeto
(and regulators if the system being developed regui
regulation) be that the system is safe? Is a atand
analogous to ‘beyond a reasonable doubt’ stronggn®
Or should the standard be even stronger?

How do system developers obtain adequate knowledge
about the intended operational environment for the
system?

How do system developers know that the requirements
developed for the system are sufficient to ensafetg
within the intended operational environment of the
system?

If sufficient requirements are developed, how do
developers know that a design created to satisbgeth
requirements does so in such a way as to presheve t
safety inherent in the requirements?

Given safety-ensuring requirements and a safety-
preserving design, how do developers (and regulator
domains in which regulators play a part) know ttieg
implementation of the design results in a safeesy8t

What level of confidence can be legitimately dedive
from the results of various methods and tools for
assessing the system? For example, how does alform
proof of correctness of a model of a part of thetem
contribute to the level of confidence compared to
extensive testing of a completed system? Whatbean
learned from other disciplines that might help tswer
guestions such as this [12, 14, 16, 30, 31]?

Recognizing that all requirements, designs, and
implementations include certain assumptions, how do
developers (and regulators) know that these assonspt
and the implications of them, are sufficiently ursleod



Epistemic questions specific to truly new systentduide the
following:

Finally, epistemic questions specific to systemat thre [4]

so that the operational use of the system will confto
them?

What are the potential safety implications of the
transition from the existing system to the new ond@w
long will this transition take? How much can beolvn
about the safety of the combined systems during the
transition period?

What is the appropriate level of confidence to thached

to the satisfaction of standards?  This is onehef
questions around which much current debate revolves
Significant differences of opinion exist concernittte As was true for the questions in the previous sacome of
relative importance of controls on the process usedthe questions listed above have been consideregrious
develop software, satisfaction of pre-determinegays [4, 13, 17, 21, 22, 24, 32], but no systematatailed
standardized objectives for each software systeand research efforts exist for developing cogent, cahpnsive
the development of system-specific safety argumpgnts answers to all of them, or for ensuring that a# tielevant
2,8,9,29]. guestions are enumerated.

What precautions are necessary to ensure thatatialg

of safety are not biased towards simply trying t4 Concluding Remarks
convince a regulator that the system is safe entude
deployed? This paper has presented an initial attempt to enata a set

of foundational epistemic questions concerning vearfe

When changes are made to an operational systent, wigtem safety. We recognize that this set is infete, and
knowledge is required to ensure that those chanigemt thus are keen to receive comments on these quesftiom
adversely affect the safety of the system, and isotvat the conference participants, and plan to reviseexpand the

knowledge analyzed to insure that safety is prest#v ~ Set of questions based on those comments. Pdtéritiae
work beyond revision and expansion includes ordagithe

guestions into a useful taxonomy, explaining hovisting

software safety approaches and tools contributngwering
the questions, and speculating about the futuemareh that is
needed to develop a complete and coherent setesftiqns

How is the appropriate level of safety for the eystto
and answers.

be established?

Is knowledge available from any existing systemt tha
may be helpful in developing the requirements fue t References
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