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Abstract

Redundancy is one of the primary techniques forethgineering of safety-critical systems. Back-epources can
be called upon to mitigate the failure of primaygtems. Traditionally, operator intervention danrequired to
manually switch between a failed unit and redundesburces. However, programmable systems areasiogly
used to automatically detect failures and recoméiginderlying systems excluding faulty componerkhis creates
problems if operators do not notice that their ulyileg systems have been reconfigured. In thjgepawe examine
a number of additional concerns that arise in ttesgnt generation of redundant, safety-criticalliegfions. A
range of innovative ‘self-healing’ avionics appticas are providing new benefits through the agppion of
redundancy. They are also raising serious questdout the operators’ ability to maintain sitoatawareness as
control passes from primary to secondary and tgragplications. Two recent in-flight interrupt®mvolving a
Boeing 777 and an Airbus A330 are used to illustthe argument.

Introduction

Redundancy is one of the most widespread technifjuegducing the impact of failure in safety-aél systems.
Additional components can be deployed to provideosdary resources that maintain functionality faileg the
failure of primary systems. Over the years, mdifferent variations have been developed:

» Static redundancy assumes that several redundant systems are oyeaatine same time. Although any
one component may provide sufficient functionaldy an application, majority voting is used to datame
the outcome of the duplicated operation or computat The intention is that if one element failgrhit
will be outvoted by the majority of other ‘healthyeers. A key strength of this approach is thatettis no
need to continually detect the possibility of due — unless the number of failed components rxaged
the number of healthy peers.

« Dynamic redundancy relies upon one master system — if it fails themtwl passes to a redundant
resource. Iot dynamic techniques, the secondary system is running in the backgromadnaay quickly
resume primary operation. kold dynamic techniques, the backup application must be restarted and
brought up to the point at which the primary apgiicn failed. A key issue in all of these dynamic
techniques is that it must be possible to determihen a primary system has failed so that the logck-
resource can take over operations.

Although these distinctions will be familiar to nyasafety-critical engineers, it is worth reitergtithem here
because they represent the starting point for gerafimore advanced techniques that are being geglio complex
applications. For example, commercial aircraét equipped with inertial reference units to suphtude, flight
path vector, track, heading, accelerations, angal®s, ground speed, vertical speed and aircoaitipn. These
have traditionally been separate from the air dataputers that calculate barometric altitude, spbkth, angle of
attack and temperature. However, the close interection between these data sources has led totéugation of
inertial reference units and air data systems sirigle units known as air data inertial referengit (ADIRU). The

critical nature of these components has led tafi@ication of redundancy within aircraft such las Airbus A330
which provides three ADIRUs within the air data anertial reference system (ADIRS). Each paréach of the
three ADIRUs can operate separately in the cagbeofailure of the other part hence it is possiblethe inertial
reference unit of ADIRU 1 to continue to operaterethough a fault has been noted for the air datagponent of
that ADIRU (Ref. 1). Figure 1 shows how multi-lévedundancy is also being used as a key architdctool

within the Boeing 777 ADIRU. The unit is dividéato seven fault containment modules or areas.hBathese is
physically and electrically isolated from the other This feature enables operators to continuedlyntil the



number of fault-free modules falls below a minimspecified by the component manufacturer. Thist falérance
supported lower operating costs, for instance, égucing the potential disruption to aircraft opierad from
unscheduled maintenance.
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Figure 1 —Air Data Inertial Reference Unit (ADIRWBJchitecture (ATSB, Ref. 2, p.5)

Case Study One: A330 In-flight Interruption

This paper uses two recent in-flight ‘upsets’ tastrate some of the increasingly complex failuredes that affect
the engineering of redundant avionics. Both foonghe ADIRU architectures mentioned above. Tits €ase
study occurred in October 2008 when an Airbus A388-departed Singapore for Perth, Australia (Ref. The
problems for the crew began when the autopilot wittange of aircraft system failure indicationsinigithe cruise.
While the crew was evaluating the situation, threraft abruptly pitched nose-down and descendedf658fter
returning the aircraft to 37,000 ft, the crew comue actions to deal with multiple failure messagesecond
uncommanded pitch-down event occurred, and theadtinost 400 ft. The crew made an emergency dgast to
air traffic control diverted to make a successfuding. The initial report into the incident indies that, at the time
the autopilot disconnected, there was a fault withinertial reference (IR) part of the air datartial reference unit
(ADIRU) number 1.

A key theme in this paper is that recent applicatiof redundancy have increased the complexityiohis. This
presents considerable barriers to accident invastig who must piece together the complex evertsantributory
factors that led towards an adverse event. Farrgmson, we use Events and Causal Factors (E@ladis to
provide an overview of the case study incidentisapproach helps to map key areas of the margspafgext that
are used in the official reports of the two cassdists. ECF diagrams were originally developedthry US
Department of Energy. It is important to stresswéver, that this is only one of several differaotations that
might be used to provide a similar overview (Ref. Ihe focus here is less on the technique usethéoanalysis
than on the role that redundancy played in theesafpotential accidents (Ref. 4).

Figure 1 illustrates the initial events leadingtie first case study incident. As can be seenupiset is believed to
have been triggered by a discrepancy between claoh®RIM1 — this is the first of three flight dool primary
computers. The PRIMs help to ensure that theaircemains within a ‘safe’ flight envelope by antatically
monitoring and commanding control surface movemeisnormal operation, one of these three PRIMs as a
master sending commands to the others that exdhate using servo-controls. This illustrates theeleof
redundancy in complex avionics systems because @attte three redundant PRIMs can be allocateceteive
input from the redundant ADIRU architectures ddsziabove. At the start of the incident, PRIM1 weasng as the
master when the discrepancy was detected; thigolgtle disconnection of autopilot 1 and the inénteerence
system function of ADIRU 1 began to indicate ‘FailADIRU 2 and ADIRU 3 seem to operate normallyotighout
the flight.

A second key theme in this paper is that partls asnsequence of the engineering complexity ofmddnt systems,
it is increasingly difficult for the crews to idéfytand respond to adverse events. As can befseenfigure 1, the
loss of the autopilot led to an Electronic cenmedi aircraft monitor (ECAM) warning message andedes of
master caution chimes. The captain then attemptemdage autopilot 2 and then autopilot 1 withagcess. The
crew confirmed and cleared the message from theNEG#t were then presented with a NAV IR1 FAULT neegs.
Meanwhile, the airspeed and altitude readings enctiptain’s primary flight display provided fluctirey and, at
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Figure 3 — Second Event and Temporary Solutions

Figure 2 — Initial Problems Affecting a Flight Coolt Primary Computer (PRIM1)



Figure 3 extends the initial analysis from the pyas ECF diagram to consider subsequent eventsabudto
analyze factors that affected the reliability of tGaptain’s Primary Flight Display. As can be sdba Captain’s
Primary Flight Display usually presented data frAaBIRU 1, following the presentation of the NAV IRBAULT;
the source of data was switched to Inertial Refegeunit 3 on ADIRU 3. However, this did not autdicelly
switch the source for Air Data References, whichticwed to be ADIRU 1. This illustrates the coexity of
interaction with redundant systems as crews steuiglensure that they receive data from a reliabilece without
knowing for sure which of the alternate ADIRU’spioviding reliable information. The problems witie Captain’s
Primary Flight Display could not be resolved befareecond uncommanded pitch down. The uncerteiasted by
crew interaction with their redundant systems weascerbated by the way in which the master flighttod primary
computer was switched from PRIM1 to PRIM 2 follogithe first pitch down event. The subsequentcititin of
a fault on PRIM 3 then triggered a further changeéhie master from PRIM 2 back to PRIM 1 and it wady in
subsequent discussions with the operator's main¢enaatch unit in Sydney, while the flight waslstilthe air that
the crew decided to switch off PRIM 3. At the timEwriting this paper, there is continued uncertiover the
precise ways in which interactions between the$erdnt layers of redundancy, between the ADIRUM #me
PRIMs, contributed to the symptoms that faced teeauring this incident.

Case Study Two: B777 In-flight Interruption

The second incident occurred during August 2005 emntblved a Boeing Company 777-200 aircraft on an
international passenger flight from Australia to IMaia. As with the A330, this resulted in a digant upset
while flying on autopilot. The Australian Transp@afety Bureau’s investigation again focused onrtie of the
ADIRU. Although the units were made by a differemnufacturer and had a different architecturexgdained in
the opening sections, both case incidents wereeelsated by the use of redundancy that is intendeditigate the
impact of failure in safety critical systems. Tdromaly in the B-777 had existed in original vensi of the ADIRU
software, and had not been detected in the teatidgcertification process for the unit.
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Figure 4 — Deferred Maintenance on Fault ToleraDtRU’s

The opening sections of this paper described hosigders of the B777 ADIRU enabled aircraft operattoy
continue flying and defer maintenance even aftiilare had been logged against a fault containraess. Figure



4 shows how an initial failure of accelerometer bem5 in 2001 triggered a maintenance messagédoor-board
maintenance computer; this was known as an ADIRU BW20010 event. Such messages could be read by
maintenance teams using a ground-based terminalvetkr, these messages were not directly visibtbdacrew.
Some ADIRU events can, however, be displayed ghflion the Engine Indication and Crew Alerting 8yst
(EICAS). If such an in-flight warning occurs, ththe ADIRU must be replaced with a serviceable within three
days. As can be seen in Figure 4, the crew didaueive such a warning following the 2001 aceetester failure

and so the ADIRU was not replaced. The aircrafhufiacturer noted that: “the ADIRU can be dispatclvéh MM
34-20010 present until such time that the operde®ms it prudent to remove the ADIRU to avoid aeslcie
interruption due to occurrence of the ADIRU Stamsssage. The decision to remove the ADIRU basethen
presence of MM 34-20010 only is made by the opesatn an economic basis, not a safety basis” &gf.8).
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Figure 5 — Fault Masking, Redundancy and the ImpadCrew Interaction

Figure 5 shows how ADIRU software was developedhieck the status of critical components and toaatiee unit
to continue operation if minimum criteria for thgadability of FCAs were met. The implementatiof this
requirement was flawed in early versions of theecodHowever, up to version v-03 this problem wdtsgated by
additional checks in other areas of the applicatioh renewed requirement to improve shop repgiabdity led to
the flaw being exposed again in OPS v-04. The &dfS®vare up to and including v-07, therefore, earegd a bug
such that after a power cycle the ADIRU would netagnize that accelerometer number 5 was unsebl&ea
Figure5 also denotes how a maintenance messaggenasated following the 2001 fault on accelerometenber
5. However, the fault status was not checked ey ADIRU following a power up for the reasons presdn
previously.  This combination of events led te wé data from the failed accelerometer when anhéurfault was
detected in 2005 with accelerometer number 6.

Figure 5 illustrates key similarities between th@38 and the B-777 incidents. The masking of redandhilures
undermined the ability of human operators to diagnand respond to the problems that confronted.théms can
be seen, in the following ECF diagram the crewhef B-777 was faced with incorrect underspeed tivemn-speed
condition warnings as well as slip/skid indicator full right indication following the failure of atelerometer
number 6. At the same time, correct indicationsewsesented for the pitch and roll values on thimary flight

display. Standby equipment was also unaffectedhyfault. The crew was, therefore, unsure wri€hhe

instruments to trust. Their uncertainty was exaatyd by design decisions that stemmed from thesnlyidg

philosophy of marking redundant failures during tomred operations, mentioned in previous sectior&he pilot
was faced with a situation that designers had oosidered to be possible. The auto throttle systemained
active and the underspeed/over-speed warnings stgggéhat the malfunction may have been relatethése



functions. In consequence, the pilot attempteditoonnect the autothrottle by pressing the thexstr disconnect
switch and pushing the autothrottle engage switdoggle it off. However, these attempts werefewive because
the crew failed to switch the autothrottle arm shifrom ARMED to OFF. In consequence, the autithe
continued to increase thrust in response to thesloeed data that was erroneously being supplied fhe ADIRU
and the fault accelerometer.

Conclusions and Further Work

Redundancy continues to provide significant begdfit the engineering and operation of complex,tgafiétical

systems. However, this paper has used two receitteints to illustrate potential hazards as statid dynamic
techniques are being extended to support multgel$ of redundancy. The A330 mishap shows tle@tsmay not
be able to easily determine the source of a proldemonversely to identify reliable data sourceemimultiple
redundant processing units, such as PRIM 1 tolBpoalata from multiple redundant sources, speaify ADIRU

1 to 3, each of which provides access to multiplelidated components. We have also used the stasky
incidents to illustrate concerns about ‘self heglisystems in which redundancy is used to justifgréased
maintenance intervals as routine operations areluaad in the presence of failed components. Adasazards
focus on human interaction with complex redundanhitectures — in this case maintenance teams idestify

failed components when they are eventually abledxk on an application. If they do not correctlfathen there is
a danger that they will continue to be masked fthecrew until further failures eventually undermiredundant
architectures.

Afterword

Since writing the initial draft of this paper, artiuer incident has occurred. The autopilot of A880 again
disconnected with a NAV IR 1 Fault ECAM messagedadtieny a problem with ADIRU Number 1. In this incitte
the crew followed the advice that the manufactiseued following the first case study in this pagbe crew
selected the IR 1 push-button to OFF and the ADpudh-button to OFF and landed successfully. Th&RT
interim press release states; “It is very earlthim investigation and too soon to draw any conolusias to specific
causal factors involved in this incident. As it apps to be a similar event to a previous eventliivg an A330
aircraft (AO-2008-070 on 7 Oct 2008) it will be Inded as part of the earlier investigation” (Ref. 5t would
appear that the crew was able to benefit from ¢lssdns learned in the previous incident; howeveés,dlso clear
that we have further lessons to learn in the apptio of advanced redundancy techniques for saifetigal
software.
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