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Abstract

Configuration management is essential for systegtysalt helps to ensure that requirements andtaimts, which
are identified in previous stages of developmer,peserved through subsequent modificationshadt therefore,
been recognized as a core component for standanggng from IEC 61508 through to ISO 9000. Unfodiely,
the pressures on development teams to responaimicty demands in dynamic environments and the ity of
many safety-critical systems combine to undermimesé processes. This paper, therefore, usesdights gained
from three recent space-related mishaps to idethifythreats to configuration management: the NOWRrime
fabrication incident, the loss of the X43-A and thard landing’ of the Genesis mission. The cosidos illustrate
the importance of configuration management fromceptual and mathematical modeling through to opmerat
deployment. They also illustrate the increasingpanmance of configuration management techniquekeiping
accident investigators identify the state of compgstems in the aftermath of adverse events. Pafiguration
management not only increases the likelihood ohaps, it also frustrates attempts to learn lesBons any failures
that do occur.

Introduction

Configuration management helps to ensure that reapgints and constraints, which are identified vjmus stages
of development, are preserved through subsequedifioagions. Within this general description thene a range
of more specific concerns — for example, one aspecbnfiguration management focuses on the maamtes of

well defined interfaces between system componer@gher areas focus more on security and autheiaticat

ensuring that any changes to a system are coradthprized. More broadly, configuration manageneensists of
procedures and processes that are intended toeetimirconsistency of a product with both functiomadl non-
functional requirements throughout the developraet operational lifecycle.

The importance of configuration management has beewgnized through its incorporation within moktre main
safety standards including IEC 61508 and DO-178Bwaell as more general quality guidance such asCti#I
and 1SO9000. It has been applied to software kaat more widely to hardware and to systems as deylior
instance through MIL-HDBK-61A(SE) which explicitlyrovides ‘Configuration Management Guidance’ far thS
Department of Defense. This defines configuratimamagement to be ‘a management process for esiabliand
maintaining consistency of a product’s performarfigectional, and physical attributes with its reguaients, design
and operational information throughout its life’].[1Figure 1 shows how the DoD guidance placesigardtion
management at the heart of systems engineering.
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Figure 1 — Relationship between Configuration Mamagnt and Systems Engineering (Ack: MIL-HDBK-61A)

Although configuration management has been recednas a principle component of systems engineeiirig,
often perceived to impose unnecessary burdenseoerthineering of complex systems. It can be bwaresia and
time consuming. Often the benefits of followingtmaular procedures are not gained by those whoptei® the
configuration management documentation but by aglies who must subsequently modify or maintain d¢exnp
safety-critical systems. In addition, a growingmber of mishaps have been caused by the sheerledmmpf
configuration management tasks in safety-critiggdli@ations. The following pages draw upon thestes learned
in the aftermath of three recent space-relatedl@nts to illustrate these arguments. The insifgbia these failures
are then used to inform an eight-stage processghatended to reinforce the configuration managetiprocesses
that are embedded within existing guidance andnat@nal standards.

NOAA N-Prime ‘Turn-Over Cart’ mishap

The first mishap involved the Television Infraredbg@rvational Satellites (TIROS) National Oceania an
Atmospheric Administration (NOAA) N-Prime satellif2]. The platform was intended to provide a paidviting
satellite for collecting environmental data abdw Earth's atmosphere, cloud cover, radiation, spimeric ozone,
aerosol distribution, sea surface temperature &tte mishap occurred during assembly as the datelhs being
repositioned. The aim was to rotate and tilt takiele from a vertical to a horizontal position wheslipped from a
Turn-Over Cart (TOC). There were no injuries altgh there was considerable damage to the systeiwdue. At
first sight, the causes for the failure were regklti obvious; 24 bolts that secured the satelldepdor plate to the
TOC were missing. The proximate cause was, theretbat the “operations team failed to follow prdares to
properly configure the TOC, such that the 24 btiitt were needed to secure the TOC adapter plateetdOC
were not installed”. However, a more sustainedyaigrevealed numerous operational and managesaés that
contributed to the mishap and ultimately undermicexdfiguration management for the satellite andctme.

Configuration and Communication between Systems$ebhe N-Prime accident stemmed from the difficulty of
ensuring that teams reconfigure shared resourdegée complex operations. This can be traced baek1973
National Space Policy study when the US Office aindgement and Budget identified advantages frongimg
together aspects of the DOD and NOAA operationather satellite programs. NOAA was directed to tlse
DOD’s Defense Meteorological Satellite Program (CRJBlock 5D spacecraft. The decision to creatst co
savings by bringing the two programs together edhte development of facilities in different padkthe same
building. The two programs also shared ground sumxuipment because of the similarity of the gkds that they
used. However, each satellite required uniquedesfigurations, hence the need to develop speadaptors for
Turn-Over Carts. Communication between the latign and Test managers on each program was ediativ
informal.  This can be seen as an advantage imcomeng restrictive organisational barriers, fostance by
allowing each other to share equipment. In reosphowever, these informal practices also setvaghdermine
necessary configuration management and other S@Psvere specifically intended to safeguard openatin each
program.



Dangers of Partial Reconfigurationin the days before the accident, the Defense Nelgical Satellite Program
decided to use the NOAA TOC because their own wexb tagged’ with a fault. However, work to recgnfie the
NOAA TOC for the DMSP satellites was interruptedtpaay through the process of removing the NOAAm€dR
ring. The DMSP team discovered that the NOAA T@es also red tagged. It was, therefore, easieDfEP to
clear the fault with their own TOC. This changelan left the NOAA/TIROS adapter ring on the NOA®T with
its 24 attachment bolts removed. No red tag wagadhis TOC to indicate an incomplete configuratimm were
the partial changes in configuration communicatgdhe DMSP to the NOAA/TIROS development teams.isTh
followed the philosophy that the TOC was not cldafi@ use until its configuration had been verifisefore each
operation was started. It is clear, however, that red-tagging of faulty equipment helped to mtsk partial
reconfiguration of the TOC.

Configuration Management and Complexity in Maintace OperationsNOAA/TIROS personnel cleared the red
tag on their TOC, but they did not realise thairtheaptor had been partially removed by the DM&rt. This
omission can be explained by the complexity ofrdpair to their TOC. The red-tag related to &ethjack. They
did not have a direct replacement with a sufficiexting and so a lower powered jack was used. dtigd not be
used to move the TOC with the spacecraft attach&d.a result, the NOAA/TIROS teams had to recamfigthe lift
and mating procedure for the satellite. On the afathe accident, the TOC was removed from the com#nte
Room into the NOAA bay and prepared to supporiNHerime vehicle.

Configuration Management, Supervision and Trainifidhe Responsible Test Engineer, a lead technican,
technician, and the Technician Supervisor weregmteas they began to reposition the satellite. Rasponsible
Test Engineer had been involved in eight previo@&Tconfiguration operations. However, the invedtion team
argued that he had previously relied on a leadnie@n who was not working on the day of the aceide perform
the TOC configuration. The Test Engineer was asmngst the least experienced of those involvethén
operation to move the satellite. Hence, he may hiaterpreted a comment by the Technician Suparébout the
‘empty bolt holes’ to refer to 44 of the 88 boltsthe payload adapter that was intentionally nstaited rather than
the 24 missing bolts from the reconfigured TOC. e Mishap Investigation Board concluded that thehhegan
Supervisor ‘lacked the knowledge to recognize ttablem’ and that the rest of the team, ‘due to daegncy and
channelized attention, failed to pursue the apgavaming’ [2].

Configuration Management and Expertise in Oversidtie NOAA acting Integration and Test (I&T) Manages
present as an observer during the spacecrafblift,was present as preparations were made to as€Q@ic. A
Government Quality Assurance Representative wasinemtjduring the operation. Although he had witeekthe
turnover procedure 20 to 25 times, he had neveressted the reconfiguration of the TOC. This wassistent with
SOPs; since it was outside his remit for GroundpBupEquipment. Instead, the company QA inspeutas
required to ‘sign off’ that the TOC was correctlgnfigured. They arrived after the operation hagube This
deprived the operations team of critical input dgrihe preparation phase. It also illustratesctimapeting demands
between operational pragmatism and the care derddmdeonfiguration management processes. The Qgeoter
had to decide whether to delay the operations wWiglehecked the status of the TOC following SOMernatively,
he could trust the work of his co-workers and siffrthe preparatory phase. He chose to approvedhéguration
— following a practice that seems to have beeniaitlyl tolerated by management given the numeroogéttive
Action Reports (CARs) that already documented ‘gtiagviolations’ [2].

Configuration Management and Degradation over Timiee Mishap Investigation Board also argued that the
operations team failed to follow procedures becahsee was complacency with respect to spaceceaftiing.
This complacency exacerbated poor communicationpaiad coordination between the teams. They alfiered
from inadequate procedures. The paperwork desgriltihe repositioning operation was developed from t
Program Directive and included a single, hand-emitinstruction in the Log of Operations and fowepstin the
Instrument procedure, TI-MHS-327820 that violatedPS. These comments raise a host of issues inorelat
configuration management of safety-critical systenmsparticular, the criticism that complacency te the erosion

of procedures has parallels in many similar acdxl§8]. The procedures that led to the N-Primishap were
continually described as ‘routine’ even though theyolved moving the satellite through angles tthagatened the
integrity of the platform and which created risks those involved in the assembly processes.



Configuration Management of Configuration Managetnéfany other accidents also stem from a failure tplyap
configuration management processes to the SOPothed documents that are intended to guide cordtgur

management. The NASA investigators found thatdperations teams involved in the N-Prime accided to

follow standard operating procedures that contaiaetbiguous terminology, such as ‘assure’, whichviolex

insufficient guidance on the degree of care todk@rn in verifying that a requirement had been mehey also
identified semi-formal modifications, such as tree wf red underlining to show that an operatiory dvadd to be
conducted once. These practices were all idedt#gepreconditions for the eventual mishap.

Configuration Management, Audit and Enforcemelmadequate oversight and the failure to correctwkno
problems contributed to the N-Prime mishap. ThepRasible Test Engineer and the Integration & Testagers
were seen to have violated configuration managepraedures, in particular those that related ¢éontionitoring of
operations by their crews. These problems werepooimded by the late notification of government awprs, poor
test documentation including configuration data. et was also argued that these practices stenfnaad the
organisation and management of the parent orgamisand by relevant government agencies. This tted
inadequate resources for safety and for qualityrasse functions. The Mishap Investigation Boavdatuded that
there was an “unhealthy mix of a dynamic integratemd testing climate with a well-established paogrand
routine operations” [2]. This provides a succisatnmary of the ways in which changing requiremeetse to
undermine the processes and procedures that skafdguard the principles of configuration managemef
specific example was provided by the way in whibh in-house Government Quality Assurance Reprebenta
(acting on behalf of the Defense Contract Managémgency) waived a Mandatory Inspection Point dgrthe
operation. In the aftermath of the accident, is\wegued that the waiver indicated the failurextémal oversight to
provide barriers against adverse events. Over, totomplacency had reduced the effectiveness okotgm and
audit to the point where it became compliance drikether than proactive in identifying deficiencieBven when
government representatives became aware of spedéficiencies in configuration management and polic
enforcement they did not report them to the NAS@jgat sponsors.

X43A Hyper-X Research Vehicle

The N-Prime mishap shows how configuration managéniesues can threaten established procedures with
relatively well understood technologies. The Mgshiavestigation Board focused on the role that dagncy can
play in such circumstances. The loss of the X-#B8fer-X Research Vehicle (HXRV) provides a complatatrast
to the previous incident and demonstrates how taiogy and complexity also affect configuration ragament in
leading edge research projects [4]. NASA creadtedHyper-X initiative to be a ‘high-risk, high pdfigrogramme.
The intention was to improve hypersonic air-breahpropulsion to the point where it could be takenm the
laboratory into flight.  Air breathing engines sitah have significantly better specific impulse vehilithin the
atmosphere than rocket engines. In order to meyerd the theoretical models, it was necessarneteldp and
operate a scramjet aircraft. Traditional turbaagines use a gas turbine driven fan to furtherpcess the air
intake. This gives greater power at low speedsirer@ases the efficiency of the engine. Howeves,turbines are
increasingly complex and the temperature tolerawfdhe turbine section limit thrust at high spedd. contrast,
scramjets use a tapered intake and the forwarcdbmofithe engine itself to compress the air intaktbout the need
for a turbine. In consequence, the engines arsifigpler and have a much higher potential powexe@ht ratio
that traditional designs. Clearly, however, thgiees much reach an initial speed before the takenis sufficiently
fast for compression and combustion to occur effity. A scramjet requires supersonic speeds tximise the
efficiency of combustion. However, this technolagffers the theoretical potential to reach Machtkés compares
with a top speed of Mach 4 for conventional airdthéing manned vehicles. The risks associated théhproject
should not be underestimated. While short subairbitramjet test flights have been successfullymetad, most
vehicles have not survived the test phase. In cpresee, orbital scramjets have been describedhaddrdest way
to reach orbit’, while the proponents of the apploaontinue to spend millions of dollars to develomlerlying
technology.

The X-43A Hyper-X Research Vehicle (HXRV) was baseda hybrid design using a rocket propelled Hyer-
Launch Vehicle (HXLV) to accelerate the aircraftth® minimum speeds necessary for scramjet perfowenaThe
HXRV was attached to the launch vehicle by an asfatitat provided services to the HXRV before sejpama
The HXLV, HXRV and the adapter were collectivelyokim as the X-43A stack. They were flown under &2B-



aircraft until they reached the launch area. @&Hlights were planned for hypersonic speeds; greatn Mach 5.
During the first mission, the X-43A stack was reked from the B-52 at 0 seconds mission time. Th&VAXolid
rocket motor ignition occurred 5 seconds later medmission proceeded as planned. Around 11.5 dedato the
flight, the X-43A stack began to experience a ueeikgd roll oscillation during a planned pitch-upnoauvre. This
increased until 13 seconds when the launch vehiglieler actuator ceased to respond to commands tinem
autopilot [4]. This caused the stack to divergpidly from the planned trajectory increasing tbading on the
starboard elevon. The vehicle was terminated byt control at 49 seconds after release.

Configuration Management and the Pressures for vation. Although the X-43A project is radically different
from the N-Prime mishap, there are some similaitién both cases, the hardware platforms wereldpgd from
legacy applications. In the case of the N-Prinwdient, the TOC adaptor had to be developed toracumlate
differences between the NOAA/TIROS platforms anel tbmmon DSMP Block 5D architecture. In the cdsth®
X-43A project, the HXLV rocket was a modified fowhthe Pegasus launch vehicle, stage one. Asioneat, this
was intended to accelerate the stack to the speeédilitude necessary to initiate the scramjet.oweler, this
required considerable reconfiguration of the Pegasuket given that the trajectory for the initialinch was at a
lower altitude and a higher dynamic pressure thamiore conventional applications of the Pegastibe difficulty
of modelling the impact of these changes and tloerectly configuring the components of the stackenidentified
as the root causes of this mishap. Subsequelys@nientified that problems stemmed both from design of the
launch vehicle but also from inaccuracies in thelet® that had been inherited from earlier Pegasssions, which
significantly over-estimated the safety marginsdotical operating parameters.

Understand the Complexity of Configuration Managetn&leither the initial roll oscillation nor the prolohs with
the rudder actuator were predicted in the preflagialysis. One reason for this was the needtégiate a number
of very diverse models using innovative analytiEadhniques that informed configuration managementtie X-
43A launch stack. These models were intendedpesent the interactions between specific compsnagithin the
systems architecture; they were also intendedemntify problems leading from boundary conditiomsni variations
in nominal data and so on. In particular, the mansystem was based on models that provided nmsne&a
anticipating and then responding to the roll oatiih during transonic flight. This led to thelfaé of the rudder
actuator because other models failed to anticiplaeloading that might be placed on this compordkming
abnormal conditions. In consequence, the faildird® rudder increased deflections to the pointretbe integrity
of the stack could not be maintained.

Configuration Management and Multiple Model Intetiwa: Configuration management is one of the foundatans
systems engineering. It helps to ensure that cexpmafety-critical systems architectures meet niffgrent
functional and non-functional requirements.  lasiagly, the heterogenous nature of the componeiitsn
complex systems ensures that configuration managtemest be informed by mathematical and engineerindels
that are come from many different technical disogd. The need to integrate the results from tieseniques to
guide the development and operation of applicataften stretches projects into areas that are pamderstood or
where there are considerable uncertainties abeutetfability of the eventual results. In termgtod X-43A mishap,
problems in fin actuation stemmed from discrepaizienodelling the electronic and mechanical fituator system
components. This involved the integration of wifferent engineering approaches and, in part, gr®d accurate
predictions being made about the ability of theuattrs to meet the control requirements being plagmn them.
There were further inaccuracies in the mathematinabels that were used to make predictions aboet th
aerodynamic performance. These did not stem fromfiguration management in the integration of pbaksi
components as in the N-Prime satellite TOC but figmoblems in the integration of wind tunnel datéoithe
mathematical abstractions. There was insufficieintd tunnel data to support the extrapolations therte fed into
the aerodynamic predictions. There were also problin configuration management of the mathematzadels
themselves — outer mold line changes that wereciged with the thermal protection of the stack Imad been
incorporated into the aerodynamic abstractionshese€ limitations extended to insufficient analydfishe variation
that might affect the parameters used to describeynsystem components and hence gauge the untertain
associated with the results for aerodynamic, flon@ton and control system models [4].

Configuration Management and Multiple Modelling leaes: A common feature between the N-Prime and X-43A
mishaps is that both investigation teams identifigstemic causes that went deeper than the bemafimdividuals
and teams on the day of the incident. One conseguef this is that the deeper problems in botlyEnms led to



numerous different issues in the configuration nganaent of the different safety-related applicationsn other
words, the investigations argued that even if thHeride and X-43A mishagsad not failed in the way that they did
then it is possible that other weaknesses may lealv other incidents in the future. For instaribe difficulty in
integrating multiple theoretical models and in gsitata from complex mathematical systems not anfealed itself
in the higher level aerodynamic aspects of the HXRWject, it also led to errors in the modelling dyfnamic
aerodynamics and aeroservoelasticity as well as.mas

Configuration Management and the Interaction withcgrtainty: Previous sections have referred to the complexity
of research projects, such as X-43A. This expl#iesdifficulty of ensuring configuration managerngcthniques
are exploited in many safety-critical applicationat the same time, complexity also increases #edrnto exploit
appropriate configuration management techniquesder to ensure that critical details are not nissécven all of
the errors in the mathematical models that werelyred to guide the configuration and architectdrthe X-34A
stack cannot on their own explain why this mishapuored. For instance, the aileron gain margin eassessed
and the revised models showed a reduction fronptadicted pre-flight level of 8 dB down to lessntadB once
the errors in the calculations had been correctgus was significantly less than the 6 dB ‘safairgmargin. The
investigation team concluded that although this eathose to creating instability, the revised prédic was still
stable [4]. Non-linear time history predictioredhto be used to account for the behaviour of #84X during the
incident. In particular, this had to be revisedctmsider parameter uncertainty. It was arguetl ‘tha single
contributing factor or potential contributing factwaused this mishap. The flight mishap could dydyreproduced
when all of the modelling inaccuracies with uncetia variations were incorporated in the systemelelinear
analysis model and nonlinear simulation model” [4].
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Figure 2 — Critical Fault Tree Brach (Ack: X-43A $fiap Investigation Board [4])

Configuration Management and Accident Investigation: In many accidents that stem from poor configuration
management, it can be difficult and sometimes irsjds to determine the state of the system befoeefailure
occurred [3]. Inadequate record keeping and arfaito follow SOPs not only contribute to mishaggyt also
frustrate attempts by accident investigators tantifie what went wrong. These factors do not seerhdve been
significant barriers to the X-43A report. Howeviris clear that significant resources of timeillsknd expertise
were required to piece together the complex int&ras between the modelling problems and configomabf the
vehicle prior to launch. The team not only hadbtuk at the HXLV parameters but also the legacy ef®érom the
Pegasus project, keeping in mind that it flew ased profile from previous missions using this heace. Wind
tunnel testing was also required and so configmmatnanagement principles became just as importamthie
investigatory team as they are for developmentegtsj They had to ensure that the data derivead the mishap
simulations could actually be used to inform ttaialysis of the incident. Figure 2 provides aargiew of the role
that configuration management issues played inritighap. It also shows how techniques such ast Haaks
provide a documentation tool that must be contdodled managed in the investigation of a failuret ps it must
also be during the risk analysis for developmenjquts.



Genesis

The Genesis mission was launched in August 20Q1 IfS]aim was to enable scientists to study thmé&ion of the
solar system. In order to do this, an ambitiouggmmme was developed to collect samples of solad &nd return
them to Earth where they could then be analysegteater detail to provide insights into the chetingoal isotopic
composition of the materials that were collect@the mishap occurred in September 2004 when thenreapsule’s
drogue parachute failed to deploy during the Erbrgscent and Landing phase of the mission ovelJtaé Test
and Training Range. The loss of stability that $tichave been provided by the drogue parachutebeasehicle
slowed to transonic speeds led to a tumbling motiofhe capsule crashed into the Test Range tiiggehe

operation of a contingency response plan as teagarbto ensure that the remains of the vehicle safe and so
that recovery could begin.

The subsequent investigation focussed on the éaifirG-sensors within the Aviation Units that wameended to
trigger parachute deployment. A G-switch sensoused to measure acceleration. When correctly mdurste
internal plunger compresses a spring until the itgaonal force is sufficient to make an electricaintact. The
intention behind the design of the Genesis SampterR Capsule (SRC) was that g-forces would grayliradrease
on the vehicle due to drag from the atmospheret 3-&'s, the plunger in the G-Switch would closeicuit and

arm a sequencer. When the SRC began to slow angrahitational force fell below 3-G’s, contact abe lost as
the plunger was pushed away from the contact byntieenal spring. The loss of contact was intenttedtart the
sequencer that not only triggered the various ggtaotic events for parachute deployment but alsevaet! a GPS
transceiver and UHF beacon that were to help creasver the vehicle. The design relied on a totdbar G-

switches within two duplicated avionics units. @sfiive firing from either of these units was sciffint to trigger the
sequencer. There were also two G-switches withah evionics unit so that a signal had to be reckefvom both to
ensure agreement. This was intended to avoid pteenfiring of the parachute system. The signaisveéd from

the G-switches were also filtered to ensure thatséquencers were not inadvertently triggered doystent signals
generated from the buffeting in early stages aintry.

Consistent Configuration Management but Incorreetsign: The subsequent investigation were able to use
project’s configuration management systems to detnate that the board assembly drawings, flightdatoseout
photographs, and the flight A and B side AU’s weoasistent and that the G-switches were instalieitié manner
indicated in the design drawings [5]. However itswapparent that the Genesis G-sensors were invanted
position when they were compared with similar systdrom the Stardust mission. Stardust succegsfetlirned
comet dust to earth in 2006 from a mission that laached prior to the failure of Genesis in 199%he inverted
position of the G-sensors in Genesis made it implesdor the SRC to detect the increases in G-fasedrag
increased from the atmosphere during re-entry. r& lmas insufficient force for the plunger to make tonnection
against the pressure from the internal spring, é¢he sequencer was neither armed nor triggeredyytfotechnics
were not fired and the parachutes did not depl@yis analysis provides numerous further insights the role of
configuration management within systems safetyirstlif, the configuration management of the projseems to
have been very good in that it was possible totheerelevant records to establish the precise gordtion of a
complex sub-system after the mishap. It was ewssiple to cross-reference these documents withetwrds of
the configuration of the previous Stardust missiod hence to identify the potential anomaly. Tdgain reiterates
the importance of configuration management as adation for accident investigations involving ingsegly
complex applications. If these records had beessing or were incomplete then it would have beemé#ader for
investigators to determine the true configuratidrthe SRC during Entry, Descent and Landing. Sdlyorthe
Genesis mishap illustrates how configuration mamesge showing consistency between development doatsnie
of little benefit if an error is introduced early the development process — the error will relidi#ypropagated into
the final application.  This justifies a greatercdis on the interaction between requirements eagimg and
configuration management within the developmeetitle.

the

Configuration Management and Requirements EngingerConfiguration management helps to ensure that

functional and non-functional requirements are adsked in a consistent manner throughout the desigrcomplex
system. From this it follows that configuration magement will help to ensure that design errorsaamirately
propagated into an eventual implementation. ®hiervation makes it critical that engineers andagars conduct
sufficient inspections using the resources providétin a configuration management system to idgntnderlying



problems that may be propagated between diffetages in the development lifecycle. The Genesstiap board
make this clear when they describe how the Genesjgirements included the constraint that the SRiGni&s
subsystem provide functionality to deploy a drogu@his included the phrasdescending X axial deceleration”
[5]. However, it did not describe any system dy-kevel coordinate scheme to indicate the directigtiin this
axis. Following the mishap, it was argued that $lgstems engineering teams assumed the requirevoefd be
interpreted in the same way that it had been dutiegdevelopment of the Stardust mission, wherenrdrifuge had
been used to test that the requirement was impleteén the appropriate components. In this casaritbe argued
that configuration management should have congidem# onlyinternal consistency with requirements for the
Genesis mission but alsexternal consistency with requirements that had been inherited from 8tardust
programme. In retrospect it is clear that the mgfiom heritage software and hardware can onlgdbgeve if there
is a detailed engineering understanding of the tcainés that affect those designs. The Genesisrreggued that
“to reach this level of understanding, for a new set of requirements and without the original designer, the
heritage design must be reviewed as thoroughly as new hardware” [5].

Configuration Management and the Interaction witfst8ms Engineering/Project Managemeiithere are further
parallels between all three of the case studigbigipaper. Common to all was the recommendatioimprove
discipline and enforce conformance with existing?S@cross the many different organisations that weolved in
these mishaps. In all of the examples, the investigatory ageneiegued that the root causes might have been
addressed by increasing the level of project mamagé support to Systems Engineering. This findisg
particularly surprising given that the same obsona had been made in many previous space retaitdtaps that
had involved several of these organizations randgiog the Mars Climate Orbiter, the Mars Polar Landhe
Thermosphere lonosphere Mesosphere Energetics amainiics (TIMED) and Comet Nucleus Tour (CONTOUR)
missions. The Genesis investigation, thereforgyexd that there were systemic weaknesses in tharrigith which
fundamentally sound configuration management arteroengineering processes were being applied tsethe
missions. It was proposed that future projectauhinclude reviews of the engineering processepaat of the
normal management control gates — the effectivdiGgtiopn of these processes would become a forewlirement
for continuation towards the next control gate. Thport reiterated points made in the previous graghs —
contingency management relies upon the effectiy@icgiion of systems engineering, however, it i$ @o end in
itself; “Focus should not be solely on process pladis, such as the Systems Engineering and Managgtae and
the Configuration Management plan, but also on emsviof the technical products (reports, trade ssjdie
requirements, verification results, etc.) that$lystems Engineering team has produced” [5].

Configuration Management and the Review ProcesseEhe Genesis mishap investigation board recomnteade
thorough review of all “project Systems Engineeripgpgress, plans, and processes as part of existejgr
milestone reviews”. The intent behind this findings to stress that configuration management ism&nd in itself.
In other words, it is no good maintaining accurateords to ensure conformance between stages detreopment
cycle if engineering teams do nade those documents to determine whether or not sugeesmges of design will
actually meet high level project requirementscdh be argued that the Genesis project manageemnsthad not
ensured sufficient oversight of the contractor'sivétees. This reiterates comments that were mableut the
involvement of the in-house Government Quality Aasce Representative and other project managenmeups
following the TOC failure during the N—Prime incite In the case of the Genesis incident, howetres,
investigators argued that greater involvement Isfesys engineering groups in the project managetaam might
have identified ‘key process errors’ during theiglestest and review of the spacecraft even if timgght not have
directly identified the failure scenario that eueily led to the mishap [5]. Specific errors wédentified in the
design review processes, the verification process the Red Team review of the SRC; red team reviamwgs
intended to promote a challenging analysis by iedepnt experts. These safeguards had become fisigdeand
perfunctory’. They had also failed to follow thaiding principles oftest as you flyin other words the G-sensors
should have been assessed at each stage as thggspeal from design through fabrication to instialteand
operation.

The Interaction between Configuration ManagemertdRrces and Test Documentatidiie failure to test the G-
switches using the centrifugal techniques develdipedStardust can be explained in several waysdrticular,
there were considerable time pressures; the saberdidlivery of the SRC to the launch platform hhpped by
several months because of design problems assboidte drive motors in the Avionics Units. The psases



created by these delays are difficult to undemetie given the fear that a cost-capped project intighcancelled.
The changes in the Avionics Unit design at the stime increased the need for and scope of a cegélitest while
at the same time eating into the limited resouthas remained to finance such verification. At Hzene time, the
engineering teams were preoccupied with the ‘spgobthat might occur during re-entry if buffetingiihg descent
and entry created an erroneous signal from the i@ts»s. This may have diverted the amount ofnéitia that

might otherwise have been paid to the orientatfcth@components. The centrifuge procedure usestardust was
instead replaced by a ‘quick-lift’ test to ensunattall of the G-switch sensors made contact —wlgsis done by
manually lifting the circuit box to ensure that #t@ntacts were made. There was no requiremerthifprocedure
to test orientation and alignment hence the irefal problems with the G-switches were not detkbct€he belief
that this ‘quick lift’ test was adequate to replalee centrifuge procedure seems to have been loasadryptic note
stating “SRC-AU 3-G test approach validated; moteednit test; separate test not required” [Blowever, Project
Management and Systems Engineering did not quetmmeaning of this bullet point when it was préed to

them. In addition, there was no documentatiorhefa¢hange in verification methods for instance ubloa specific
Change Request or Technical Memorandum. The imagin board concluded that “It remains unclea @hange
Request was required by the Configuration Managémetess at that time, but a Technical Memoraneas

clearly appropriate” [5].

Configuration Management and Engineering CompeteReevious sections have argued that one of theegtea
problems in configuration management across theespalustries is to ensure the competence andiergerof the
individuals and teams that must implement the aatat processes and procedures. Many of theithdils
involved in TOC operations during the N-Prime mgshaad limited experience in leading or auditingsthe
maneuvers. The innovative nature of the X-43A pmogne meant that there were problems in identifying
individuals with the appropriate expertise to im&#g the multiple models required to predict theawor of the
stack. Similarly, by relying on the ‘quick liftest and a manual inspection against the Stardasiinys, the Genesis
teams were relying on considerable insight frons¢hoonducting the verification; ‘This approach cobhve been
successful if it had been performed by an expeeeéndechanical Engineer or guidance, navigation, comrol;
however, the drawing inspection was performed byn. Electrical Engineer who lacked the necessanharecal
experience, but apparently did not realize histhtion’ [5]. The Genesis systems engineering atfon processes
did not consider a verifier's qualifications norddit explicitly require confirmation from severaliffdrent
individuals.

Configuration Management and Contingency PlanniRgevious sections have argued that a beneficial efifibct
of rigorous configuration management is that itdyees easier to derive ‘lessons learned’ from tlaberse events
that might occur in the future. The Genesis npshiastrates a further critical role for configtien management in
the aftermath of an incident. In particular, intmnstrated the need for the same policies and guoee that guide
the documentation of development and operatiorglirements to also be applied to contingency planniFor
Genesis, the contingency plans did not adequateiyrdent the procedures to be used during groura/eeg from
a ‘hard landing’. The main objectives were towrassafety during the recovery by checking for daings gases,
such as HCN, CO, and SO2 , within the vehicle &ed fpurging nirtrogen from the science canisteris hiad to be
accomplished before removing thermal close-out Igaioegain access to disconnect and remove therpatfhere
also requirements to liaise with external orgaiosat and follow lines of communication within wid&ederal
contingency management processes. Unfortunatedy,Genesis Project did not maintain a central megoor
document containing all recovery contingency pldaigse plans that did exist were not availablevergne in the
recovery teams. In consequence, there were irstensies between the different documents that aesdable to
teams at different levels in the organisationalittire. There were also deficiencies in the trginihat was
conducted to support ground recovery teams follgveircontingency. The Mishap Investigation Bo#nérefore,
recommended that future missions “assemble andtamaiall recovery contingency documentation inregkd binder
with configuration-controlled copies deployed tgegpriate elements of the recovery team” [5].

The Interaction between Configuration Managemend &wvlicy: Several members of the investigation teams
involved in the incidents described in this pastated that poor configuration management not owseases the
likelihood of a mishap, it also undermines attemfatslearn lessons from those failures that do acc@ne
consequence of this greater significance for coamfition management is that it requires support ftbenhighest
levels of leadership. The Genesis project formad pf NASA's ‘Faster, Better, Cheaper’ philosophyhis



encouraged teams to accept increased risk as ssréaeducing cost. One way of doing this waspfiaxgramme
management teams to rely more on subcontractogufality control and review. This increased thsk that lessons
learned in previous missions might not be succtgafsed within the Genesis development.

Conclusions and Further Work

This paper forms part of a wider, internationalaobration to look at the role that configuratioamagement plays
in incidents across both the military and civil spandustries. We have identified many differemtys/in which
inadequate configuration management contributes tmthe immediate and longer term causes of f&slur The
ubiquitous need to document research and moddimgigh to requirements and fabrication, throughetdfication
and operational deployment was not a great surgii@n the prominence of configuration managemeat host of
hardware, software and process management stand&vdswere, however, more surprised to find thassbns
learned’ and accident investigation methodologiesrdasingly depend upon the principles and prosesge
configuration management. These arguments have ibestrated from three recent mishaps: the NOAAfime
fabrication accident, the loss of the X43-A and ‘tied landing’ of the Genesis mission. A comparp@aper draws
similar conclusions from several different militappace-related missions.
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