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Abstract

President Obama has recently announced an additgBta billion to support the development of headtfec
informatics and electronic patient records systenfBublic attention has, therefore, focused on mguhat such
investments do not suffer from the failures thatehafflicted previous large-scale software proclweets. This
paper analyses a number of recent failures thak haffected applications used by the Veterans Health
Administration (VHA). The following sections degm the technical causes for these problems; watiam back
into the software engineering practices and projaeinagement techniques that have been used witlein t
Department of Veterans Affairs (VA). However, tkey argument in the paper is that these causes lhase
obscured by political arguments. In 2005, the \tecalized responsibility for IT infrastructure wrda Chief
Information Officer. Before this, each center hamhsiderable autonomy in managing their IT budgad in
organizing software development projects. We artihat attitudes to recent software failures aterdened by
individual perspectives on the political and orgational consequences of this reorganization. Sstaleholders
have argued that recent software failures are duthe introduction of standardized development fzas and
centralized management techniques that ignorerttieuser. They maintain that the changes of 20@8& bascured
the clinical focus that is seen as essential fersticcessful development of healthcare informaticontrast, other
agencies have argued that previous failures, witickatened patient safety, were often under-regoirtiethe
decentralized approach. They argue that standdializis essential for progress towards an integraealthcare
system and for ensuring accountability when fagule occur. We argue that these two perspectiaes hecome
so entrenched that they underestimate the complekisoftware engineering and obscure the additipnessures
that political uncertainty places on the technidevelopment of healthcare information systemss ttancluded that
by mixing politics and patient safety, there is anger that we will waste the opportunities provided new
investments in healthcare informatics.

1. Introduction

This paper considers the interactions between thigigal and technical context of software develgmnwithin

large-scale national healthcare systems. Polgidefined to be the process by which groups makéstbns. A key
argument in this paper is that decisions abouttebnical development of large scale IT systenftisn based
more on political allegiances or shared views witan organization than on objective criteria. &rtigular, we
examine the conflicts that have arisen over reogfiorms in the software development practices beseg within
the US Veterans Health Administration. One grooptinues to support the clinician-focused developirref

software by cooperative agreements between locathoare facilities based on an open source modather

groups have opposed this approach arguing that r@ ©entralized development process is requiredngure
consistency with other national organizations, artipular with the Department of Defense. Unlesaders
understand the history and context behind thederdift viewpoints it is difficult to appreciate thetailed technical
arguments that have been made both for and agaittstectures that have been proposed for futurehg@élthcare
systems.

In one sense it should not be surprising that ipalitdecision making has a profound impact on #ehiical
development and reliability of healthcare inforroati Hoffman & Podgurski (2008) note that “Poliies and
government leaders have expressed great enthufdaghe development and implementation of Electtddealth
Record systems”. They trace recent politicalregeback to President Bush’s 2004 announcemenththdNational
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Health Information Network will computerize ‘mosfmerican’s health records within a decade. Thit te
subsequent support for healthcare informatics glaments within the campaigns of Senators Mc@athObama.
As we shall see, the subsequent passage of Ob&tiaislus Bill has further cemented this relatiopshetween
politics and technological innovation in healthcerfermatics.

1.1 Successes and Failures in National Healthcaste®ns

The public, media and political bodies often foousfailures in the procurement of large scale I3teys (Johnson,
2003). However, there are success stories. ekample, the US Department of Veterans Affairs (MAjough its
Veterans Health Administration (VHA), developed theterans Health Information Systems & Technology
Architecture (VistA) that recently won an ‘Innovatis in American Government’ Award (IAGA, 2006). hé&r
citation focused on the way in which clinicians lkkbuse the system when many of the 40,000 vetesdwoswere
affected by Hurricane Katrina had to flee the GGlbast without their medical records. The progem’
decentralized, flexible approach provided resilem®ven when records centers were destroyed byifigodThe
award also praised the relatively low cost approtiet had led to the distributed development of ‘hstA
architecture with help from many centers acrosscthantry, rather than a centralized approach toymement; “the
system is designed and continually improved by tffime clinicians in the VA's 1,400 health care ifdies
nationwide”. The involvement of clinical stafféf those involved in the local maintenance offihéent records
systems supported the development of a successfdlipt and contributed to a ‘transformation’ in ¥&'s quality

of healthcare (Yano et al, 2007). The successistiAvhas led to its adoption in countries as digeas Mexico,
Finland, Jordan, Germany, Nigeria, Egypt, Malaysidja, Brazil, Pakistan and Samoa (Protti and Gy@€08).

One of the complexities of healthcare informatieghat different stakeholders use different crited judge the
success or failure of projects. At the same timé&/@stA was winning awards, the US General AccayntDffice

(1996, 2008, 2009) issued a series of reports dhitized software development practices across \fbterans
Health Administration. A series of ‘high-profiléilures also affected VA applications (Associafemss, 2009).
Kuehn (2009) describes how a software ‘update’ Athéspitals in August 2008 introduced a bug so theglth

care workers at these facilities began to repat #s they moved from the records of one patierthése of a
second patient, they would sometimes see thepasént's information displayed under the secorgptés name”.
This problem would only exhibit itself after a padiar sequence of interactions; however, incidevese reported
in 41 out of 153 VA medical centers. A notificatiabout the problem was distributed in Octoberabdg fix sent
out in December 2008. However, nine centers repoftirther issues with the electronic records sysiéhere
physician’s orders to stop medication were missBdeviously instructions to discontinue intravenousdications
were displayed at the top of a screen. After asroffoftware update, these instructions were nododgsplayed.
Three patients are known to have received heraping to eleven hours longer than their cliniciavised. Other
patients received infusions of either sodium chlerbr dextrose mixtures for up to 15 hours pastdbetors’

prescribed deadline (Associated Press, 2009).

There do not seem to have been any long-term aaleerssequences before these software problemscomected

in December 2008. However, these previous incglemtre widely publicised at a time when the Obama
administration was promoting informatics as a cosiene for healthcare reform. The apparent fgdlicreate
concerns that future investments in healthcarerimdtics may be wasted (Wears and Berg, 2005). atticplar,
there is a danger that unless we learn from thélgnes in existing applications then the widespraddption of
electronic records systems may be undermined. r&$gonse to these failures can be understoochaimber of
different levels. Technical concerns were raisbout specific software engineering deficienciest tinreaten
patient safety (Kuehn, 2009). The failures wetso ainterpreted as symptoms of wider managerial and
organisational problems, identified in the GAO rgpo(2003, 2008, 2009). However, these issues atabe
understood without some reference to the changoldigal environment that affects organisations rswas the
Department of Veterans Affairs.

1.2 Political Concerns: Relationships with the Dep#ent of Defence

Many politicians have urged closer cooperation betwthe VA and other healthcare services offeraHinvihe
Department of Defence. They have sought both duge the costs associated with the developmentuaiipl
systems and also to improve functionality so thedltm records might be exchanged in a ‘seamleskida when
personnel move between the services provided bywthend DoD. In April 2004, President Bush callfmf
interoperable electronic health records by 2014r&ary Eric Shinseki and Defense Secretary Rdbatés backed
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initiatives to integrate VistA with the DoD’s Mility Health Systems Armed Forces Health Longitudireadhnology
Application (AHLTA). However, there are considelakiechnical, philosophical and political barries this
integration. As we have seen, VistA can be thooflais a suite of systems developed in-house bylifcians and
IT personnel. In contrast, the DoD has traditionadllied on commercial software products that argtamized for
very specific uses (GAO, 2009). This creates begrti@ integration where, for instance, the operrcmelements of
VistA must interact with proprietary DoD applicat® For instance, the DoD’s Composite Health CRyrgtem
(CHCS) captures pharmacy, radiology, and laboratofgrmation while the Clinical Information Syste(IS)
provides a ‘customized’ commercial health informatisystem to support inpatient treatment at mylitasedical
facilities (GAO, 2009). The roadmap for achievihg integration of these applications is througg HealtheVet
initiative. This consists of eight software deywleent areas. The most advanced is the Health Repasitory
(HDR) database, which became operational in 2006 wisubset of health care data. At present, nitados
standardized health data in areas that were giigin griority by clinicians: vital signs, allergieand outpatient
pharmacy. This has enabled the VA and DoD to axgh pharmacy and drug allergy data on over 21s6@éed
patients, an increase of about 2,700 patients leetwkeine and October 2008 (GAO, 2009). This psoods
standardisation supports data exchange with thedisr used within the DoD. It is being extendedatmoratory
data, inpatient pharmacy data, dental, and ophtilatpy (GAO 2003, GAO 2008). The importance ofsthe
initiatives can be illustrated by the scale of tinancial commitment. Between 2001 and 2007 MAespent some
$600 million on the different strands of HealtheV&he estimated cost for completion is in the oafe$11 billion.

1.3 Political Concerns: Centralization, Standardipa and Clinical Focus

The software failures, summarized above, have dugleomplex debate about the future of softwareldgwnent in
the VA. Critical reports from the GAO (1996, 2008y the VA's own Inspector General (2006, 200i)l doy
independent bodies, including CMU’s Software Engiimgy Institute (GAO, 2008), identified weaknesaeross the
development lifecycle. In particular, the GAO/SEPB96) review found that the distributed modelsoftware
development within the VA did not attain level 2tbe SEI maturity model in any of the seven prgdbat they
studied. This is the most basic requirement fpeatable software development. At this level,dbtcome of a
project may be due to chance rather than the owfipairecognizable process. There is no guararfteeccess if a
similar project were to be undertaken in the futuldhe VA was found to lack the discipline and cohheeded to
mitigate development risks. The review concludbdt they were “extremely weak in the requirements
management, software project planning, and softwateontract management ... with no identifiabtergjths or
improvement activities. As a level 1 organizatigi8A cannot reliably develop and maintain high-qtyaloftware

on any major project within existing cost and sahedtonstraints, placing the VBA modernization peog at risk”
(GAO, 1996). This critical review triggered a rangf organisational and technical changes acrossViA.
However, the SElI was again asked to review softwdegelopment practices within the Veterans Health
Administration as part of the HealtheVet prograndA(@@ 2008). This found further problems in the gmance and
management of software development. A programme @eated to support decision-making processes by
identifying areas of responsibility and levels difitteority across the software lifecycle. However,wider
reorganization of the VA’'s IT management structwes triggered before many of the SEI recommendstoomuld

be acted upon.

In October 2005, the VA followed recommendatior@rfrCongress and created a Chief Information OfficEhe
intention was to centralize control of the IT butlged help ‘standardizing operations and systemeldpment
across the department using new management pracbased on industry best practices’ (GAO, 2008).is
impossible to understand the technical and organizational responseto recent VA system failures without first
considering the impact of these changes in the internal management of software development. Prior to the
centralization, IT funding and approval were coltgi by each medical center director. The VA’s Ih8dical
centers had their own IT services, budgets anél sédfer the reorganization, the VA moved locaspensibility for
IT infrastructure to four regional data processoanters, two in the east and two in the west. Phxess of
centralization also had an impact on developmeattimes. Before 2005, changes could be made ticappns,
such as VistA, on a local or regional basis. Hehere might be several parallel versions of @pfithns running in
different centers. Local IT officers liaised withe center directors in a manner that was perdddyemany to be
highly responsive to local needs and prioritiesowidver, it also undermined the standardization ithatitical for
closer integration with external organizations uthg the DoD. These distributed development restalso
created concerns over a range of non-functionalirexpents including security, infrastructure admsiirdtion and
disaster recovery.
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The 2005 reorganization created reporting and obstructures that fundamentally changed this itlisted model
of software development. The original plan wag tha2008, the VA would create major departmentfuirctional
areas that included enterprise development, quatity performance as well as IT oversight and campé. 6,000
posts were reassigned within a more centralizechgement framework. Within the IT function, theanbes led to
the introduction of a three part governance mo@A®, 2009, OIG, 1996). A technical component adwy
council meets every weekly to discuss and priaiprojects. This is supported by a regional gomece board that
focuses on higher-level issues related to IT infuesure. Finally, a monthly executive partnersbguncil helps to
coordinate IT work processes with stakeholders ftbenmedical facilities being served in that regidhe acting
director of the four regional centers described Hosfore centralization "There was a sliver of emplyee’s [time]
at every medical center that was supporting thigiegtion. There was no structure [for] mainteraaad upgrades,
no coordination in how we handled problem managémathen a problem surfaced, 33 trouble tickets wdug
logged” (Schaffhauser, 2007).  This led to th@agessary duplication of tasks as each center tbékelocal
solutions to common problems.

There were also changes in the associated deveftpama acquisition models with the introduction 26
management processes in an Information Technolofggstructure Library (ITIL). A coding complianced was
introduced across all of the 33 medical centerhiwiRegion 1 of the four mentioned above. Thisueed that all
of the VA facilities in that area were running tbeme version of an application. Such tools arécatitf a central
team is to respond to requests for support — withidhey may not be able to identify whether atigatar problem
is common across all versions of an applicatiombether it is caused by a particular configuratidrone local
instance. The introduction of the coding complarool helped to monitor problem reports and dgvelo
coordinated responses. The acting director offdlie regional centers went on to describe the diffi balance
between centralized control and distributed supfibe message | send to my folks in my organizat&ryYou may
work ultimately for me within Office of Informatioand Technology, but you absolutely work for théwmek or
facility where you're stationed... The goal is toateethat bench strength we've never had” (Schagtira2007).

A number of further arguments were put forwardupgort of the centralization process. By bringifigstaff under
the control of a single administrative functionwias possible to create an appropriate careertsteufor systems
professionals. In the past, many of the best stalibcal VA centers left because there was lisit®pe to extend
their skills within local hospitals. In the newntealized approach, career progression could bepethjnto more
senior levels of project management enabling moteent succession planning in an area where aafonal
experience is a key enabler. Similarly, the céimation of IT services helped to ring-fence tramiresources.
Before 2005, local IT managers often found thenldris for staff development had come under presgoea other
members of staff required training. . Above g centralization was proposed as a means oflimting a holistic
approach to information management. The intenti@s to encourage a broader perspective that might n
otherwise have been possible when core functiors siaff were isolated within individual medical ters
(Mosquera, 2009).

In contrast, the proponents of the previous, digted software development model argued that rdedotes are
the result of centralization (Conn, 2009). Byusing responsibility for data management on redidata centers,
the VA has created common points of failure. Inplst, it was unlikely that a software fault woalffect multiple
centers at the same time given the looser couplétgreen each site. It has also been arguedhbagtrbcess of
centralization has moved IT support away from #t&afp end’ of clinical practice. The need fondtdization —
both in terms of software development and in teofrthie data formats that support information excjeawith other
agencies, including the DoD, have undermined d¢anicentered development. Before the reorgaoizatnedical
staff could arrange a meeting with local softwerants to introduce changes that were specificatgnoed to
support healthcare practices within their orgaiwzrat Information technology was tailored for troecdl context.
The reorganization introduced centralized contreéroconfiguration management. It arguably becanure
difficult to tailor specific applications for localeeds given that greater consistency was reqtoreshsure that all
medical centers met the same requirements for isgaiata interchange, recovery etc. In conseqgeeiioppel et al
(2005) maintain that clinicians must not be comgzklio use the new generation of centralized agits until they
are placed at the heart of software developmenttipes. These comments cannot be understood withou
considering the political and organizational cohtek the VA. They must also be balanced by the ospm
arguments from those who support centralizatioar ifstance, arguments that centralization is ingatible with a
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‘clinician centered’ approach are often contrasigith the ‘patient centered’ view that someone segknedical
support should receive the same standard of caneatker where they require it.

1.4 Technical Concerns: Security

The centralization of software development prastis@s identified as a means of addressing highlpredécurity
breaches (OIG, 2006, OIG 2007). There were at [E&90 reported security incidents in the VA timatlved the
loss of personal information between December 20@BJanuary 2007 (US House of Representatives)2007

» December 2003, a VA laptop was stolen from an epggavorking at home. This machine had data about
100 benefit appellants stored on it. This promptédstaff to recall all laptops so that encryptisoftware
could be installed on them.

* November 2004, a software update made a disk disible outside the VA. This contained veterans’
person information including names, Social Secunitynbers, dates of birth, and some personal health
information including surgery schedules and diagsos

« December 2004, two personal computers were stoben & locked research office of a medical centee O
had files containing names, Social Security numbaext of kin, addresses, and phone numbers of
approximately 2,000 patients. The computers wergsypard protected by the standard VA password
system. Letters were mailed to all research subjieéorming them of the computer theft and potdrita
identity theft. VA enclosed letters addressed tegimajor credit agencies and postage paid envelope

* March 2005, an individual reported e-mailing a i6897 providers’ names and Social Security nusiber
a new transcription company. This was immediatelyorted, and the supervisor called the transcriptio
company and spoke with the owner and requestedthdile be destroyed immediately. Notificatiottées
were sent out to all 897 providers. Disciplinarfi@t was taken against the employee.

» October 2005, a personal computer that containfedniration on 421 patients was stolen from a medical
center. The information on the computer includetiepés’ names; the last four digits of their Social
Security numbers; and their height, weight, allesgimedications, recent lab results, and diagndges.
agency's Privacy Officer and medical center infatiorasecurity officer were notified.

* February 2006 a VA staff member accessed severalockers’ medical records to find date of birth.
Employee information was compromised and sevecalrds were accessed on more than one occasion.

» April 2006 a former VA employee was suspected akiray into a medical center computer system with th
assistance of a current employee providing rotatidministrator passwords. All systems in the mddica
center serving 79,000 veterans were compromised.

« May 2006 an office determined it was missing a backape containing sensitive information.
Approximately 7,052 veterans were affected by tieédient. 5,000 veterans received credit proteciosh
data breach analysis for 2 years.

» August 2006, a desktop computer was stolen froracared area at a contractor facility in Virginiath
processes financial accounts for VA. The desktapmger was not encrypted.

» September 2006, a laptop attached to a medicatelati a VA medical center was stolen. It contained
patient information on an unknown number of indixatk.

« January 2007, an external hard drive used to stsearch data with 535,000 individual records a@3d 1
million non-VA physician provider records was diseced missing or stolen from a research facility in
Birmingham, Alabama.
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Just as costs savings and enhanced functionalitg haotivated politicians and the public to advocateloser
integration of the VA and DoD systems, security a@ms have also motivated calls for the centradinabf

information management. Access control and comdmice to security management principles can be tigirdy

enforced in a smaller number of regional centres ih every one of the 150 medical facilities; “\Wficials have
said the consolidation will improve information seity and help the department apply consistentstaddardized
management practices for critical information systeé(Mosquera, 2008). Following these failuré® VA looked

to external companies to provide core securityisesv These included a $6.7 million contract tovle port

monitoring software and device control to ensugd tmauthorised hardware was not being attach&@toetwork

infrastructure (Mosquera, 2007a). A further cactrworth $5.2 million was awarded to develop ahtsg
management service to implement access controtiuns; including the development of secure emadciiments
and file store protection for both PCs and Blacksr $13.4 was devoted to secure Internet comaatiains,

including the development of a terminal emulatar femote connections. Steps were also taken & |ldasktop
PCs according to a standard configuration, agaitraksing aspects of local procurement that hashlibe practice
before 2005. The VA's chief security officer arguthat these changes represented a ‘comprehensinetpat

avoided the previous ‘piecemeal approach’ to sec(iMosquera, 2007a).

These security changes did not simply have a teahitnpact. They carried with them the same ogtion and
socio-technical consequences that complicated adbpects of the VA’s IT infrastructure centralisati The
Director of one VA medical centre described how remgurity measures constrained activities thatgragiously
been at the discretion of local facilities. Change security policy introduced new complexity, fexample in
scheduling teleconferences. “For example, to falynply with security requirements on our exami&tioom
PCs, we must log out of both a clinical applicateuch as our Computerized Patient Record Systemttand
Microsoft Windows operating system each time wedetlhe room even for a moment, yet it may takeoag bs 12
minutes to log back on when we return. Given ad2@0-minute visit with their veteran patient, tmician is thus
forced to choose to “do the right thing” for eititee patient or the system, but cannot do bothp#tenews is that
centralization of physical IT resources to the igagl approach) has directly led to more systemrdome for
individual medical centers than they have everltefdre, resulting in hundreds of simultaneous tisreathe safety
of our veteran patients” (Conn, 2007).

1.5 Technical Concerns: Open Source and Commesaiédin

The organisational changes that have affected thdTvinfrastructure have fuelled a wider debate @whsoftware
development practices. In the past, VA softwares Wwgically developed as a cooperative enterprisgvéen
programmers in different public healthcare orgaiosa (Timson, 2009). This approach had its raothe 1970s
when John Chase, the VA's Chief Medical Directstaklished the precursor of VistA, known as the dw@lized
Hospital Computer Program (DHCP). Congressmane®iltsonny" Montgomery then worked to establish ¥ha
code, derived from public healthcare projects, \eamlly in the public domain. Hence, VistA becaare open
source project for government healthcare orgawoisati The availability of the source code suppoftather
decentralisation as distinct versions of the sayséem began to be developed by different orgawisati At the
same time as the VA supported the VistA core, tiepddtment of Defense reused many libraries andnesiin
their Composite Health Care System, the Indian tHe8ervice also extended their Resource and Patient
Management System in a similar fashion. By 200#, pablic sharing of the VistA core had createdtaasion in
which a common code base was split between thre@ooe principle variants. This created considerabrengths
as new ideas and concepts could be shared betivedrfistA communities. However, it also added te sense of
decentralised organisation and heterogeneous d¢eveltt practices that were so heavily criticisethen GAO and
SEI reports — which arguably paid insufficient atien to the relative strengths of open source lbgweent
projects. For instance, the original developershefVistA code called themselves the Hardhatsthisdinformal
self-help group continues to provide a focus father development. Their work has also been supddry the
WorldVista organisation, located at http://worldeisourceforge.net in March, 2009. WorldVistavidles a legal
entity as a non-profit corporation that can purgtants, enter into contracts etc but with the s&pgit of initiative
and volunteerism” that helped launch VistA.

The distributed cooperative model of software depelent promoted by the open source community has be
widely advocated as a solution to the problemsafd-scale IT procurement in government proje€s: instance,
in April 2006 the US Undersecretary of Defense Aalvanced Systems and Concepts commissioned the Open
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Technology Development road map. This advocateduse of open source approaches to encourage aadse
reduce software costs across the Department ofnbefe The roadmap addressed the wider issuesalfertual
property, licensing and valuing open-source sohgtithat had already been considered within theA\isimmunity.
The DoD report concluded that open source appreasioeld encourage industry to compete on ideagiratian
rely on proprietary approaches that ‘lock in’ thestomer to particular solutions. Unfortunatelyerth has been a
relatively limited uptake of open source approachesss government. Typically, the code from avipres
contractor is only made available when a new cotdraakes their place. The open source modebnlytrequires
significant structural changes in the organisatibrgovernment contracts, it also requires a comatde ‘shift in
perspective’ on behalf of numerous contractors whoe significant investments in the proprietary elsdof
procurement that are the norm.

The centralisation of IT procurement and developgmeéthin the VA, therefore, occurs against a wieckground
of structural change in the acquisition and managenof government information technology contractBhe
proponents of the open source model point to nuaetogh-profile failures. In particular, the supieos of the
traditional VistA decentralised approach have painto the $247 million write-off Core Financial ahdgistics
System (CoreFLS) procured from a defence contrg@t®, 2004). The subsequent reports reveal tlienlying
tensions within the VA and similar organizationsdd with decentralized development practices. [fispector
General was careful not to blame the problems erusie of proprietary development practices bueatsidentified
problems in the local control of IT services — hetige issues of open source development cannatderstood in
isolation from the political and organizational bs#& presented in previous sections. The OIG 42@@ncluded
that the “success of CoreFLS is highly dependentherability of the software to integrate with dixig VA legacy
systems” including VistA and the Generic InventdPackage (GIP). The problems identified in theiahit
deployment of early versions of the CoreFLS aroseabse “most of the VA legacy systems containedcinate
data because they had not been used properly,hamndhis may be a systemic problem throughout te&eMns
Health Administration (VHA). The effect of transfienrg inaccurate data to CoreFLS interrupted patere and
medical center operations. We are concerned thatasiconversion problems will occur at other VAcifdies”.
There was insufficient training of staff to helpspial employees in the pilot sites prepare forititi@duction of the
new system. There was no plan for a phase orlghirgroduction so that staff could fall back tgpeevious system
if problems were encountered. This “resulted inagessary risk to patient care and the inabilityntnitor fiscal
and acquisition operations” (OIG, 2004). Secumtyncerns included a lack of background checks fer t
contractor's employees. The duties and respoitkilfor the CoreFLS administrators were not adeejy
partitioned; individual users could acquire adnthaiive rights. CoreFLS managers did not followthawised
procedures for the revision of the software andchethere were systemic concerns about the integfitihe
application. Finally, it was argued that the séguwf the system was compromised because manédjdraot have
an effective contingency plan to protect CoreFLSetsand functionality. They might not then haeerbable to
recover the system following any potential securitsident or other emergency event. The investigatlso argued
that the VA’'s management of the CoreFLS softwareetigpment did not protect the interests of the gowent.
The contractor was the sole provider and the VAagament accepted their statements of work andestishates
without independent verification. Payments weraent the contractor for completion of work thatl ot been
delivered. Modifications and updates were requeste the VA and paid for without sufficient justéition or
documentation to support external audit processes.

The failure of the CoreFLS challenged the adoptibproprietary software practices across the VAs we have
seen, however, the ‘lessons learned’ from thisdieei illustrates the contradiction at the heartemfent debates
about the future of healthcare procurement. Trap@ments of a decentralised approach argue thafathee
occurred because the developers did not take atofumor did they support, the local context oeogtion within
the VA facilities. In contract, the proponents afmore centralised approach to software developraedt
procurement argue that CoreFLS failed preciselyabse those decentralised practices had enableldviargations
that undermined the security and economy of prevaqplications. These are arguments that go betyendarrow
technical debates about open source software. fdilegt deeply held, political and social viewabthe shape of
government procurement in the field of healthcafermatics.

It is against the background of the failure of G8 that the VA launched their initiatives to maodiee the VistA
application. The 2009 budget argued that thidiegjion “was created more than 20 years ago andeficient,
limits revenue collection, does not meet curregtitatory requirements, potentially jeopardizesguatsafety, and is
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unable to support planned quality improvementsatiept care.” As might be expected from the presianalysis
of the GAO, SEI and OIG reports, the VA leaderdbipused on centralised and proprietary approaditégirthan
open source, federated development practices. 00%,2the decision was taken to replace the Vist#odatory
information systems module with proprietary softvaurchased from a commercial vendor. The conteapiested
the development, testing and national implementatiothe vendor’s lab system throughout the VAvdts awarded
following an analysis of the cost estimates betwa@prietary outsourcing and an internal upgradexisting VistA
lab module. As we write, the new lab softward btils to be integrated within the other blocks thiditbe carried
forward into the HealtheVet architecture with naibdeployment scheduled to start in 2010.

As might be expected, concerns have been raisedt éhese changes almost from the time at which these
initiated in 2005 (Conn, 2007). A Director of Gtial Informatics in one of the VA centers presemgeilence to
the House of Representatives committee on Veteraffairs (2007) in which he described how “I bekethat
employees at some medical centers expressed a nahbencerns about the details of the plan. Irtigalar, |
believe they felt that the regionalization of ITsoerces would create new points of failure thatldaot be
controlled by the sites experiencing the impact #rat the system redundancy required to prevéstwhs never
listed as a prerequisite to centralization of caitipatient-care IT resources. From my point ofwées the director of
clinical informatics, it was clear to me that tleedis of reorganization/realignment was on techniglationships and
not on how the missions of the Veteran's Healthdsdeinistration would be communicated to the nevicefof
Information and Technology (OI&T) structure. Forexple, realignment success metrics were focusddegional
data processing center) deliverables rather thailitfaneeds. Finally, key facility-based IT stdfad been tightly
integrated into local committees and planning geoas subject matter experts, but could no longetabked
directly by the facility director to participaten@ had no clear OI&T-driven incentive to continustimately, the
concern was that in trying to create a new stractuthe name of ‘standardization,” support woukthe/ to a ‘lowest
common denominator’ for all facilities, no mattevihdiverse their actual needs were...In my viewrdhremains a
tremendous uncertainty about how to work with aumgkstanding IT colleagues to address local ooregiclinical
care, research or educational needs...There isnse sef great inertia that overrides the anticipatad great
opportunities in the new OI&T structure.”

1.5 Macro-Politics, Obama’s Stimulus Bill and therfralization of Big Government

The previous paragraphs have sketched the compteractions between the political and technicaltexmof
healthcare software development within the DepantroéVeterans Affairs. It is difficult to sepaeathese different
issues. One cannot simply look at the choice betwwoprietary and open source development techsigithout
also considering the debate between centralisettadand distributed development. These debates iafluence
the perception of external agencies. For exangi's critical analysis of software project managat shaped the
reporting structures that led to the creation of fieegional centres and the post of Chief Infororatdfficer. Hence
the technical advice that is provided by these eigsnis often viewed in the context of previousortp that have
had both a managerial and a political impact orMA& healthcare provision.

It is important also to recognise that politicadws over open source and proprietary software dpwent continue
to shape the technical decisions that are beingeraatbss the Department of Veterans Affairs. Tigortance of
understanding these influences cannot be undewrgstihgiven the scale of the resources that have déa&enarked
for healthcare informatics by the in-coming adntiaion. It might seem as though the centralisgmgencies of
the VA senior management is in the ascendancy, sstgap by the findings of successive SEI and GACorep
However, other groups within Congress continue dooaate the development of open-source IT systams f
healthcare. President Obama recently signed a $illidh economic stimulus package into law. Thisluded
provisions for tax cuts and also for investmenthéalth care, infrastructure, energy and educa®a means of
pump priming job creation. The bill had mixed sagpwith minimal backing from Republican groupsdongress.
The House Minority Leader John Boehner (R., Ohtajesl that "The flawed bill the president will sigpday is a
missed opportunity, one for which our children a@dndchildren will pay a hefty price." This Stirasl Bill
included incentives for health care facilities éplace paper records with electronic systems. R&8§eof the 800+
pages in the bill is particularly relevant in thentext of this paper. This provides for a ‘Study d&eport on the
Availability of Open Source Health Information Techogy Systems’. By the®1October 2010, the Secretary of
Health and Human Services is instructed to prese@bngress a report that describes:
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(i) the current availability of open source health infation technology systems to Federal safety rmtigers
(including small, rural providers);

(i) the total cost of ownership of such systems in @mmpn to the cost of proprietary commercial praguc
available;

(i) the ability of such systems to respond to the nedédand be applied to, various populations (intzigd
children and disabled individuals); and

(iv) the capacity of such systems to facilitate interaptity.

These provisions within the Stimulus Bill illusteathow the micro-level political debates within ¥& are only part
of a wider debate between Republicans and Demoavatsthe nature of government across the UnitateSt The
provisions that focus on the creation of a nati@battronic patient record system have revived Bigan concerns
over the centralizing tendencies of ‘Big Governmefithese are a direct parallel to debates overctmralization
of HealtheVet and VistA. A recent opinion pieceatédsed how ‘Billions will be handed to companiesating these
databases. Billions will be handed to universitescorporate patient databases into the initial angoing training
of health professionals’ (McCullagh, 2009). It wem to argue that many Americans may not wantaweltheir
medical histories, including information about rao®l ethnicity, stored in an electronic format tisaeasily shared
and searched for "bio-surveillance and public matir "medical and clinical research”.  Particulativacy
concerns have focused on differences between tmat&ebill and the version presented to the House of
Representatives. The Senate version includestmsdhat may permit marketing literature and direail to be
sent to individuals based on the contents of a&ptdi e-records.

These concerns over privacy and centralisationneetg to the procurement of the proposed nationzbrds
systems. In particular, questions have beendaibeut the ways in which government might (ab)tsseconomic
power to force companies and healthcare organisatio meet the ‘standards and implementation’ §ipatibns
that have been approved by government but whicthtnmgt be fit for purpose given previous failuresthe
procurement of national IT systems. The centraigiower of government was also criticised as stioctiiting a
gradual move toward e-health recoidderms that are strongly reminiscent of thosedusesupport decentralised
development across the VA. Before the publicatibthe Stimulus Bill, old systems were gradualgiiy replaced
or upgraded with solutions that were well tailotedtheir local context of use ‘questions about sigcdind better
answers, and doctors and their staff become momglida with the technology’ (McCullagh, 2009). TBhi
decentralised process is being undermined by tiradising proposals in the Stimulus Bill, whichvéesages
minimum standards for procedures and for data ftenfeat will be required before local data mightifeeoduced
into a national system. This process will be bdclp by financial sanctions — from 2015, physiciad® do not
participate as ‘meaningful users’ in the federatesrd initiative will receive less funding.

There are further parallels between the politicabates at a national level over the Stimulus Bild ahe

controversies over software development within e As mentioned previously, the post of Chiefdmhation

Officer was established to act as a focus for edimtition within the Department of Veterans AffairsThe recent
proposals for the development of a national patieetord system include provision for a Nationalo@linator of

Health Information Technology. Just as the prems of a decentralised approach within the VAchid the post
of CIO, others have attacked this more recent natiproposal. The accusation is that the new igoptairt of a
wider political programme that will force doctorsgive up their autonomy (Daschle, 2008). The nature of the
political divide is apparent when commentators artiat the National Coordinator will “monitor tre@nts to make
sure your doctor is doing what the federal govemtnueems appropriate and cost effective... Thetlheake

industry is the largest employer in the U.S. Itdaroes almost 17 percent of the nation’s gross diien@®duct. Yet

the bill treats health care the way European gowents do: as a cost problem instead of a growthsingl Imagine
limiting growth and innovation in the electroniasauto industry during this downturn. This stimuisislangerous to
your health and the economy” (McCaughey, 2009).ryMew commentators pause to consider the impboatiof

these political debates for patient safety. Unfioately, recent experience shows that the riskeegcend-users of
healthcare services can be profoundly affectedheytitcome of political decision making.

2. The Nexus between Politics and Patient Safety: Server Failure Case Study, 31% August 2007
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The first half of this paper has provided an ovexwbf the political pressures that are influendichnical software
development practices both within the VA and moréely across the US healthcare industries. As awefseen,
these pressures are helping to shape decisiondatiat centralization and standardization over lammperative
enterprises for the development of healthcare in&tics. The same influences are strongly tied-éprietary rather
than open source solutions — although the complextithe situation is revealed by groups arguingairor of closer
centralization using non-proprietary approachesditware development (Daschle, 2008). In contrthst,second
half of this paper looks in more detail at a sofeveelated failure where patient safety was pleataisk. This case
study is analyzed to identify lessons that candagenled from the interaction between political deaisnaking and
the technical development of healthcare informatics

The case study focuses on an unscheduled systamefain 31st August 2007 involving the VA’s Sacraioe
facility, one of the four data centers mentionegiavious sections. This was the most severesincaession of
more than fourteen failures that occurred sinceilApf 2007 after the facility started hosting theisi/
Computerized Patient Record System (CPRS) suitdiro€al applications. Most incidents only lastied a matter
of minutes. However, in this case it took morenth@ne hours to restore services to the seventesters that were
directly affected. Knock-on effects propagated/to hospitals and clinics from Alaska to northeralirnia, Los
Angeles, Hawaii, Guam, Idaho, Nevada, Oregon, Wesias, American Samoa, the Philippines and Wastingt
state. The VA's Guam center was affected becdusg drew data from the Honolulu facility that was,turn,
connected to the Sacramento server. Knock-ontefiedended beyond hospitals and medical centeey; dlso
affected local pharmacies. Many of these usedA\agiplications to automatically produce orders kafmbling. The
Northern California Healthcare System supports mben 370,000 veterans with 2-3,000 visits per daye
director of clinical informatics for the San Fraswd VA Medical Center described this incident dse"tmost
significant technological threat to patient safibity VA has ever had" (Schaffhauser, 2007).

The problems experienced at the Sacramento fatglityto renewed questions about the process ofatiing the
software development infrastructure across the WBewin, 2007). In particular, a subsequent heanhghe
Committee on Veterans’ Affairs in the US House apResentatives (2007) reviewed the ways in whictallo
development practices had been brought under theatwf the Chief Information Officer and his dtafSeveral
witnesses told representatives that the VA hadtedeaew points of failure. By establishing larggional centres,
there had been a loss of redundancy as criticalesburces for patient care were removed from Iéazilities.
However, as we shall see, this failure stemmed fadialure to follow the procedures for configuaatiand change
management (Johnson et al, 2009). This is ex#utiytype of informal development practices thattiadisation
was intended to avoid, following the critical refgaby the SEI, GAO (2009) and OIG (2004).

2.1 End-user Perspective

Around 07.30 on the morning of the incident, thd-emers of the VistA system found that they cowdtllng on to

access the Computerized Patient Record System (CPR®edical centers around Northern CaliforniahisT
prevented access to the on-line records for theraes under their care. There were obvious coadempatient

safety in the medical facilities that were affectsdthe failure. Staff, therefore, resorted tcethtier contingency
plan. As mentioned, this incident took place agfaihe background of organizational centralizatbhil' operations
from around 150 medical facilities to two regiodata processing centers in the eastern UnitedsSaatt two in the
west. These Western sites cover what are knowregoRs 1 and 2 from Sacramento, California and fBenver.

The first contingency plan was for the serviced there previously provided by Sacramento to be leghby the

Denver data center in Region 2. The second Ieveéfense used the same approach but assumed waatld not

be possible for local sites to making any updatethe central copy of their patient data. In otlerds, they were
to operate a ‘read only’ mode. Any changes inguatcare would have to be logged locally and thmated on the
central patient records system when access wasedst The final ‘fallback’ position was for heatitire facilities to
use the local files that were stored on their oamuters. These only provided brief summariesiabach patient
who was either on-site or who were scheduled toehappointments in the next two days. In thismdte

contingency, clinicians would not have access tp @ata for patients who appeared with conditiorsd tiequired

immediate, unscheduled care.

The first level contingency plan failed; support aiot seamlessly transfer for the affected sitemfthe Region 1

facilities in Sacramento to the Region 2 centr®enver (Schaffhauser, 2007). The intention haghltbat both
centres would provide mutual support in the evena dailure. Hence, data that was updated in @it was
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automatically mirrored by changes in the other mentlt should, therefore, have been a straightiodwtask to
transfer operations from Sacramento to Denver. édaw The VA CIO had a difficult decision to makéhey had
already witnessed six servers crash in the Sacitantiata centre. An initial estimate judged thatéuld take up to
two days to restore services from the longer teswgkbps stored for the Region 1 facility. There wancern that
by running the software necessary to support tleeaB@ento users from the Denver facility that anybpems with
the Region 1 code would begin to affect the Reddnfrastructure. VA IT senior management were illimg to
risk the 11 remaining sites serviced from Denvethatit clearly understanding the reasons why thea®ento
system had failed. The decision was, therefolentanot to transfer services from the Sacramenttreeising the
level 1 contingency plan.

The remaining local IT teams at 16 of the 17 VAilfaes affected by the loss of Region 1 serviceloived the
second stage in their contingency plans when tiiggodered that Sacramento would not be transfesugport to
the Denver centre. This involved configuring lloapplications to rely on ‘read only’ access usawgilable patient
data. The final facility could not use this optioBarlier in the week, staff from the regionalalaéntre had disabled
the second level fallback support for this faciiityorder to create a number of new test accotnatswere used to
store the backup data. Although this processrepeated several times a year, there had not beeat@mpt to
engineer the same level of contingency provisionnguthese operations and so local staff had tg osl the
summary records that were cached on the local thévds. The limited information available to ctidns created
significant concerns about patient safety. Noyamére these records restricted to a subset opdtients visiting
the facilities but they were also limited in terofghe information available. They provided rudirtey lab results,
medication lists and known allergies as well asotaed problem descriptions. However, the pharnrafoymation
was far from complete. Clinical staff could notiev the previous day’s results nor could they lgagicess longer
term information about the patients in their care.

As mentioned, one facility had to rely on the tHedel of contingency plans. Patient care receveee printed out
on local personal computers. This created a délsiyng which the first round of consultations Hadake place
without access to any medical records. Staff lquibegan to rely on hand-written notes for prgsions, lab
orders etc. This created further problems forgéhareas where the facility had made most progretisei adoption
or integration of electronic information systemin several instances, the parallel paper basedsferere no longer
available and more recent staff had little recaitet of the procedures used before their electraoignterparts.
Outpatient surgery was delayed because cliniciaaee wincertain about whether or not to proceed witho
completing the appropriate documentation. Theas wo way to order or update information on coasiolbs.
Patients discharged that day could not be schedaotddllow-up appointments electronically and wéoéd that they
would be contacted ‘at a later date’ which increasmcertainty and created the possibility that egbent
consultations might missed. The lack of integtatemmunications between different departmentstededelays in
obtaining discharge medications. This, in turnantehat some patients remained on the wards |ahger would
otherwise have been required. These delays, i had consequences for admissions and transfeaiing a host
of secondary logistic problems. Although nursestinued to administer medications using paper ktdin
Administration Records (MAR) there were furtherajel before the initial approvals or ‘medicationgess could be
printed and paper copies of the MAR were distriduté®harmacies connected to the Sacramento dattar ceere
also affected as labeling and automatic dispensingpment were directly controlled by VistA apptioas. The
use of paper processes slowed the provision offitzaik services across the facilities and alsaedethe potential
for error as staff were forced to adopt a broadyeaof coping strategies — creating processes ‘efflghrather than
using agreed protocols. Particular problems adosmg shift handovers where, for instance, nursiadf were used
to the graphical overviews and detailed drill-dosupport provided by VistA applications.

It is difficult to recreate the uncertainty thatthdechnical and clinical staff faced in the hofakowing the initial
failure. This was exacerbated by some of the apreseces of centralization. In the past, localf stafild call their
local support officers for some estimate of thelljkduration of a disruption. Some of this perdaumatact was lost
when the VA increased the responsibilities of thgional data centers. Support officers in the &aento center
were urgently required to help diagnose the cadgheoproblem and so it was often difficult for themaining
support staff in local facilities to gain accuréehnical information that they could pass to tleirworkers. This
created further confusion because without an ate@ssessment of the duration of any disruptibed¢ame difficult
for local management to make informed decisionsibi®e activation and support for contingency opiens - for
instance in moving beyond the ‘read only’ accegsdper-based processes. Communication betweetatheenter
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and the local facilities quickly increased oncdfdtalieved they had identified the cause of thelyem, described
in the following section. However, in some cadds treated an alternate problem when the tearBaénamento
requested increasingly more detailed feedback emapiparent success or failure of changes they imgsited in the
underlying configuration of their servers. Thetaaire problems, therefore, exposed underlying conications
weaknesses between local and centralized suponstacross the VA.

2.2 Systems Support Perspective

At the time of the failure, members of the VA teiah staff were working together with an externahtractor
reviewing the performance of a hardware platformning on a particular virtual memory configuratiotdence
there was a large number of people on-site to bdigionosing the cause of the problem as they bagabserve
system performance degrading without any apparanse Although the availability of additional $tah-site
helped to share workload in the response to thident, it also increased the problems associatéid maintaining
shared situation awareness across large groupswbikers.

After the local clinical teams had reverted to papesed approaches or to the use of ‘read onlyésson the
remaining servers, Region 1 support staff begaddotify the cause of the technical failure. Téiemmed from a
change on the network port configuration for thevees that provided access to shared resourcesbetthe VA
facilities. The executive director of VA's Officé Enterprise Infrastructure Engineering later mégad that this led
to a mismatch between the speed of the Regionversewith the speed of a telecommunications swiBrewin,
2008). The configuration change had been implendenithout following all of the documentation andpapval
practices that would have ensured different supgganns were aware of the change. The change tegqassot
properly documented or reviewed. Jeff Shyshka,utiemssistant secretary of enterprise operationd an
infrastructure at VA's CIO Office has described htive revised port configuration was ‘rolled back’drder to
rectify the problems in the Sacramento center (Mesa, 2007). He went on to draw clear links betwée
technical causes of the failure and the wider jalitorganizational context; “As with any colloaati undertaking of
this magnitude, there will always be the poterfil human error. Ensuring effective communicatignscesses
between the teams managing the collocated VistAesys and the IT staff at the local facilities ish@ps the
greatest challenge.”

The decision was taken to shut down the seventésA gystems that were hosted by the Sacramentercsn that
they could be brought back one by one. A planavas/n up to restore the sites in an order thatdedsrmined by
their workload. Those centers that were closegitéoend of their peak working hours would be bhduzack first.
This was intended to minimize interference with aayntingency or fallback plans that had been implet®d in
each of the local facilities. If the attempts ¢store normal service exposed further problems ttieimpact would
be reduced because the facility was no longer wgrkit full capacity. Following this model, medidatilities in
the Central time zone were brought up first, fokohby the Pacific, Alaskan and Hawaiian centefBhroughout
this time, support staff were in almost continuahtact with the healthcare centers to determinetiveineor not the
recovery plan was taking effect. Even as it bexalaar that the port reconfiguration had addrefisedinderlying
problems, a huge effort began to restore datarityegFor all of the seventeen centers directlfeeted and the
subsidiary sites caught up in the knock-on effé@otgas critical to update the electronic recordthwhe new orders
and procedures that were created while VistA wddird. It took almost a week to bring the medica
administration records up to date once the systamrastored. It took administrative staff morentbgght weeks to
catch up with the paper backlog from consultatiand tests that could not be logged directly ontstAiand the
associated systems after the loss of the Regiatdl@bnter. Concerns over patient safety lingesdtibeyond this
recovery period. The Associate Chief of Staff,n@lal Informatics for the VA in Northern Californiaresented
written evidence to the Senate House of RepreseesaCommittee on Veteran's Affairs (2007); “Howeventering
checkout data on all these patients many days tiféefact is potentially inaccurate. Many provil@ave gone
back into the Computerized Patient Record SystefRE, within VistA) and tried to reconstruct notémtt
summarize the paper notes that they wrote in caletitigate the risk of missing information. Thi®mk to recover
the integrity of the medical record will continuar fmany months since so much information was resieh paper
that day. When you consider that hundreds of sargeexams for PTSD, depression, alcohol use andkisgioand
entry of educational interventions, records of im&gesults, discharge instructions and assessraeatall now on
paper and are not in a format that is easily founthe electronic record, the burden of this orikifa will persist
for a long time” (Conn, 2007).

2.3 Lessons Learned and the Political Response
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Many commentators were quick to link the failurehie centralization of IT services (Mosquera, 208009). As
we have seen, these arguments were partly basttiomical concerns over the ability of remote I'paléments to
respond to the detailed clinical needs of diveosall facilities. However, they were also motivabyddeep-seated
political concerns within the VA. One of the matlidirectors who lost control of their local IT cesces in the
centralization from 2005-2007 argued that “Befoegionalization of IT resources -- with actual sysdethat
contained patient information in distributed systemit would have been impossible to have 17 nadienters [go]
down... (centralization) in the name of standardaratihas caused support to) wane to a lowest common
denominator for all facilities” (Schaffhauser, 2007 Some of the response to the failure also plewinsights into
the Republican and Democrat perspectives on heattheform, especially when it focused on the tioég external
contractors had played. Before the reforms stante&®D05, individual centers administered theirbiddgets. They
owned and operated most of their information irtfftagure. In contrast, much of the infrastructtirat supported
the four regional centers was provided by commépmatractors. The VA leased proprietary IT seegién stark
contrast to the open source approach behind thé gisstems (Mosquera, 2007). The deputy CIO in &/Affice
of Enterprise Development described how they w&ke'fe hiring outside contractors to stand at thews and
shoulders of our IT managers through the developmiganization to watch what they do on a day-by-dasis”.
When asked if the centralization of IT had playemble in the failure, he argued that "Had the IBrganization
never happened, this error might have happenedugn 31 anyway because somebody didn't follow aeuore"
(Schaffhauser, 2007).

Following the failure, some of the plans to migragditional medical facilities to the regional canst were
temporarily delayed. The Region 1 managementnizgd an internal review with that reported to #ssistant
secretary of the Office of Information and Techmylo This was extended to consider a number ofrelte

contingency architectures to provide different lsevef resilience. One of the conclusions from ithial reports

was that Region 1 management had been faced wdiffiult choice — continue with inadequate levelsservice
across their centers or risk propagating an undisgmh error to the neighboring region. A key leseamned from
this incident was that centralization did not bgelf provide the increased levels of resilience #$@me of its
proponents had identified. In the immediate af@thmof the incident, changes were introduced iht® YistA

application to ensure that the level 2 contingepley offering ‘read only’ access to electronic netsowould in the
future be available following maintenance actidtidat forced one of the Region 1 centers to fatlkbon paper-
based documentation.

A further side effect of the failure was that ighiighted the issue of compliance with the revigedcedures
introduced during the reorganization from 2005ct®a 1.3 has described how several thousand staf affected
by the changes. It also described the introductibl86 management processes in an Information Teobp
Infrastructure Library (ITIL as well as the usengfw systems, such as Region 1's coding compliasade #As might
be expected, it can be difficult to change the warkpractices of so many co-workers. However, fibéential
consequences of the failure for patient safety idex a valuable reminder of the importance of fellgy the
revised protocols. Change management procedures mware rigorously inspected and internal auditcpdures
were reviewed to ensure that modifications to fhenfrastructure could be traced back to appropriavels of
management.

2.4 Epilogue

In the aftermath of the August 2007 failure, the ¥ided an external company to review their contirgyeplans.
The ‘read only access’ to VistA was reorganizedrsure that the tier two fallback provision woutthtthue even in
situations where there had been account maintenarteerther studies were conducted into the ridksnigration
from a failed server to the tier one back-up systenmeighboring regions. The executive direcfovA's Office of
Enterprise Infrastructure Engineering identifiey kessons from the 2007 failure which included rieed to tightly
control and supervise change and configuration gemant as well as diversify computer resourcessadite VA.
The Region 1 data center supported 17 hospitalgteidoutlying clinics. This created significdatock-on effects
when the servers began to fail. The Executive®ar, therefore, argued that future plans wouldbd&sed around
regional ‘server farms’ that would each supportralter number of hospitals. Within the Sacrameatea this
might mean two or three farms each supporting esphals and providing an increased level of lgealundancy.
This approach would also make it easier to foctartsfon restarting services following any futuaédre (Brewin,
2008).
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Concerns persist over the danger of bringing dowreathy server in the process of supporting adagystem.
These revised contingency plans have been testeddeyies of subsequent failures, although arguade have
had the same consequences as those describedpretheus sections. For example, a hardware pnolifected
the support provided by the Region 2 centre in Remluring the afternoon of the "L@pril 2008. This had a direct
impact on VistA services provided to twelve medicahters from Colorado to California. As we haeers
however, the secondary impact of these interruptmmopagated well beyond the primary user facdlitieDifferent
centers were affected for different periods of timetween five and seven hours. In contrast t@theious incident,
it took longer to diagnose the precise circumstameading to the failure.

The recovery task was further compounded by a s@aultaneous failure that affected the VA's comrarc
telecommunications carrier. This prevented somgh@ftonnectivity checks that might have helpecpstipstaff in
diagnosing the VA’s own hardware problems. The h&l previous changed their network service suppli@001
to a consortium of major providers headed by a égoment solutions’ division of a major provider. hi§
coincidence illustrates one of the key problemsantingency planning for patient safety. Even whearket
leading’ solutions are chosen there is still theglality that infrastructure failures will undemei service provision.
The April 2008 failure also shows how significanvéstments following a previous incident are norgngee of
future reliability. In particular, the simultanenloss of VA hardware and network service provigi@monstrates
the importance of extending the application of swency planning techniques from other domains uppsrt
patient safety. This incident provides a casevlwht the power distribution and aviation industriesn an ‘n-2’
failure; it is routine practice in these areas sohply to focus on mitigating the consequences dirgle
infrastructure component but also to develop cgetity plans that address up to two simultaneoublgms
(Johnson et al, 2008). Hence the April 2008 intidustrates that irrespective of the reasondlfierfailures there
remain significant learning opportunities for orgations such as the VA to continue strengthenimgjrt|T
infrastructures.  Looking to the future, the exe@u director of the VA's Office of Enterprise laBtructure
Engineering said in 2008 repeated his commitmeat itth modernising VistA "we will not break it" biite was
forced to recognise that some of the core dataldesedoped in the previous ‘open source’ era valitue to be
used a decade from now (Brewin, 2008).

The VA's Office of Enterprise Development (OED) hamntinued to drive many of the changes that starte005.
There has been an increased use of Enterprisetéctinies as a mechanism to support the integrafitime Office
of Information and Technology with the end-user dniness requirements. They have also worked tward
introduce industry leading practices for systemgir@ering across the VA. These include CapabNigturity
Model Integration (CMMi); this is the successoittie Capability Maturity Model that was used in &alier critical
reports of the VA's software development practi¢8&l, 1996). The OED have also promoted the ‘legidi
management processes defined in the Informatioliaogy Infrastructure Library (ITIL), mentioned previous
sections. Further initiatives have sought to priembe Control Objectives for Information and rethffechnology
(COBIT) within the VA. This provides a framework lest practices for information technology procoeat and
maintenance created by the Information Systems tAardi Control Association and the IT Governancéitlis
(ITGI). There have also been projects to introdenoelel-based requirements engineering togetherelgtments of
rapid application development and agile softwaregireering. Agile techniques include ‘Test-Driven
Development’ where progress is continually assesgginst a suite of verification requirements thia derived
from user requirements in the earliest stagesmbfect. Project management has increasingly based on risk
assessment. These techniques are intended tonaelpgement identify possible contingencies, inclggiroblems
in configuration management, hardware reliabilitg ahe failure of network infrastructure. Howeval, of these
technical innovations are being integrated intova $tep organisational design strategy that red&® political and
organisational objectives that have persisted 2005:

Centralize development community;

Standardize the organization to greatest extertilples

Merge remaining development activities into Orgatimal Enterprise Development;

Evolve the organization as OI&T establishes anduneatnew processes;

Integrate capabilities.

It is important not to underestimate the wider, alative impact of successive failures involving ¥h& information
infrastructures. The combined effects of the ggcbreaches, mentioned earlier, and the netwot&riuptions
during 2007 and 2008 have raised numerous widestigus about the supervision and regulation of theate

abrwnpE
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informatics. For instance, Kuehn (2009) has adghat although the makers of electronic recordsiaformation
systems, such as VistA, have conducted rigorous testheir implementation, there is a need foritathl Federal
oversight. The Certification Commission for Healihbe Information Technology has developed a ceatifon
programme. However, it lacks the technical andanization resources to monitor the many hundredaesd
initiatives that have recently been launched irfitheare informatics. It also, arguably, requiagklitional sanctions
to enforce recommendations. In particular, it nheynecessary to transfer oversight to the US FaomdGrug
Administration, the Centers for Medicare & Medicaervices, or a new governmental agency (Kuehn9200
Hoffman and Podgurski (2008) summarize the keyeissmuhen they argue that “The benefits of EHR systet
outweigh their risks only if these systems are tgped and maintained with rigorous adherence tdo#w software
engineering and medical informatics practices drttld various Electronic Healthcare Records systeamseasily
share information with each other. Regulatory weetion is needed to ensure that these goals &ievad. Once
EHR systems are fully implemented, they becomengisédo proper patient care, and their failurelikely to
endanger patient welfare”.

7. Conclusions and Further Work

This paper has argued that technical decisionseirdévelopment and architecture of national heatthmformation
systems are profoundly influenced by political demis both at a national level and within the oiggtions that
must operate them. We have illustrated this arguifog a detailed analysis of the changes that baearred in the
Veterans Health Administration’s information infragture between 2005 and 2009. Prior to this tim@rmation
systems were largely maintained by healthcareitig@silunder the direction of their local directorEhis provided a
direct interface with the clinical and administvatistaff that used these services. This helpeddace the delays
associated with configuration management and tileritay of information technology to local requiremts.
Development of major infrastructure programmes @¢dé distributed as a collective effort that, alijyaavoided
many of the overheads associated with proprietad; ‘aff the shelf’ commercial solutions that canmatsily be
tailored to the diversity of VA requirements. Hewer, this distributed approach also created coiscabout
resource management and the delivery of high-qusditvices across all VA sites. A number of siéggumcidents
were seen to be the result of lax local controlhere were also concerns about the need to defieedtata integrity
and consistent interfaces that would be need t@en®A infrastructures with other branches of gowesnt, in
particular the emerging DoD applications as partthef HealtheVet initiative.  These concerns maégathe
centralisation initiatives that were embodied ie ttreation of a Chief Information Officer. Theydheultiple
objectives and were intended to: focus IT resouleseassigning more than 6,000 technical profesdsowith a
unified management structure; strengthen oversigtcompliance with information systems policeglement 36
management processes defined in the Informatiomriadogy Infrastructure Library (ITIL); provide artbctures
that were better suited to meet a range of nontiimeequirements including security, infrastruet@dministration
and disaster recovery. The political and orgaiomal consequences of the centralization were prafo
Budgetary control for information services moveanfrindividual VA facilities to four data centerscabeyond that
to ClO’s staff.

The second half of this paper analyzed a failueg tielped to focus concerns over the provisionnédrimation
services across the Veterans Health Administratidmis incident stemmed from problems in the camfigion
management of the servers that were used withinofribe four regional data centers, mentioned abovEhe
impact of this failure was exacerbated by problémsnplementing the available contingency planshe Tdea of
moving services from the failed center to anottegion was rejected on the day of the incident. r@heere
concerns that this would propagate the failure dwvers that were working normally.  Further promdearose
because one of the healthcare facilities couldagcess the accounts that were used to store ‘nrd@gtdoopies of
critical patient data that provided a second |I@felontingency support. This case study was chésea number of
reasons. It helped to illustrate the technoldgicasequences that arise from organizational atidgal changes in
complex organizations, such as the VA’'s Office nformation & Technology (OI&T). The proponents of
centralization pointed to the failure to documeminfiguration management changes and argued forerclos
supervision of IT processes. For them the faibfreome existing contingency plans helped to raigethe need for
central control over these aspects of infrastrecsarvice provision. The opponents of centraliwadirgued that the
failure demonstrated that the development of regjidiata centers had removed the redundancy, whichankey
benefit of the distributed model. They also argtleat this and subsequent problems undermined slaivat
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proprietary and commercial procurement models cpubdide levels of reliability that would not halkeen possible
using cooperative or open source techniques.

Above all, the recent history of healthcare infoticg within the VA has demonstrated the challende o
implementing large scale changes within complexanigations. The VA's Chief Information Officer haden under
no illusion about the scale of the tasks that tflaegd; “This will not be an easy or quick transfation. There will
be a few difficulties along the way, and it's natdor some people to be uncomfortable with changsuch a scale.
But the prospect of more standardization and iprability we can harness through this centralirais exciting”
(Schaffhauser, 2007).
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