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Preface
FUTURE DIRECTIONS IN INFORMATION ACCESS

In 2007, the 1st BCS-IRSG Symposium on Future Directions in Information Access was
established to provide a forum for early career researchers to present, share and discuss research
which is at a more formative or tentative stage. The symposium was run in conjunction with the
6th European Summer School in Information Retrieval (ESSIR) which was held in Glasgow. The
second symposium was held in London, UK in September, 2008 and now the symposium is in its
3rd year and again collocated with this year'’s ESSIR in Padua, Italy.

Symposium Aims

The objectives of the Symposium on the Future Directions in Information Access (FDIA) are:

e To provide an accessible forum for early researchers (particularly PhD students, and
researchers new to the field) to share and discuss their research.

¢ To create and foster formative and tentative research ideas.

e To encourage discussion and debate about new future directions.

Symposium Themes

Why Future Directions? To encourage research that focuses on the potential research lines and
paths that can and are being developed, where work presenting the, what if scenarios, possible
solutions, pilot studies, conceptual and theoretical work is promoted and discussed.

Why Information Access? To capture the broader ideas of information retrieval, storage and
management to include interaction and usage.

FDIA 2009

These proceedings contain the papers presented at the Third BCS IRSG Symposium on Future
Directions in Information Access (FDIA2009), held in Padua on the 1st of September 2009 during
the 7th European Summer School on Information Retrieval (ESSIR 2009).

This years symposium received 20 paper submissions and 5 poster submissions of which 23 were
accepted for publication and presentation. Each paper was reviewed by two senior Information
Retrieval researchers who were asked to provide detailed reviews and comments to help steer
and guide the research presented. In order to obtain high quality feedback each reviewer was
asked to review at most two papers. This year's program included some very interesting and
promising lines of research such as the Dialogue Driven IR Systems, Multimodal Interaction in IR,
and even Quantum Inspired IR Theory. This was fronted by an inspiring keynote talk by Stefan
Mizzaro on a Science 2.0 approach to scholarly publishing and peer review.

The organizers would like to thank: the members of the program committee for all their hard work
and effort in providing excellent feedback and reviews, Stefano Mizzaro for delivering a thought
provoking key note, all the volunteers of the European Summer School, namely: Marco Bressan,
Emanuele Di Buccio, Giorgio Maria Di Nunzio, Marco Dussin, lvano Masiero, Riccardo Miotto,
Nicola Montecchio, Nicola Orio, Michele Scquizzato, Gianmaria Silvello and Francesco Silvestri,
as well as, the Administrative Staff at the University of Padua, Maria Bernini, Antonio Camporese,
Sabrina Michelotto and Enrico Soncin of the Finance OCE of DEI, and to all the technical staff
of DEI for their help and assistance in ensuring the success of this event. Also, we would like to
extend our thanks to the BCS-IRSG for sponsoring the event and the BCS EWICS Service, and
in particularly Jutta Mackwell, for the online publication services and finally we like to thank Guido
Zuccon for compiling the proceedings.
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Readersourcing:
Scholarly publishing, peer review, and
barefoot cobbler’s children

Stefano Mizzaro
Dept. of Mathematics and Computer Science
University of Udine
mizzaro@dimi.uniud.it

ABSTRACT

In this talk, | will start from an introduction to the field of scholarly publishing, the main knowledge
dissemination mechanism adopted by science, and | will pay particular attention to one of its
most important aspects, peer review. | will present scholarly publishing and peer review aims and
motivations, and discuss some of their limits: Nobel Prize winners experiencing rejected papers,
fraudulent behavior, sometimes long publishing time, etc. | will then briefly mention Science 2.0,
namely the use of Web 2.0 tools to do science in a hopefully more effective way. | will then move
to the main aspect of the talk. My thesis is composed of three parts.

1. Peer review is a scarce resource, i.e., there are not enough good referees today. | will try
to support this statement by something more solid than the usual anecdotal experience
of being reject because of bad review(er)s — that I'm sure almost any researcher has
experienced.

2. An alternative mechanism to peer review is available right out there, it is already widely
used in the Web 2.0, it is quite a hot topic, and it probably is much studied and discussed
by researchers: crowdsourcing. According to Web 2.0 enthusiasts, crowdsourcing allows to
outsource to a large crowd tasks that are usually performed by a small group of experts.
| think that peer review might be replaced — or complemented — by what we can name
Readersourcing: a large crowd of readers that judge the papers that they read. Since most
scholarly papers have many more readers than reviewers, this would allow to harness a
large evaluation workforce. Today, readers’s opinions usually are discussed very informally,
have an impact on bibliographic citations and bibliometric indexes, or stay inside their own
mind. In my opinion, it is quite curious that such an important resource, which is free, already
available, used and studied by the research community in the Web 2.0 field, is not used at
all in nowadays scholarly publishing, where the very same researchers publish their results.

3. Of course, to get a wisdom of the crowd, some readers have to be more equal than others:
expert readers should be more influential than naive readers. There are probably several
possible choices to this aim; | suggest to use a mechanism that | proposed some years ago,
and that allows to evaluate papers, authors, and readers in an objective way. | will close
the talk by showing some preliminary experimental results that support this readersourcing
proposal.

Disclaimer: This talk might harm your career; don’t blame me for that.

Keywords: Scholarly Publishing, Science 2.0
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Evaluation of User Comprehension of a Novel
Visual Search Interface

Adrian O’Riordan
Computer Science, Sir Robert Kane Building, University College Cork, Cork, Ireland
a.oriordan@cs.ucc.ie

Advances in Web client technology now enable a richer interface thus supporting the application of
visualization to the Web search process. This paper describes a user-centred evaluation of a novel
visual search interface. The interface is designed to transparently support both Boolean and frequency
models of information retrieval. The interface displays queries and returned results in a single simple
graphical representation called Search Sphere. In contrast to both approaches that represent only
gueries visually and approaches that represent only results visually we integrate queries and result sets
in a single visualization. We performed a user-centred study to evaluate both search query and result
set comprehension. Comprehension in this context is defined as a user’s correct interpretation of a
given query and also his/her ability to select relevant documents from the result set visual. The
feedback of this pilot study will be used to guide the development of a second prototype consisting of a
rich client visual Web search interface.

Keywords: Visual Search Interfaces, Extended Boolean Search, Query Comprehension, User-centred Evaluation

1. INTRODUCTION

Visual search interfaces and the visualization of information spaces are active areas of research but are not yet to
be widely used for Web search. The work described here is at the intersection of the fields of usability engineering,
information retrieval and information visualization. We describe a visual search interface that transparently
supports various models of information seeking and retrieval. The underlying retrieval model is left implicit so that
the interface will be suitable for a broad spectrum of systems and users [9]. We evaluated a specific system
aspect, user comprehension, using a low-fidelity prototype [25] to gain a micro-view of the requirements for
interactive visual search. A user-centred evaluation was carried out that will feed into the design of a second fully
functional prototype. User-centred evaluation of information seeking systems is advocated by Marchionini as a
means of tackling the user-centred paradox, the fact that we cannot know “how users can best work with systems
until the systems are already built” [22]. We sought to increase understanding of how visual information
presentation of the search query and results impacts on user comprehension of same. User comprehension is
defined as a user’s correct interpretation of a visual query representation with regard to a user’s ability to select the
most relevant documents from the corresponding result set visualization.

The paper is organized as follows. Section 2 contains relevant background material. Section 3 introduces the
Search Sphere visualization and Section 3.1 discusses specific issues related to user comprehension of same.
Section 4 contains the evaluation and suggestions for progression. Section 5 describes related work. The paper
finishes with a conclusions section.

2. BACKGROUND ON VISUAL SEARCH

Numerous techniques have been developed for visualizing the information space of a document collection. For
example using “points of interest” visualizations where forces of attraction are used to position a document’s
location in a display [12]. Visualization of document clusters [21][38] organise results with spatial layouts. Another
approach to visual search is to explicitly show query-document associations, as in Hearst’'s TileBars visualization
[11]. Much of this work focuses on visualizing the document collection or query results and not the querying
process itself. Our work focuses on graphical querying and the related results presentation.

Graphical approaches to query formulation are an alternative to the dominant text based method. Intended benefits
are tied to the properties of direct manipulation [30]. Graphical approaches attempt to reframe querying and the
search process as direct manipulation. Early work on graphical querying focused on visual representations of
Boolean expressions as applied to querying relational databases [23]. These ideas have also been applied to text
search where Boolean queries are represented visually and again evaluated as set operations. Efforts were
motivated by the difficulty users have in formulating Boolean requests textually [9][31]. Young and Shneiderman
used the visual form of boxes, representing terms, arranged in sequence and parallel to represent term
disjunctions and conjunction respectively [7]. A prevalent visual scheme for Boolean search has search terms
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represented as circles or ovals, akin to the sets of Venn diagrams in mathematics. In this representation, the
intersection of circles corresponds to the conjunction of the corresponding terms. Note that the standard Boolean
retrieval model has no provision for ranking results. This and other limitations of existent systems will be further
highlighted in Section 3. VQuery is a system that implemented these ideas to provide an interface to digital libraries
[17]. Shneiderman conceptualized the notion of dynamic queries, a graphical query mechanism aimed at both
novices and experts [1]. Dynamic approaches to querying allow users to create, move, and remove these circles in
order to formulate and reformulate queries, ideally with rapid feedback of the result sets [30].

3. SEARCH SPHERE VISUALIZATION

Users searching for or trying to find information are faced with a number of challenges during the search process
such as precisely stating their needs and effectively using the search interface. Two of the principal tasks or
activities involved are query formulation and result selection. Various and diverse models of interactive information
search and seeking have been proposed [26][20] that go beyond classical information retrieval models [23, 5] but
all include the translation of an information need [35] into a form the machine can understand and necessitate the
user interpreting the search results. We focus in particular on informational needs [7], where the intent is to acquire
information assumed to be present. A query is a precise statement of an information need that a computer can
process. Seach is usually an iterative process involving successive query reformulation. We took a user-centred
approach in that we started design from the perspective of users’ information needs and not retrieval models and
carried out an early user evaluation to learn more about the requirements.

In practice, most current approaches, including the popular search engines, separate the query formulation from
the display of results and results selection. In terms of screen real estate, a query (composed of search terms) is
often constructed in one area, and the results displayed as a list in a separate area of the page. Search terms can
be composed using query operators such as the Boolean operators. In these systems, even where results are
displayed visually, as in the aforementioned KartOO visual search interface, the query is still entered in a separate
search box. This separation divides user focus; eye tracking experiments of problem solving involving diagrams
with separated textual annotations have found “frequent alternating fixations on specific pictorial and textual parts"
[4]. This problem can be viewed as an instance of what Allen calls a user’s failure of perception [3]. Thus cognitive
factors influence search performance. The Search Sphere visualization was kept as simple as possible to avoid
both cognitive load during user familiarization and information overload during use. This preference for a simple
scheme is supported by research, for example a comprehensive meta-analysis found that “users tend to perform
better with simple visual-spatial interfaces” [8].

In Search Sphere, search terms are represented as rings. Documents deemed to be relevant to a search term as
shown within a ring. Currently what is displayed is an elided document name (first 25 characters). The Search
Sphere contains one or more semi-transparent rings each corresponding to a search term. The terms themselves
are placed at a position on the circumference of the Search Sphere, which we call the spoke which is also the
centre point of its ring. Intersection of rings represents the conjunction of the corresponding terms in the query;
non-intersection represents disjunction. In contrast to Venn diagram approaches such as Jones [17], results are
also shown as part of the same visual representation. (In Jones’ work results were displayed conventionally as a
separate list.) Unlike in pure Venn diagram visualizations, these rings are not mathematical sets; the position of a
document in a ring is significant and gives a measure of relevance. In Search Sphere the distance of a document’s
location from the corresponding spoke gives the relevance of that document to a search term. Gradient shading is
used as a visual cue.

Search Sphere is not tied to any particular search system rather it is conceived as a front end to a search engine.
The examples given here employed Google Search as the backend search. Multiple backend searches for the
multiple queries, or points of interest [24], are required to produce the results. This is explained with an example
below. Figure 1(a) shows an example with a single search term, New York. The results displayed are Google
Search results where the distance of the document location from the spoke corresponds to the rank in results. The
radial position is defined as the position of a document with respect to the line connecting the spoke to the centre
of the Search Sphere. In this example the radial positions are not significant and where placed randomly. If a
search engine supports result set clustering or document-document similarity measures this information can be
used to cluster/position results in this representation.
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Time Scuare Cam- E arthCa
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(a) (b)
FIGURE 1: (a) Single search term and (b) Two search terms

In Figure 1(b) the first example is developed further by adding a second search term, hotel. Now you can see that
results for New York U hotel, New York \ hotel, and hotel \ New York, where U is the set intersection operator, and
\ the set-theoretic difference or relative complement operator. In addition, the distances of the document titles from
the spokes connote information. The documents in the central intersection area are the top results returned by
Google from the query “New York hotel”. The relevance of documents with respect to individual search term
gueries could be used to position the results slighted closer to either spoke; note that this information is not readily
available from Google Search. Clustering information, if available, could be utilized to place results in radial
positions, but the clusters would be tempered by the need to represent distance from a spoke which should take
precedence over cluster location. Spoerri argues that the lack of a strong visual cue for relevance makes it hard for
users to decipher the visual maps of many document-set visualization schemes [34].

3.1 Interpretation of Visual Metaphor

This simple visual can express Boolean queries, term frequency approaches to search [29], hybrids of both, and
also clustered results. By hybrid approaches we are referring to models of information search and retrieval that
incorporate aspects of frequency models and set based (for example Boolean) search. One well-know hybrid is the
p-norm Extended Boolean Model [28] which is an parameterized intermediary between the vector processing
model and Boolean query processing and collapses to either depending on parameter values. Strict interpretations
of Booelan queries have been found not to be compatible with the user’s interpretation [28]; neither is there a
provision for term weight assignment or non-binary relevance. Hence a preference for “soft” interpretations of
Booean requests in system implementations. Search Sphere has no explicit parameter, catering for either
interpretation depending on the underlying mechanisms.

A problem with representing each term as a circle in Venn diagram based representations is that it is awkward to
represent the conjunction of more than three terms. For example, the VQuery system circumvents this by allowing
the assignment of multiple query terms to a single circle [17]. While Venn diagrams can represent four or more
overlapping sets, the diagrams get cluttered. We do not believe this is a major weakness since user queries tend to
be very short and rarely will involve intersections of four or more terms. Search log analysis has consistently
highlighted low mean query length and a low mean percentage of queries containing an intersection expression;
one study gave 2.2 and 8 respectively [18]. Additionally, inventive techniques for the graphical display of more
complex expression and improving visual clarity have been developed [16].

The predominant list-based representation gives few cues to support the important task of deciding on a given
result’s relevance besides the list ordering. (Displaying document surrogates is one way of tackling this.) In
contrast, each part of the Search Sphere can be viewed to represent a different aspect of a search. For example,
the results listed in the area representing the overlap of two terms relate to the logical AND of those terms. Only a
small number of the most relevant results for each such aspect are displayed so as not to clutter the view causing
visual crowding. We restrict displayed results to seven for each query term. We thus subdivided the problem space
of visual search into two connected parts: One part of the problem is the selection of search terms and the
positioning of rings to form more complex query expressions. The other part is the user interpretation of a diagram
vis-a-vis comprehending the query and the corresponding map of results. We evaluated the later.

4. EVALUATION OF USER COMPREHENSION

We conducted an early lifecycle small-scale user study to ascertain estimates of user comprehension of Search
Sphere. College undergraduate students were given search tasks to perform with the aim of determining 1) error
rates and 2) preference for this type of visual search as opposed to familiar text-based search. It was the
expectation that most participants were familiar with Web search. The anonymous evaluation took the form of a
guestionnaire that was given to undergraduate college students via prearranged contact ensuring a very high
response rate. There was a time limit of 12 minutes. All of the questions were factual except for one question on

The 3rd BCS IRSG Symposium on Future Directions in Information Access

4



Evaluation of a Visual Search Interface

preferences. We obtained results from 54 persons, from two disciplines: 31 from Computer Science (CS) students
and 23 from Occupational Therapy (OT) students. These two groups were chosen because both would have
previous exposure to Web information retrieval systems but would have used different search tools in the process.

The questions were grouped into four sections: 1) participant’s search experience, 2) Google Search tasks, 3)
visual search tasks, and 4) comparison of Google Search and the visual search approach. The goals of the study
were presented up-front at the start. The first section contained general questions about respondents’ personal
profile (age, gender) and familiarity with various search engines and search methods/techniques. Section two
focussed on students’ ability to comprehend Google search queries of varying complexity. Boolean querying was
briefly explained with examples. The Google Search interface was presented as one would see it on screen, with
queries filled in for six different searches; see Figure 2(a). The six information needs for these queries were also
listed but in a different order; see Figure 2(b). Participants were asked to match the queries and information needs.

|C11.1'J:ago “hotel | Google Search |
| Chisago |G,.,mgle Search | 1. Documents about Chicago _
2. Document strongly about Chicago
|C}uu:agc. hotel |G°°gle Search | 3. Documents about hot_els in Chlcag_o _ _
4. Documents about Chicago excluding information about
) ] hotels
_ Google Search . .
|Chmg° Hilton | | 5. Documents about neither Chicago nor hotels
|_Chmgo hotel |Gm,g|e Search | 6. Documents about Chicago hotels but not Hilton hotels
|+Cl'|j£&gD |Goog|e Search |
(a) (b)

FIGURE 2: Text search evaluation: (a) Google Search expressions and (b) Information needs

The third section introduced Search Sphere and asked the respondents to identify relevant documents for the
same information needs as in section two. Included was a brief discussion of the visual metaphor. Instead of
formulating queries, respondents had to choose documents that they deemed to be most relevant. The graphic in
Figure 3 accompanied the questions. Note that documents were represented as simply docl, doc2, etc. so that the
titles didn't bias selection. The final section asked respondents which scheme they preferred, if any, and why.

doc2

s doc?
docd

docB
doc1

hotel .

Hilton

FIGURE 3: Visual search example in question

4.1 Results and Analysis

All the OT students had used Google Search, many Yahoo! Search and some specialized medical/health search
systems (classified as non-Web Search here) but few had used advanced query techniques; see Table 1. The
numbers in Table 1 are the number of students from the total of 23 who have experience of this search engine/
type of search. The average number of correct results for the visual search was slightly higher than for Google
Search; see Table 2. The numbers in columns are the numbers who got the questions correct. The normalized
average is the average of column seven scaled to a maximum for 1. The scaling allows comparison with the CS
Group results below. Blank answers were interpreted as being incorrect. The low value for visual search for
guestion six was partly down to respondents running out of time.

TABLE 1: Search history (OT Group: 23 Total)

Google Search 23 Yahoo! Search 17 Live Search 10
Any Other 5 Advanced Google Page 11 Non-Web Search 16
Boolean AND/OR 2 Term Exclusion 1  Phrasal Search 8

Other Techniques 4

TABLE 2: Correct interpretations (OT Group: 23 Total)

QL Q2 Q3 Q4 Q5 Q6 Average Normalized Average
Google 22 16 20 13 8 15 15.7 0.68
Visual 18 20 14 16 18 9 15.8 0.69
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As expected the CS students had on average used more search engines and search techniques. They performed
better than the OT group on the Google search tasks (0.75 as opposed to 0.68 for the normalized average) and
they performed even better on the visual search tasks (0.86 as opposed to 0.69 for the normalized average). In
particular both the OT and CS groups performed much better at the visual search for Q5 which contained two
negations.

TABLE 3: Search history (CS Group: 31 Total)

Google Search 31 Yahoo! Search 24 Live Search 9
Any Other 11 Advanced Google Page 21 Non-Web Search 18
Boolean AND/OR 13 Term Exclusion 9 Phrase Search 21

Other Techniques 10

TABLE 4: Correct interpretations (CS Group: 31 Total)
Q1 Q2 Q3 Q4 Q5 Q6 Average Normalized Average
Google 27 18 30 25 18 22 23.3 0.75
Visual 31 29 22 29 28 21 26.7 0.86

Overall accuracy is higher for the visual search approach with fewer mistakes in particular when negation is
involved. Both groups showed the same inclination with the difference wider for the more search-savvy CS group.
These preliminary results are to feed into the development of an interactive Web search interface.

4.2 Discussion and Second Prototype Development

These are preliminary findings based on a mock-up prototype. In carrying out the system design and evaluation as
few assumptions as possible where made about user’'s search behaviour. For example we did not restrict the
interface or the evaluation to cater for a particular type of informational need. User studies have revealed users’
search behaviour to be both diverse and unpredictable [32]. Constraining a future study to focus the examination
on particular seeking tasks may elucidate more about visual search. Also the quality of a visualization is influenced
by multiple factors such as expressiveness, appropriateness and effectiveness and more tests are required [6]. A
second generation prototype is now being developed in Silverlight, a rich client application development
environment created by Microsoft for the Web. This will enable experiments to be performed on query construction
as well as comprehension. An interactive interface will allow the creation, movement and re-sizing of rings with
immediate feedback of the changes in results. Cognitive research on the graphical query construction process
found that two different search patterns are used to express graphical queries, neither of which is pervasive [36].
Set assembly is the classical intersecting sets in classical Venn diagrams. Set refinement is the iterative creation of
successive subsets. They concluded that directly manipulable graphical interfaces that give users control over the
creation and placement of sets consequently warranted investigation.

We are also interested in investigating cognitive factors such as how individual differences in visual-spatial ability
may lead to performance differences in information search. Research has already shown there to be significant
cognitive differences in text-based search [2]. It is highly likely that individuals will have a preferential leaning
towards a particular approach. One issue in the preliminary results above is that users took longer to process the
visual queries. This is an issue that will be addressed in the creation of a second prototype.

5. RELATED WORK

Section 5.1 reviews related usability studies of relevance and Section 5.1 summarizes emerging Web-based
search visualizations.

5.1 Visual Search Usability Studies

Hertzum and Frokjaer [13] compared Boolean retrieval using a text-based and a Venn diagram representation and
found that the later was superior in terms of mean time required to formulate a query and error rate. Grokker has a
complicated visual interface which may help explain why one usability study found low user satisfaction [27]. User
studies of set assembly (term disjunction) and set refinement (term conjunction, negation) in Venn diagram
representations have revealed that users make fewer errors constructing queries than with text based interfaces
[15]. The formulation of Boolean queries textually is surprisingly error-prone [31]. With regard to the specific issue
of search results presentation, Hoeber and Yang presented a comparison of conventional list-based
representations with interactive visual representations [14]. The results of this small user study indicate that users
find the interactive visual approach more effective and satisfying.

5.2 Related Visualizations

Web technology has now developed to the point where these dynamic features can be added to a Web search
interface. Rich client applications using technologies such as AJAX, Flash and Silverlight allow interaction in the
browser. Many rich client search interfaces have been built in the last few years but only have a tiny share of the
search market. The Flash-based KartOO (http://www.kartoo.com) is one example of a visual Web search interface
but like many such systems focuses on the visualization of search results; the initial search terms are entered via a
conventional search box. An example of a Web search interface that does visualize the query is Boolify

The 3rd BCS IRSG Symposium on Future Directions in Information Access

6



Evaluation of a Visual Search Interface

(http://boolify.org), a Web-based educational tool enabling learners to construct Boolean queries out of puzzle
pieces with a simple drag-and-drop interface. Search terms as well as AND, OR and NOT operators are
represented as pieces that can be knitted together as in a jigsaw puzzle. Sortfix (http://sortfix.com/) is another
search interface supporting drag-and-drop of search terms aimed at children. TwitterVenn
(http://www.neoformix.com), built using the Processing programming language, allows the visualization of search
terms in Twitter “tweets” as Venn diagrams. Ujiko (http://www.ujiko.com) and eyePlorer (http://www.eyeplorer.com)
both use the radials of a Flash-based circle representation to guide query expansion.

The CircleSegmentViews system shares many characteristics with Search Sphere such as visual representation of
AND and OR operators, use of radial information, colour coding but maps the results sets using meta-data rather
than query terms. Klein and Reiterer carried out a user-centred study of visual query formation using this system
[19]. Location, colour and distance are utilized in the WebStar model; a “display sphere” contains subjects which
define interest centres [39]. Mooter (http://www.mooter.com) groups results in terms of themes so users can
pursue the theme(s) that they are interested in. In the InfoCrystal system, in addition to supporting visual
representations of Boolean queries, users can “assign relevance weights to the concepts and formulate weighted
queries by interacting with a threshold slider” [33]. A system that also shares a number of features with Search
Sphere is MetaCrystal [34], although MetaCrystal does not directly represent Boolean queries. With MetaCrystal a
direct manipulation interface enables users to iteratively compose and edit meta-searches. MetaCrystal uses a
“bull’s eye” layout to enable users to visually compare the search results of multiple retrieval engines. Shape (size),
colour, orientation and proximity are used to visually organize different search engine results in a circle. Whereas
Search Sphere represents document relevance in terms of the distance from a spoke, MetaCrystal has a rank
spiral, where most relevant results are closer to the centre. Sparkler is a visual meta-search engine using star plots
where documents map to a position on a spoke based on relevance [10]. Grokker (www.groxis.com) is a visual
meta-search engine that uses nested colour-coded circles or rectangles to visualize groupings of search results.
Results are organized into multi-level categories. Subcategories are represented as smaller circles within their
containing category. Filters can be applied, via sliders to restrict the search by source, domain, date, and
information density.

6. CONCLUSIONS

The trend towards interactive Web interfaces will lead to increasing use of visual metaphors in search and
information exploration. While research in visual user interfaces has already provided valuable lessons, more
experimentation is needed to meet the requirements of visual interactive Web search. We carried out an evaluation
of a novel search visualization building on work carried out previously. We assessed user query comprehension
and results selection and compared against the dominant text based Web search approach as exemplified by
Google Search. Results encouragingly showed that comprehension error rates were lower and preference stronger
for the visual approach but the information load of processing a complex interface is a vital constraint. This will
feed into the creation of a second interactive prototype which is underway.
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Abstract

Content-based information retrieval of multimedia data is a great and attractive
challenge which raises numerous research activities. As multimedia data become
ubiquitous in our daily lives, information retrieval systems have to adapt their retrieval
performance to different situations in order to efficiently satisfy the users’ information
needs anytime and anywhere. To enhance the content-based multimedia information
retrieval process, we propose an efficient similarity measure based on flexible feature
representations. We define the similarity model for content-based information retrieval
and show its feasibility on real world multimedia data. Furthermore, we briefly discuss
future research directions which we plan to investigate.

1. INTRODUCTION

Information retrieval systems are ubiquitous in our daily lives. They support us to store, manage
and access voluminous information based on the systems’ underlying data. Thus, the primary
aim of such information retrieval systems is to supply user’s with relevant and useful information
in order to satisfy their information needs. To this end, the system should perform the information
retrieval process of a user-specific query in an effective and also efficient way.

Prominent examples of information retrieval systems are search engines in the World Wide Web.
They enable us to do a search for interesting web pages, popular video clips, famous research
papers, gorgeous images, and so on. Almost all multimedia information inside and outside the
World Wide Web are made accessible via appropriate retrieval systems.

In order to fulfill retrieval and browsing tasks in the user’'s sense, information retrieval systems
use different kinds of models to represent their accessible data through additional semantic and
syntactic information. These information reflect the contents of the stored data and represent the
core of each information retrieval process.

To perform the content-based information retrieval process in an efficient way, we propose a
similarity model that extends the classic vector space model. We allow data objects to store
multiple feature vectors and compare these weighted sets with our new similarity measure.
Thus, the feature representation supports us to dynamically extract contents of multimedia data,
whereas the new similarity measure efficiently compares these feature representations with each
other.

We organize the paper’s structure as follows: In Section 2, we briefly review existing works and
backgrounds. We introduce our new similarity measure in Section 3 and give an impression of the
first practical retrieval results in Section 4. We briefly describe future directions in Section 5 and
conclude our paper in Section 6.
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FIGURE 1: Three sample images in the top row with their signatures in the bottom row.

2. RELATED WORK AND BACKGROUND

The methodology of information retrieval covers a broad range of distinct interdisciplinary research
areas like modeling and indexing data contents, searching information, evaluating retrieval results,
designing user interfaces, and so forth. To get an impression and overview of this widespread field,
we recommend the classic books of van Rijsbergen [1] and Salton et al. [2] and, for instance, the
modern books of Beaza-Yates and Ribeiro-Neto [3] and Manning et al. [4].

Research in these different fields yields to a multitude of modern information retrieval systems.
Each of the systems’ core is the underlying information retrieval model. These models specify the
way to store and access semantic and syntactic information of the data. Common classic models
for information retrieval are the Boolean model, the vector space model [5], and the probabilistic
model [6, 7]. These models are different in the way how they store the data and how they perform
different user tasks and queries.

In the present work, however, we focus on an extended vector space model that is suitable for
content-based multimedia information retrieval. Therefore, we store the contents of each data
object in a weighted set of vectors and call this set a signature (cf. the work of Rubner et al. [8]).

Definition 1. (Signature)
Given a data object o, the corresponding signature S, with length n* is defined as

SO:{(vf7wf) ‘Z: 17"'7ns}7

where n* is the number of vectors v$ € R™ with the corresponding weights w; € R*. The benefit
of this feature representation, in contrast to the traditional vector approach, is the flexibility and
adaptability of signatures to cover dynamic properties of vivid multimedia data. By extracting
signatures from multimedia data objects, information retrieval systems are able to capture
global as well as local object’s properties to ensure effective content-based information retrieval
processes.

Figure 1 shows an example of signatures from three different images. In this example, we
extract signatures comprising 20 vectors with the underlying feature dimension equal to seven.
These seven dimensions include two position components, three color components, one contrast
component, and one coarseness component. In the figure, we visualize the vectors according to
their position information with colored circles. The diameters of the circles reflect the weights of
the vectors. As we see in this example, signatures represent a flexible and also compressed way
to store data contents automatically without any additional semantic structure information.
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To judge contents of multimedia objects based on their automatically extracted signatures,
information retrieval systems compute similarities among signatures. Common similarity
measures for signatures are the Earth Mover’s Distance [8] or the Hausdorff Distance [9]. Both
are applicable to multimedia data, because they use an adaptable ground distance to determine
the distance between the signatures’ vectors. Nevertheless, both distances limit the performance
of modern information retrieval systems: Earth Mover’s Distances have high computation times,
whereas Hausdorff Distances suffer from the missing possibility to consider the weights of the
signatures.

3. ANEW SIMILARITY MEASURE

In this section, we present our new similarity measure for multimedia information retrieval
based on signatures. Therefore, we adapt the well-known concept of quadratic form distance
measures [10, 11] from simple feature vectors to the more flexible feature representation of
signatures. In order to compare two signatures, the challenging task consists in matching all of
the vectors of both signatures among each other. To achieve this in the distance computation, we
propose the following definition.

Definition 2. (Signature Distance)
Given two signatures Q = {(v},w]) |i =1,...,m} and P = {(v¥,w?) |i = 1,...,n} of any length
m, n, respectively, we define the Signature Distance measure SD as

SD(Q,P) = \/(@q _@p)'A' (@q _@p)T7

where w, € R"*™~* and w, € R"*™~* are the extended permuted vectors with the same length
which result from the signatures’ weights w! € R* and w? € R* as follows:

(n — k) weights of Q

Wy = (wg(l),...,wg(nik), wg(nikfl),..wwfr(n), 0,...,0)
k common weights
—_—
w, = (0,...,0, wZ(l),...,wZ(k), wi(kﬂ),...,wi(m)).

(m — k) weights of P

The extended permuted vectors w, and w, in the preceding definition consist of three blocks,
according to the vectors v{ and ! of the signatures. The first and the last block exclusively
comprise weights from signatures @ and P, respectively, sharing no common vectors, whereas
the block in the middle only consists of weights from @ and P sharing the same vectors. As
a result, the permutation 7 aligns the weights of the signatures to each other and enables the
multiplication with the similarity matrix A € R(»+m—k)x(n+m=k) which is determined dynamically
per distance computation. The dynamically generated similarity matrix A models the similarity
among all vectors and depends on the compared signatures.

We give the following example to illustrate the distance computation of the proposed Signature
Distance measure. For this purpose, we depict two signatures on the left-hand side in Figure 2.
Signature @ consists of three vectors vfr(i) which are depicted with the color light-blue, whereas
signature P consists of two vectors “fr(i) which are depicted with the color dark-blue. Both

signatures share one common vector, namely v;’r(?,) in signature @ and Ufr(l) in signature P. Thus,
the extended permuted vectors have the total length of five and they share exactly one common
component: the weights w , and v ,,.
Based on the extended permuted vectors of the signatures which have to be compared, the
similarity matrix is generated. In this example, the similarity matrix comprises three major blocks.
The light-blue block and the dark-blue block determines the similarity among the vectors of

signature @ and those of signature P, respectively. The overlapping block between the light-
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Two sample signatures: The extended permuted vectors:

) IEq = w:(l) wgr(2) w%(:&) po )
3 Wp = ( 0 0 wﬁ(l) wﬂ(z) )

v » o .
3 ‘Vnm The structure of the similarity matrix:

FIGURE 2: Two sample signatures on the left-hand side, the extended permuted vectors and the structure
of the similarity matrix on the right-hand side.

and dark-blue blocks models the similarity of the common vectors in both signatures. As in this
example exists only one vector which appears in both signatures, this block consists of exactly
one value. The other blocks of the similarity matrix model the similarities among the vectors of
signature 2 and signature P. As a result, the distance computation is finalized by multiplying
the difference of the extended permuted vectors w, and w, with the generated similarity matrix
according to Definition 2.

In order to generate the similarity matrix, we have to determine the similarities between two
vectors. We recommend to choose a function which is inverse proportional to a distance function.
Such a function guarantees the highest similarity value for the same vectors and lower similarity
values for different vectors.

4. PRACTICAL RETRIEVAL RESULTS

In this section, we present the first practical retrieval results of our new similarity measure. For
this purpose, we conducted several similarity queries on the Wang image collection [12] which
consists of 1.000 images from 10 different themes. Based on a k-means clustering in the feature
space, we extracted 20-dimensional signatures of the images including position, color, contrast,
and coarseness information.

Figure 3 visualizes some of the retrieval results which are given below the three different query
images with the most similar images on top of each column. The columns of each query show
the ranked results of the proposed Signature Distance (SD), the Earth Mover’s Distance (EMD),
and the Hausdorff Distance (HD), respectively. The figure reveals that the results of the Signature
Distance and Earth Mover’s Distance continually have a higher quality compared to that of the
Hausdorff Distance. Comparing the Earth Mover’s Distance with the Signature Distance, we
see that the latter has a slightly higher perceptual retrieval quality. Thus, we conclude that the
computed similarities of the Signature Distance are well comparable to the ones of the Earth
Mover’s Distance. In order to verify the perceptual results, we list the aggregated mean average
precision [4] values measured over 100 randomly chosen queries, based on the Wang image
collection, in the following table.

mean average precison
Quadratic Form Distance 0.51
Earth Mover’s Distance 0.50
Hausdorff Distance 0.33

TABLE 1: Aggregated mean average precision.

In addition to the quality of the retrieval results, we also measured the computation times needed
to generate the resulting rankings. As a result, the Hausdorff Distance has the lowest run-time of
23 milliseconds to generate the ranking. The Signature Distance has a run-time of 76 milliseconds,
whereas the Earth Mover’s Distance requires 261 milliseconds to finish the retrieval process. The
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SD EMD HD SD EMD  HD

FIGURE 3: Three different query examples and their ranked results. For each query, the columns depict the
results of the Signature Distance (SD), Earth Mover’s Distance (EMD), and Hausdorff Distance (HD).

experiments were implemented in Java and the run-times were measured on Intel XEON E5345
CPU-based machine with 2.33GHz.

Combining the perceptual qualities and the run-times of the retrieval experiments, we summarize
that our new Signature Distance advantages high retrieval qualities and comparatively low
computation times. Both properties are fundamental for efficient content-based multimedia
information retrieval.

5. FUTURE DIRECTIONS

For our future work, we plan to apply the proposed similarity measure on multimedia data to
retrieve content-based information. Therefore, we identify the following future research directions
on which we plan to contribute with our similarity measure:

In the field of region-based similarity search, we are interested in multimedia objects that are
similar to a region of a given query object. Thus, instead of querying multimedia databases with
complete signatures, we only use relevant components of query signatures to find those regions in
the signatures containing relevant information of the objects. The arising question is, if this relevant
components of the query signatures and of the signatures stored in multimedia databases can be
determined automatically within the proposed similarity measure.

In addition to region-based similarity search, we plan to focus our research in the field of adaptable
similarity search which considers the adaptation of the proposed similarity measure to different
user preferences. In order to improve the retrieval quality of content-based similarity search,
we plan to examine the properties of the underlying similarity matrix to capture those user
preferences.

The third aspect that we want to consider is the content-based retrieval of heavily sized databases.
As information retrieval is generally not restricted to a fixed size of the databases, we investigate
on techniques to query voluminous data in an efficient way. To support the retrieval process, we
plan to study approximation and indexing techniques of the proposed similarity measure.

6. CONCLUSION

We presented a new similarity measure based on flexible feature representations for efficient
content-based information retrieval of multimedia data. We define and illustrate this similarity
measure and show its feasibility and efficiency on real world multimedia data. As a result, we
conclude that our new similarity measure combines a low run-time of distance computation with a
high retrieval performance. Furthermore, we identify future research directions on which we plan
to contribute with our new similarity measure.
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Abstract

Personalized or recommender systems are a particular type of information filtering
applications. User profiles, representing the information needs and preferences of
users, can be inferred from log or clickthrough data, or the ratings that users provide
on information items, through their interactions with a system. Such user profiles
have been used, for example in iGoogle, to provide personalized recommendations
to the users. A user model is a representation of this profile, which can be obtained
implicitly through the application of web usage mining techniques.

Our work aims to develop Web usage mining tasks to model an intranet or local Web
site recommender system. We will focus on the users activity on a university Web
site, to customize the contents and structure the presentation of a Web site according
to the preferences derived from the user’s activity. The customization is based on an
individual’s user profile as well as a profile representing the collective interest of the
entire user community, in this case all users accessing the Web site. The outcome
will be personalized recommendations and presentation of a Web site with respect to
the user’s needs.

Keywords: Web usage mining, Recommender systems, Adaptive Web sites, Personalization

1. INTRODUCTION

The explosive growth of the Web has triggered an increasing demand of Web personalization
systems. Personalized information technology services have become a ubiquitous phenomenon,
taking advantage of the knowledge acquired from the analysis of the user’s navigational
behavior or usage data. Web usage mining (WUM) aims at discovering interesting patterns of
use by analyzing web usage data. This method provides an approach to the collection and
pre-processing of those data, and the construction of models representing the behavior and
the interests of users. These models can be automatically incorporated into personalization
components, without the intervention of any human expert (Girardi and Marinho, 2007).

Past research only focuses on how to meet consumers’ information needs from the perspective
of functional information, and they exclude most of the other information needs from their
consideration (France et al., 2002). Research conducted by France et al. stated that the attempts
of search engines and data mining technology to improve Web information search capabilities to
match up various information needs has been limited. Our research aims to work on usage mining
techniques to provide a user with personalized recommendations, by customizing the contents of
a Web site with respect to the user’s needs.

Let us use a university Web site as an example. Every user of that Web site (be it a student, a
member of staff or an external visitor) will have different interests, the challenge is to tailor the
presentation of the document collection according to each of these user’s profiles. Obviously, this
will only work if the user is in fact interested in having a personalised Web site. If not, then no user
activity will be recorded and no personalisation takes place. The Web site appears unaltered.
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While each user has individual interests, we can expect a lot of overlap. A newly registered
student who is searching for the teaching timetable is not alone. A lot of other students share this
information need and will have searched (and hopefully located) the appropriate documents on
the Web site. Hence, a Web site presented according to the entire user community’s information
access activities is likely to make it easier for new users to find relevant documents quickly. Again,
there is no need to enforce such customization, this can easily be switched off and the Web site
appears as normal.

The point of the above example is that we are hoping to capture both user and community
search/navigation trails to make the entire Web site adaptive and customize it according to the
two profiles which capture these activities: user and community profiles.

Originally, the aim of Web usage mining has been to support the human decision making
process (Baraglia and Silvestri, 2007). Thus, the outcome of the process is typically a set of data
models that reveal knowledge about usage patterns of users. WUM typically extracts knowledge
by analyzing historical data such as Web server access logs, browser caches, or proxy logs. Using
WUM techniques, it is possible to model user behavior, and therefore, to forecast their future
movements (Baraglia and Silvestri, 2007). The information mined can subsequently be used in
order to personalize the contents of Web pages. Web personalization (WP) or recommender
systems are typical applications of WUM. Although most of the work in Web usage mining
is not concerned with personalization, its relationship to personalization issues has brought
promising results (Girardi and Marinho, 2007). The knowledge discovered through the usage
mining process serves as operational knowledge to personalization systems (Girardi and Marinho,
2007). Realizing the potential of WUM techniques to construct this knowledge, our proposed
research aims to provide the personalization recommendations to the users, as an output from
analyzing the user’s navigational behavior or usage data.

2. RESEARCH QUESTIONS AND OBJECTIVES

We are conducting research designed to answer the following questions:

e How can Web usage mining techniques capture the behaviour and interests of users of a
Web site?

e How can the captured knowledge be utilized to construct personalized recommendations on
the content and presentation of the Web site?

The following objectives have been formulated to answer the research questions:

¢ To develop Web usage mining tasks based on some phases and applied techniques such
as data collection, data pre-processing, pattern discovery and knowledge post-processing

¢ To construct models representing the behavior and the interests of individual users as well
as a community of users from local Web sites or intranets

e To construct an integrated profile for any related patterns of profile based on the user and
community profiles

e To construct personalized presentations guided by profiles (based on the integrated
profiles).

3. RELATED WORK

Relevant work and field studies related to Web usage mining and personalization are discussed.
Among the important subjects being discussed are adaptive Web sites, Web usage mining,
recommender systems, and personalization, its previous work and how they relate to our
research.

3.1. Adaptive Web Sites

Adaptive web sites automatically improve their organization and presentation by learning from
user access patterns (Perkowitz and Etzioni, 1997). There is a lot of work going on about mining
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the users’ clickthrough patterns and understanding query intent to improve search result sets,
e.g. (Hu et al,, 2009) and (Bayir et al., 2009). Adaptive web sites can make popular pages
more accessible, highlight interesting links, connect related pages, and cluster similar documents
together. Perkowitz and Etzioni discuss possible approaches to this task and how to evaluate
the community’s progress. The focus is either on customization: modifying web pages/site’s
presentation in real time to suit the needs of individual users; or optimization: altering the site
itself to make navigation easier for all. One user’s customization does not apply to other users;
there is no sharing or aggregation of information across multiple user, and transformation has
the potential to overcome both limitations (Perkowitz and Etzioni, 2000). In the Web domain, we
observe a visitor’'s navigation and try to determine what page she is seeking, to offer the desired
page immediately. Index page synthesis is a step towards the long-term goal of change in view:
adaptive sites that automatically suggest reorganizations of their contents based on visitor access
patterns (Perkowitz and Etzioni, 1999).

Our research will be focusing on customization: to modify Web pages/site’s presentation to suit
the needs of individual users. However, this will be based on the integrated profile, which combine
both the user profile and community profile. Perkowitz and Etzioni introduce transformation as their
approach, while our work will be using both customization (based on the user profile), and also
transformation (which is related to the community profile). Compared to Perkowitz and Etzioni’s
work, this work will be fully automatic and does not involve any Web administrator / webmaster
within the process. Apart from that, their previous work and motivation focus much on index page
synthesis, and aims to automate the placement of new index pages at the Web site. Their work
are not focusing on user profiles and they are looking for adaptive sites as the long-term goal of
the research, while this work is focusing on adaptive system and personalization based on the
user and community profiles. Compared to other previous works, the main difference is to adapt
its content and presentation based on the integrated profile, for local Web site or intranet access.
Apart from that, the system will not be relying on explicit user feedbacks or working with any
webmaster control.

3.2. Web Usage Mining

During the last years, researchers have proposed a new unifying area for all methods that
apply data mining to Web data, named Web mining (Kosala and Blockeel, 2000). Web mining
is traditionally classified into three main categories: Web content mining, Web usage mining,
and Web structure mining. Web usage mining aims at discovering interesting patterns of use by
analyzing Web usage data (Girardi and Marinho, 2007). It is the process of applying data mining
techniques to the discovery of usage patterns from Web data generated by user interactions with
a Web server, including Web logs, clickstreams and database transactions at a Web site or at a
group of related sites (Corsini and Marcelloni, 2006). (Kruschwitz et al., 2008) suggest to apply
log analysis technique to electronic document collections and intranets, as search in this type of
collections has attracted much less attention, but locating information within such collections can
be as difficult as the open Web. Web usage mining is an excellent approach to make dynamic
recommendations to a Web user, based on his/her profile in addition to usage behaviour. Usage
patterns extracted from Web data have been applied to a wide range of applications (Srivastava
et al., 2000).

Different modes of usage or mass user profiles can be discovered using Web usage mining
techniques that can automatically extract frequent access patterns from the history of previous
user clickstreams stored in Web log files (Nasraoui et al., 2008). These profiles can later be
harnessed towards personalizing the Web site to the user. The issue of Web mining is discussed in
detail in (Eirinaki and Vazirgiannis, 2003). Apart from Web usage mining, user profiling techniques
can be performed to form a complete customer profile (Eirinaki and Vazirgiannis, 2003). Our
research aims to model personalization components based on Web usage mining techniques.
Generally, the outcome would be the model of Web personalization systems that elaborate the
Web usage information based on user’s navigational behavior. The following section discusses
Web recommender and personalization systems, and how they relate to our research.
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3.3. Recommender Systems

Collaborative filtering and content-based filtering are two types of common recommender
systems. Collaborative filtering (CF) is the process of filtering or evaluating items through the
opinions of other people (Schafer et al., 2007). Ratings in a collaborative filtering system may
be gathered through explicit or implicit means, or both. According to Schafer et al., collaborative
filtering can predict what information users are likely to want to see, enabling providers to select
subsets of information to display. In this way, collaborative filtering enables the Web to adapt to
each individual user’s needs. Content-based recommendation systems analyze item descriptions
to identify items that are of particular interest to the user. A profile of the user’s interests is used
by most recommendation systems. (Pazzani and Billsus, 2007) describe two types of information
for user profiles; a model of the user’s preferences and a history of the user’s interactions with
the system. One important use of the history is to serve as training data for a machine learning
algorithm that creates a user model. When the user explicitly rates items, there is little or no noise
in the training data, but users tend to provide feedback on only a small percentage of the items
they interact with.

Content-based filtering and collaborative filtering have long been viewed as complementary.
Content-based filtering can predict relevance for items without ratings, while collaborative filtering
needs ratings for an item in order to predict for it. Content-based filtering needs content to analyze,
and collaborative filtering does not require content. While people find the quality of multimedia data
(e.g., images, video, or audio) for web pages important, it is difficult to automatically extract this
information (Schafer et al., 2007). More often collaborative filtering and content-based filtering are
automatically combined, sometimes called a hybrid approach. Such systems generally use CF to
try and capture features like quality that are hard to analyze automatically. Our research aims to
provide personalized navigational information that elaborates the web usage information based
on individual user and user community profiles. This could be done based on the user’s activity or
interaction through emails, searching or navigation behaviour. In this case, collaborative filtering
may not be necessary apart from content-based filtering, to capture important usage patterns.
The research direction is more into providing personalized recommendations by identifying the
area of interests of a user, and to adapt with the community profile.

3.4. Personalization

Web usage mining has been suggested as a new generation of personalization tools which can
address the shortcomings of more traditional systems such as manual decision rule systems,
collaborative filtering systems and content-based filtering agents (Mobasher et al., 2000). The
idea of Mobasher et al. is to use page view and session information to automatically obtain usage
profiles. The WebPersonalizer System is presented, which uses two methods to discover usage
profiles: computing session clusters and association rule discovery. Research done by (Albayrak
et al., 2005) propose a multi-agent system composed of four classes of agents: many information
extracting agents, agents that implement different filtering strategies, agents for providing different
kinds of presentation and one personal agent for each user. The personal agent should constantly
improve the knowledge about “his” user by learning from the given feedback, which is taken for
collaborative filtering. (Teevan et al., 2005) suggest to re-rank the results provided by current
search engines. They mention that implicit user feedback is more useful compared to explicit
feedback. Our research is not going to personalize the results provided by search engines, but
will focus on a personalized presentation of the Web site.

(Agichtein et al., 2006) introduce robust, probabilistic techniques for interpreting clickthrough
evidence by aggregating across users and queries. They interpret post-search user behaviour
to estimate user preferences in a real Web search setting. They show that by aggregating
user clickthroughs across queries and users, they achieve higher accuracy on predicting user
preferences. Agichtein et al. aim to improve Web search ranking. Our research is not looking at
Web search scenarios, but at intranet search. Besides that, Agichtein et al. use queries from query
logs (from major Web search engines) with search results that were manually rated, and user
interaction data. Differently, our research will be based on the user’s profile and community profile
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FIGURE 1: Preliminary architecture

to provide personalized recommendations, which will be done automatically and does not involve
any manually rated results. A number of systems for personal search are available on today’s
PCs, including systems from Microsoft (desktop.msn.com), and Google (desktop.google.com).
Research by (Cutrell et al., 2006) suggest Phlat, that combines keyword and property-value
search, allowing users to find information based on whatever they may remember. Among
problems and research directions being addressed is whether these designs can be extended
to include ’non-personal’ content (information sources of interest that users are not familiar with,
such as news and intranet). Three research areas to be explored in personalization include
recommendations, information filtering, and personalized presentation. These three areas are
relevant but fairly big, therefore our future work will look into personalized presentation. This is to
be done based on the user’s profile from his searching/navigation activities, in combination with
the community profile.
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4. RESEARCH OUTLINE, DATA STRUCTURE AND EVALUATION

The system’s preliminary architecture and some relevant data structures is shown in figure 1. The
data flow is as follows:

A user’s activity is logged based on emails, searching and navigation behaviour.

Web log analysis techniques are used to trace a user’s behaviour or preferences.

All the user’s activities will be used to construct a user profile. The community profile is built
in the same way without restricting it to a single user.

An integrated profile combines user and community profiles in a uniform way.

The outcome is a personalized presentation guided by profiles (based on the integrated
profile).

Different types of data structure from Web page, email, text document and image can be treated
in a uniform way. Each of them can be broken down into entities like title, descriptor or meta tags,
content, unique identifier and contextual information. For example, contextual information of a
Web page include Web documents under the same URL, while contextual information of an email
include email of the same thread or information whether the email was read or written by the user.

We are at a very early stage of this research but we imagine that the outcomes will be useful
in a number of different information access tasks including search, browsing and navigation.
Ultimately, we are aiming at evaluating the developed techniques in some realistic Intranet
settings and compare them against sensible baselines, e.g. standard search interfaces. In more
detail, we plan to conduct task-based evaluations involving real users of a university Web site.
The evaluations will have to address the questions whether information can be found in fewer
interaction steps when using profiles, whether more relevant information can be found, whether
the comparison of the two approaches (personalized versus baseline) shows differences in user
satisfaction, etc. As a preliminary guide we use the evaluation paradigms developed for the TREC
Interactive Track.

We do appreciate that one problem of such personalized search is the issue of "consistency”, i.e.
users expect consistency in a system’s behaviour. We will need to address this issue and include
some appropriate measures in the evaluation process.
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Abstract

In this paper we introduce a novel approach for query perform ance prediction based
on ranking list scores dispersion. Starting from the premis e that different score
distributions appear for good and poor performance queries , we introduce a set of
measures that capture these differences between both types of distributions. The

proposed measures will employ the ranking list, output of a s earch system, as an
information source to predict query performance in terms of MAP. The obtained
results reveal a significant correlation degree with MAP and are very similar to those

achieved with more complex methods. Finally some generic op en questions that could

guide further research on query prediction methods are intr oduced.

Keywords: Query Performance Prediction

1. INTRODUCTION

During the last years a growing attention has been focused on the problem of query performance
prediction. This topic has turned into an important challenge for the IR community. Query
performance prediction deals with the problem of detecting those queries for which a search
system would be able to return a document set useful for an user. In other words query prediction
objective is the development of a search system able to estimate the quality of its answer before
the relevant document set is supplied to the user.

A wide range of possible applications appears for a system like the described before. For example
a system could ask the user for some extra information in order to improve the result quality before
an answer is supplied; a federated search system could select the best answer from any of its
sources; a specialised search system on one specific subject could decide by itself if it needs
make use of a broader topic index in order to supply a better answer.

In this paper a novel approach for query performance prediction is introduced. The proposed
method falls into post-retrieval prediction methods. This type of predictors make use of the
information supplied from the search system, once the search has been carried out, opposite to
pre-retrieval prediction where the estimation is computed before the search has been completed.
The proposed method is based on the study of document scores distribution among the document
scores ranking list. This proposal is based on the hypothesis that some differences between the
scores distribution of good performance and poor performance queries can be observed. Some
measures that try to capture the prior differences among document scores from a ranking list will
be proposed in order to predict query performance.

1.1. Related work

In the last years several works dealing with query performance prediction have been proposed. In
general the different prediction methods can be classified into two main groups, those approaches
that use information from the results obtained after a query is executed (post-retrieval predictors),
and those that try to estimate query difficult before the ranking list is obtained from the search
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engine (pre-retrieval predictors). In general it is accepted that the last has as main advantage a
low computational cost even at the expense of providing less accurate estimations.

Pre-retrieval predictors use statistics as collection frequency (CF), inverse document frequency
(IDF) or query length. These methods try to detect the ambiguity of the query based on these
statistics. He and Ounis [9] propose different measures based on IDF and CF as the inverse
collection term frequency mean or the IDF standard deviation. Recently Zhao et al. [17] have
proposed some measures based on the standard deviation of the query terms, which are weighted
using a TF-IDF schema.

Post-retrieval methods are more related to the approach introduced in this paper. First attempts
were started by [5] where Clarity Score was proposed. This estimator tries to measure the
ambiguity of a query with respect to the document collection. The ambiguity of a topic is calculated
with Kullback-Leibler divergence (KLD) between the collection and the top ranked documents
language model. A good performance query will show a high divergence value, it can be explained
by the fact that top ranked documents are about a single topic and this involves low ambiguity.
Further works based on Clarity Score like Ranked List Clarity Score, which replace ranking scores
by ranking position, and Weighted Clarity Score that assigns different weights to query terms in
order to calculate KLD, appears in [6].

More specific methods for the web environment can be found in [18], Weighted Information Gain
and Query Feedback, where both measures show a good performance for ‘ad-hoc’ and Named
Pages tasks. The first method tries to measure the information gain between a state where an
average document is retrieved and the state where the real search has been accomplished. On
the other hand Query Feedback models the retrieval system as a noisy channel. The input for
the noisy channel is the query and the output is the ranking list obtained. From this premise
the authors try to measure the degree of noise introduced by the retrieval system and from it to
estimate the query performance.

Carmel et al. [4], try to model the relation among the three components that take part into the
process of retrieval: topic, set of relevant documents and the collection. The relation between
them is measured by means of the Jensen-Shannon divergence. Once the previous measures
have been calculated they propose the application of a machine learning method to combine
them.

In the works developed by Yom-Tov et. al [16] the proposed model was based on the agreement
between the full query and sub-queries, where each one of these sub-queries include only
one term from the original query. ‘Agreement’ is measured from the overlap between full query
and sub-queries ranking list results. They conclude that in general hard queries will not show
agreement between the obtained ranking list, while a high level of overlapping will mean a good
performance query.

Aslam and Pavlu [3] propose a technique based on the Jensen-Shannon divergence between
the ranking lists obtained from multiple retrieval functions. This approach is based on the idea
that for ‘easy’ queries ranking functions must agree and therefore a lower divergence would be
calculated.

A different approach based on KLD was proposed by Amati et al. [1]. Here the term frequency
divergence between top retrieved documents and the whole collection is measured. They claim
that a well-defined query (good performance topic), will show a significant divergence.

Recently a new improved version of clarity score has been presented by Hauff et. al [8]. The
authors propose two main contributions to clarity score. First, the set of the feedback documents
used in order to compute the query language model is fixed to the documents that contain all
query terms. Next, they propose to select a subset of terms from the retrieved documents in order
to remove the noise generated by those terms with a high document frequency.
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Figure 1: 5 Best Performing Topics (left) Vs 5 Worst Performing Topics (right), from Robust 2004 using
BM25. Scores have been normalised in [0, 1]. The maximum number of retrieved documents has been fixed
to 1000.

Following, a set of new post-retrieval predictors based on the scores dispersion among a ranking
list will be introduced. These measures will employ the ranking list obtained from a retrieval system
in order to predict the query performance, with a low computational cost.

2. RANKING LIST SCORES DISPERSION AS A PREDICTOR

The approach proposed on this paper is based on the study of the ranking list obtained after a
retrieval process is executed. As it is well known a ranking function tries to order documents based
on their relevance for a topic. For this purpose a ranking function assigns a weight (or score) to
each document in the collection. In a naive sense this score can be interpreted as a ‘quantitative
measure’ of the document relevance. The ranking list scores distribution can be an indicative of
the quality performance for a specific topic. Based on this premise some differences between
document scores distribution for good and poor performing topics should be observed.

For example, if a ranking list has a high value of dispersion among the document scores, it could
be a sign that the ranking function has been able to discriminate between relevant and not relevant
documents. On the other hand if a low level of dispersion appears, because the ranking function
has assigned similar weights, it can be interpreted as it was not able to distinguish between
relevant and not relevant documents.

The differences in terms of scores dispersion can be observed in figure 1, where some of the best
and worst performance topics for Robust 2004 are represented. As it can be seen best topics
show a longer distance between maximum and minimum score and a sharp slope. Opposite to
this, topics with poor performance show a lower distance between maximum and minimum and a
softer slop.

A feature of this approach is that it can be applied independently of the ranking model employed
for retrieval. The reason for this characteristic is due to retrieval models try to maximise in terms
of score, the differences between relevant and not relevant documents'. Based on this property
the proposed approach can be considered as a generic method of quality performance prediction,
not dependent on the model applied for document weighting.

The measures that will be introduced on next section are focused on trying to capture the
differences between good and poor performance topics in terms of dispersion. In order to evaluate
the quality of the proposed measures the correlation between them and AP (average precision)
will be computed.

1At least for probability based ranking models.
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Figure 2: Scores histogram and scores standard deviation respectively for Topic 313. Scores have been
normalised in range [0, 1]. The maximum number of retrieved documents has been fixed to 1000.

2.1. Proposed Measures

A reliable method to capture and measure dispersion along the obtained ranking list is a key part
of this work. Some prior studies have tried to model how document weights are distributed along
a ranking list. In general, and as a simplification, it can be assumed that an adequate model
could be a mix between an exponential and a normal probability distribution. Exponential for not
relevant documents, and normal for relevant documents [12, 13]. Generally a great number of
retrieved documents are not relevant (exponential distribution), thus it is likely that a great number
of documents will be weighted with a low score. A consequence of it is that ranking lists shape
use to hold a long tail where a majority of not relevant documents are placed, see figure 1. It is
important to understand how the scores distribution will affect some of the typical measures in
order to capture the dispersion.

Some notation is needed to define the following proposed measures: (i) A ranking list RL is a
document list sorted in decreasing order by their documents scores; (i:) The score assigned to a
document d, placed at position i into the ranking list, by a ranking function is defined as score(d;).

1. Minimum normalised score: A first approach to measure the dispersion can be computed
with the minor document score found into the ranking list. The minimum score must be
normalised in order to make possible a comparison among it and the minimum scores
obtained by the rest of topics. Thus for a ranking list of size N:

Min — score(dy)

score(dy)

2. Standard Deviation: Standard deviation o is a simple measure of the variability or
dispersion of a data set. A low standard deviation indicates that the data points tend to
be very close to the same value (the mean p), while high standard deviation indicates that
the data are spread out over a large range of values. Given ranking list scores mean p(RL),
standard deviation is computed as next:

(score(d;) — u(RL))?

WE

o(RL) = %

i=1

A drawback in the use of the standard deviation is caused by the great number of low
scores assigned by the ranking function. As was described previously, a high percentage of
document scores have a low value, which causes that mean is displaced towards the region
of densest distribution, that is the tail of the ranking list as can be seen in figure 2 (left). As
a consequence of it, the deviation on the top documents is not captured properly when the
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standard deviation is computed along the full ranking list.

3. Maximum Standard Deviation: A different approach to minimise the effect of low scores
high frequency is computing the maximum standard deviation. This estimator is based on
the idea of computing the standard deviation at each point in the ranking list, and selecting
the maximum standard deviation found. As can be seen in figure 2 (right), which shows
how standard deviation evolves along ranking list, this measure tends to decrease once the
maximum has been reached, coinciding with the start of the ranking list tail. The 0,4, IS
defined as next:

Omaz = maz[Vd € RL,0(RL q)))]

Following, the experimental setup designed in order to test the validity of the proposed measures
will be described.

3. EXPERIMENTAL SETUP

The validity of a query performance predictor is tested based on the correlation coefficient
between the proposed predictor and the performance of the real search system in terms of AP.
Besides correlation coefficients, a standard test collection and a set of state-of-art retrieval models
have been used.

Correlation: On related literature three different correlations coefficients can be found: Pearson,
Spearman(p) and Kendall(r). Pearson indicates the strength and direction of a linear relationship
between two data series. Kendall and Spearman are based on ranking correlation between
both data series. In both cases values are ranked and the correlation coefficient depends on
the observable differences between both ranks. More specifically Spearman applies a basic
linear correlation between both rankings while Kendall computes the correlation value counting
pairwise swapping needed in order to transform one ranking into the other. The three correlation
coefficients calculate a real number in the range [—1, 1], where 1 means perfect correlation, —1
means a perfect inverse correlation and 0 means no correlation at all.

Test data: The different measures proposed in this paper have been tested with the set of
documents from TREC Disk4 & 5, minus Congressional Record. This data was employed for
the Robust Track 2004 and contains around 528,000 documents with a total size of almost 2 GB
[14]. The set of topics are those available from the same track, that is topics 301-450 and 601-
7002, this makes a total of 249 topics with their relevant judgement. Only the field title from topics
has been employed in the experiments.

Ranking models: Since the proposed method can be applied to any retrieval model, we have
selected a set of retrieval models representative enough to test the validity and compare the
obtained predictions values among them. For each retrieval model® the parameters have been
fixed to the values recommended by Terrier documentation:

e Okapi BM25 [11] with parameters b = 0.34, k; = 1.2 and k3 = 8.
e Language Model proposed by Hiemstra in [10] with A = 0.15.
e DFR-PL2 proposed by Amati et. al in [2] with ¢ = 9.150.

4. RESULTS

The obtained results* after the execution of the experiments are shown at table 1. These
measures were computed with a default ranking list size of 1000. This is the standard size in
TREC experiments for the MAP calculation. As it can be seen the obtained correlation coefficients,
among the different retrieval models, are similar. This similarity, in the obtained results with the

2Topic 672 has been removed since no relevant documents can be found for it in the collection.
3The retrieval models have been tested with the Terrier search engine developed by The University of Glasgow.
4Obtained results are statistically significant at a level of 0.01.
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BM25 LM PL2
Sp Pe Ke Sp Pe Ke Sp Pe Ke

Min -0.53 -049 -037 -054 -042 -0.38 -0.53 -045 -0.37
o 049 039 034 048 035 033 043 030 0.29
omaez 057 040 041 054 040 039 052 037 0.37

Table 1: Spearman(Sp), Pearson(Pe) and Kendall (Ke) correlation coefficients obtained with the proposed
measures.

different retrieval models, can be interpreted as a proof of a common behaviour in terms of scoring,
as was suggested before.

Minimum score measure shows a significant correlation degree, although its performance could
drop when a whole ranking list is used. This is a consequence of the ranking list trend to achieve
zero at the lower positions, when the scores have been normalised by the maximum score found.
As was expected and due of the ranking list tail effect described before, standard deviation shows
a poor performance measuring the scores dispersion.

On the other hand the results obtained with the maximum standard deviation outperforms to those
achieved with standard deviation. Therefore ¢,,,, avoids, at least in part, the lack of precision, in
terms of dispersion measurement, obtained by the classic standard deviation.

5. CONCLUSIONS

In this paper some novel query performance predictors have been introduced. The obtained
results show that measures based on standard deviation over scores ranking list, can be used
to predict the quality of a search system reply.

The application of standard deviation as a dispersion measure for a ranking list, has shown to be a
weak approach due to the noise introduced by the not relevant documents set retrieved. In order to
avoid the prior effect the ¢,,4, has been applied and it has improved the results acting as a noise
reduction method. The correlation degree has been calculated with the most important correlation
coefficients obtaining for all of them similar results. The obtained results outperform pre-retrieval
approaches with a similar computational cost. In relation with post-retrieval approaches the results
obtained are similar with the advantage of a much lower computational cost.

The consistency of the obtained results with the different retrieval models suggests the validity of
the proposed method independently of the retrieval model. The main reason of this generalisation
is achieved due it is based on a common expected behaviour of any ranking retrieval model, that
is, the ability to distinguish between relevant and not-relevant documents for a specific topic.

6. FUTURE WORK

As a consequence of the study of the related work and the development of a new family of
predictors, some open questions have been identified which could guide further research about
this topic. Firstly it has not been established clearly which correlation coefficient is more adequate.
Evaluations based on any of the three traditional correlation coefficients can be found, these are
applied indistinctly without a clear justification of its use. This issue has been recently discussed
by Claudia Hauff et al. in [7].

Moreover an evaluation based only on correlation coefficients can be hard to interpret. As can
be found on the related literature, the obtained results in terms of correlation degree between
prediction methods are almost equivalent for many of them. Some other measures have been
proposed as Kendall Average Precision by Yilmaz et al. [15], and Root Mean Square Error in [7].
In our opinion a new family of different evaluation measures should be proposed, these measures
should be more focused on the qualitative aspects of the prediction methods, and thus it should
guide us towards a better understanding of the possible applications of prediction methods.
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Finally, the application of prediction methods to improve some of the typical tasks related with
information retrieval, as query expansion or search systems responses selection, should be
further studied. We will try to answer the open questions raised on this work in further research.
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Abstract

We present ongoing work on the Semantic Information Retrieval Engine (SIREn), an
“entity retrieval system” specifically designhed to meet the requirements of indexing
and searching a large amount of semi-structured data, e.g. the entire Web of Data.
SIREn supports efficient full text search with semi-structural queries and exhibits
a concise index, constant time updates and inherits Information Retrieval features
such as top-k queries, efficient caching and scalability via distribution over shards.
We demonstrate how SIREn can effectively answer queries over 10 billion triples on
single commodity machine. The prototype is currently in use in the Sindice search
engine which index at the present time more than 50 million harvested documents
containing semi-structured data.

Keywords: Web of Data, Resource Description Framework, Semi-Structured Data, Inverted Index, Scalability

1. INTRODUCTION

The amount of Resource Description Framework' (RDF) and Microformats available online has
grown tremendously in the past years. RDF and Microformats are specifications that allow web
sites to expose semi-structured information for machine reuse, implementing something referred
to as the “Web of Data”, Semantic Web [13] or even Web 3.0. In a way, the idea behind the Web
of Data is to “create a universal medium for the exchange of data where data can be shared and
processed by automated tools as well as by people™. Typical uses of Web of Data are automatic
interactions with advanced clients, e.g. automatic integration with the user’s calendar and contact
list by encoding entities using formats such as HCard, FOAF, or VCard, search engine result
customization, advanced data mashups, etc.

On the one hand the Linked Open Data® community has made available several billion triples
equivalent of information, driven by the idea of open access to semi-structured data. On the other
hand, an increasing number of relevant Web 2.0 players (LinkedIn, Yahoo Locals, Eventful, Digg,
Youtube and Wordpress to name just a few) have also added some form of semi-structured data
markups given the support now available in Yahoo with the Searchmonkey project, and in Google
with its support for RDFa structured snippets.

Precise measurements of this growth are not available, but partial reports and private
communications of which we are aware, estimate it in several billions of RDF triples and
approximately half a billion of marked up web pages, likely totalling several billion triples equivalent.
Whatever the current size of the Web of Data is today, the trend is clear and so is the requirement
for handling semantically structured data with a scalability in the same class of traditional search
engines.

In this paper we present the Semantic Information Retrieval Engine, SIREn, a system based
on Information Retrieval (IR) techniques designed to search “entities” and exhibiting many
characteristics of IR systems such as web like scalability, incremental updates, top-k queries and
efficient caching among others.

"Resource Description Framework: http: //www.w3.org/RDF/
2Semantic Web Activity Statement: http://www.w3.0rg/2001/sw/Activity.html
SLinked Data: http://linkeddata.org/
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1.1. Web of Data: Preliminaries

The Web of Data is based on the RDF data model that provides the functionality of making
machine understandable statement about any resources. An RDF statement is expressed as a
triple (s, p, 0) consisting of a subject, a predicate, and an object and asserts that a subject
has a property (predicate) with some value (object). Given three infinite sets U, B and L called
respectively URI references, blank nodes and literals, an RDF statement (s, p, 0) is an element of
(UUB)xU x (UJBUL). An RDF statement can be interpreted as a labelled edge where both the
subject and object are the nodes and the predicate is a labelled edge connecting the two nodes.
While RDF triples are a seemingly simple concept, the true power of RDF lies in the fact that these
triples are combined to form a labelled, directed multi-graph, as depicted in Fig. 1a.

The Web of Data is composed of many interconnected RDF graphs, or datasets, each one nameable
by an URI. These named graphs [5] are composed of quads. A quad ¢ is a statement (s, p, 0, ¢) with
a fourth element ¢ € U called “context” for naming the RDF dataset in order to keep the provenance
of the RDF data.

1.2. Web of Data: Requirements for SIREn

SIREn has been conceived to index the entire “Web of Data”. The requirements have therefore
been:

1. Support for the multiple formats which are used on the Web of Data;

2. Support for entity centric search;

3. Support for context (provenance) of information: entity descriptions are given in the context of
a website or dataset;

4. Support for semi-structural full text search, top-k query, scalability via shard over clusters of
commodity machines, efficient caching strategy and real-time dynamic index maintenance.

With respect to point 1, the two formats which enable the annotations of entities on web pages
are Microformats and RDF. At knowledge representation level, the main difference between
Microformats and RDF is that the former can be seen as a frame model while the latter has a graph
based data model. While these are major conceptual differences, it is easy to see that the RDF
model can be used effectively to map Microformats*. Under these conditions, we have developed
SIREn to cover the RDF model knowing that this would cover Microformats and likely other forms of
web metadata.

With respect to point 2 and 3, the main use case for which SIREn is developed is entity search:
given a description of an entity, i.e. a star-shaped queries such as the one in Fig. 1b, locate the
most suitable entities and datasets. This means that, in terms of granularity, the search needs to
move from “page” (as per normal web search) to a “dataset-entity”. The Fig. 1a shows an RDF
graph and how it can be split into three entities renaud, giovanni and DERI. Each entity description
forms a sub-graph containing the incoming and outgoing relations of the entity node.

Finally, we will see in Sect. 2 that the SIREn model enables dataset-entity centric search while
leveraging well known IR techniques to address the point 4.

1.3. Approaches for Entity Retrieval

Given an query, an Entity Retrieval System (ERS) helps to locate and retrieve a list of relevant
entities. An ERS should allow “imprecise” or “fuzzy” queries and rank the results based on their
relevance to the queries. The entity retrieval task is selection-oriented, the aim is to select potential
relevant entities (e.g. the top-k most relevant ones) from a large entity collection. Two main
approaches have been taken for entity retrieval, DBMS based and IR based.

1.3.1. DBMS based approaches

Typically, entities described in RDF data are handled using systems referred to as “triplestores” or
“quadstores” and that usually employ techniques coming from the DBMS world. Some of these are

4Any23: http://code.google.com/p/any23/
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deri.org OR
deri.ie

(a) Visual representation of an RDF graph. The RDF (b) Star-shaped query matching the entity
graph is divided (dashed lines) into three entities renaud where ? is the bound variable and
identified by the node renaud, giovanni and DERI * a wildcard

FIGURE 1: In these graphs, oval nodes represent resources and rectangular ones represent literals.
For space consideration, URIs have been replaced by their local names.

built on top of existing DBMS such as Virtuoso® or column stores [1] while others are purposely built
to handle RDF, e.g. [7, 16, 11].

These triplestores are built to manage large amounts of RDF triples or quads and they do so
employing multiples indices (generally b-trees) for covering all kind of access patterns of the form
(s,p,0,c). As for DBMS, the main goal of these systems is answering possibly complex queries,
e.g. those posed using the SPARQL query language®. This task is a superset of entity retrieval
as we defined it, and can be seen as transformation-oriented since DBMS provide functionality to
select entities but also to transform the result set (e.g. create a new RDF graph). This comes at the
cost of maintaining complex data structures and index duplication. Also they usually do not support
“imprecise” and top-k queries, but instead return all results that precisely match the query (similarly
to SQL query in relational databases).

1.3.2. Information Retrieval for Semi-Structured Data and RDF

Information Retrieval (IR) techniques [2, 9] offer tools to overcome such limitations and have been
shown by modern search engines to scale to the size of the web. For these reasons, recent
systems [17, 3] have started to explore IR also for searching RDF data.

SIREn continues on this trend of research by proposing a variant of a word level inverted index
based on a node-labelled tree data structure. Such technique is coming from IR for semi-structured
text [10] such as XML document. Node labelling schemes [14] have been developed to optimise
retrieval of XML search engines since they provide an efficient way to encode and query the tree
structure of an XML document. In this paper, we propose to adapt such technique to the RDF data
model.

The paper is organized as follows: we first present the index data model in Sect. 2.1 and the
associated query model in Sect. 2.2. We report in Sect. 2.3 a short overview of the results of
the current scalability evaluation.

2. THE SIREN MODEL

An entity description is a set of triples having one common node and can be depicted as a star-
shaped graph. The simplest semi-structured indexing method is to represent an entity as a set
of attribute-value pairs using field-based approach [8]. With field-based indexing, index terms are
constructed by concatenating the field name with the terms from the content of this field. For
example, if a publication has a field title, author and abstract, the index terms for the author field will
be represented as author:renaud and author:delbru.

While this technique is widely used, it has strong limitations when dealing with large amount of
heterogeneous semi-structured data:

5Virtuoso: http://virtuoso.openlinksw.com/
6SPARQL: http://www.w3.org/TR/rdf-sparql-query/
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renaud. delbru.fr
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~ 9 ’

gglgarﬂd gigvanni
i [1.1.21] [1.1.3.1] 211

(a) Conceptual representation of the data (b) Node-labelled data tree of the example dataset using Dewey’s encoding
tree model of the index

e
%
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FIGURE 2: The SIREn data model

1. ltis very inefficient to search across all the fields. A single query term will be expanded into a
disjunction of n index terms with n the number of different fields.

The lexicon becomes prohibitly large, and therefore index term lookups becomes expensive.
Many identical terms can appear in various fields, but will be considered as different terms by
the system. For example, if m terms appear in n fields, it will produce m * n index terms.
Multi-valued fields cannot be handled properly. At query time, we cannot differentiate if an
index term belongs to the first or second value of a field. This causes false-positive when
using term conjunction. For example, if a publication has two authors, e.g. Renaud Delbru
and Giovanni Tumarrello, then the query author:renaud AND author:tumarrello will return a
match which is not the expected behaviour.

A

w

In order to overcome these limitations, we designed an inverted index based on a tree-structured
data model that enables versatile star-shaped querying while enjoying efficient use of disk space,
effective compression, fast dynamic updates and sub-linear query processing.

2.1. SIREn Data Model

SIREn, similarly to XML information retrieval engine, adopts a tree data structure and orderings of
tree nodes to model datasets, entities and their RDF descriptions. The data tree model is pictured in
Fig. 2a. This model has a hierarchical structure with four different kind of nodes: context (dataset),
subject (entity), predicate and object. Each node can refer to one or more terms. In case of RDF,
a term is not necessarily a word (as in part of an RDF Literal), but can be an URI or a local blank
node identifier.

Inverted index based on tree data structure enables to efficiently establish relationships between
tree nodes. There are two main types of relations: Parent-Child (PC) and Ancestor-Descendant
(AC). To support this set of relations, the requirement is to assign unique identifiers (node labels)
that encodes relationships between the tree nodes. Several node labelling schemes have been
developed and the reader can refer to [14] for an overview of them. In the rest of the paper, we will
use a simple prefix scheme, the Dewey Order encoding [4], but the model is not restricted to the
Dewey scheme and another scheme (e.g. interval-based) could be used instead.

Using this labelling scheme, structural relationships between elements can be determined efficiently.
An element u is an ancestor of an element v if label(u) is a prefix of label(v). Fig. 2b presents a data
tree where nodes have been labelled using Dewey’s encoding. Given the label (1.2.1.1) for the term
Organisation, we can efficiently find that its parent is the predicate rdf: type, labelled with (1.2.1).

The data tree structure with PC and AC relations covers the quad relations CSPO (outgoing
relations) and COPS (incoming relations). Incoming relations are symbolised by a predicate node
with a ~1 tag in Fig. 2b. The tree data structure is not limited to quad relations, and could in theory
be used to encode longer paths such as 2-hop outgoing and incoming relations.
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2.2. SIREn Query Model

Since RDF is semi-structured data, we expect three types of queries: 1. full-text search (keyword
based), 2. semi-structural queries (complex queries specified in a star-shaped structure), 3. or a
combination of the two (where full-text search can be used on any part of the star-shaped query).
We present in this section a set of query operators over the content and structure of the data tree
that cover the three types of queries.

2.2.1. SIREn Operators

Content operators The content query operators are the only ones that access the content of a
node, and are orthogonal to the structure operators. They include extended boolean operations such
as boolean operators (intersection, union, difference), proximity operators (phrase, near, before,
after, etc.) and fuzzy or wildcard operators.

These operations allow to express complex keyword queries for each node of the tree. Interestingly,
it is possibly to apply these operators not only on literals, but also on URIs (subject, predicate and
object), if URIs are normalized (i.e. tokenized). For example one could just use an RDF local name,
e.g. name, to match foaf :name ignoring the namespace.

Structure operators In the following, we define a set of operations over the structure of the data
tree. Thanks to these operations, we are able to search content to limited tree nodes, to query node
relationships and to retrieve paths of nodes matching a given pattern. Joins over paths are possible
using set operators, enabling the computation of entities and datasets matching a given star-shaped

query.

Ancestor-Descendant: A//D A node A is the ancestor of a node D if it exists a path between A
and D. For example, the SPARQL query in Listing 1, line 1, can be interpreted as an Ancestor-
Descendant operator, line 2, and will return the path (1.2.2.1).

Parent-Child: P/C A node P is the parent of a node C if P is an ancestor of C and C is exactly one
level above P. For example, the SPARQL query in Listing 1, line 3, can be translated into a
Parent-Child operator, line 4, and will return the path (1.1.1.1).

Set manipulation operators These operators allow to manipulate nodes of the tree (context,
subject, predicate and object) as sets, implementing union (U), difference (\) and intersection
(N). For example in Listing 1, the SPARQL query, line 5, can be interpreted as two Parent-Child
operators with the intersection operator (AND), line 6.

In addition, operators can be nested to express longer path as shown in Listing 1, line 7 and 9.
However, the later is possible only if deeper trees have been indexed, i.e. 2-hop outgoing and
incoming relations of an entity.

Listing 1: SPARQL queries and their SIREn interpretation

SELECT ?g WHERE { GRAPH 7g { deri 7p renaud }}

deri // renaud

SELECT 7g ?s WHERE { GRAPH ?g { ?s name "Renaud Delbru" }}

name / "Renaud Delbru"

SELECT 7g 7o WHERE { GRAPH ?g { giovanni knows ?o . deri employerOf 7o . }}
knows™-1 / giovanni AND employerOf~-1 / deri

SELECT ?s WHERE { GRAPH <renaud.delbru.fr> { ?s knows renaud }}
renaud.delbru.fr // knows / renaud

SELECT ?g ?s WHERE { GRAPH 7g { ?s employerOf 7o . 7o name "renaud" . }}
employer0f // name / "renaud"

2.2.2. SPARQL Interpretation

In this section we discuss the extension by which, given the above discussed operators, it is possible
to support a subset of the standard SPARQL query language.

By indexing outgoing relations alone, we can show to cover the quad access patterns listed in
Table 1. A quad lookup is performed using the tuple operators. Join operations over these patterns
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[ SPOC | POCS OCSP CPSO CSPO OSPC
(?,55?) @p5?) | (2507 | (755¢) | (s.55¢) | (s,%50,?)
0 c c/s s//o
557 [ (%p0?) | (7700 | (7p5e) | (s.p.70)
s p/o c//o c//p c/s/p
(s.p%7) | (7poc) | (s,70,0)
s/p c//p/o c/s//o
(s,p,0,?)
s/p/o

TABLE 1: Quad patterns covered by outgoing relations and their interpretation with the SIREn
operators. The ? stands for the elements that are retrieved and the * stands for a wildcard element.

Q1 Q2 Q3 Q4 | Q5 | Q6 Q7 Q8
Time (s) | 0.75 | 1.3 14 | 05 |15 | 1.6 4 0.35
Hits 7552 | 9344 | 3.5M | 57K | 448 | 8.2M | 20.7M | 672

TABLE 2: Querying time in seconds and number of hits for the 10 billion triples benchmark

are also feasible. Intersection, union and difference between two or more quad patterns can be
achieved efficiently using set manipulations over tree nodes.

The covered quad patterns are a subset of the quad patterns covered by conventional RDF data
management systems [6]. In fact, they give the ability to retrieve information about variables that are
restricted to be at the subject, object or context position.

It is important to underline however that we are restricting the search of an entity inside a dataset, i.e.
SIREnN does not allow the use of joins over different contexts, and the intersection of quad patterns
within an entity, i.e. SIREn does not allow the use of chains of joins among multiples entities. This
limits the query expressiveness to a star-shaped query, e.g. in Fig. 1b.

2.3. Evaluation

We finally report some performance and scalability benchmarks. Indexing time for a synthetic
dataset (120GB, 1 billion triples) took only 31 minutes while keeping constant time update and
a relatively concise index (15GB) due to efficient compression using word-aligned binary codes. On
a term-interleaved inverted index, we achieved a compression average of less than one byte per
integer using Simple-9. Query time execution of various star-shaped queries performed at the same
order of magnitude than the state-of-the-art triple store RDF-3X [11].

We evaluate SIREn scalability by indexing a dataset composed by 1 billion entities described in
approximately 10 billion triples. The dataset is derived from the billion triple challenge dataset’. The
machine that served for the experiment was equipped with 8GB ram, 2 quad core Intel processors
running at 2.23 Ghz, 7200 RPM SATA disks, linux 2.6.24-19, Java Version 1.6.0.06 and GCC 4.2.4.

The following benchmark was performed with cold-cache by using the /proc/sys/vm/drop_caches
interface to flush the kernel cache and by reloading the application after each query to bypass the
application cache. The set of queries is provided at http://siren.sindice.com. The performance
is given in the Table 2.

3. CONCLUSION

In this paper, we presented the current state of SIREn, an Entity Retrieval System for the Web of
Data. The main challenge that has been discussed in this paper is the design of an efficient inverted
index especially designed for answering semi-structured (star-shaped) queries while preserving
desirable IR features, such as web like scalability, incremental updates, top-k queries and efficient
caching among others.

This work has been undergoing for approximately 18 months now and is at different stages of
experimentation, validation and ultimately deployment. For example, SIREn presented in this paper

7Semantic Web Challenge: http://challenge.semanticweb.org/
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is currently in use in the Sindice search engine [12] and will be released as an open source project®.
The system has been evaluated against other existing systems such as RDF-3X, and the results
will be published soon. The current work on SIREn is going towards the design of a new labelling
scheme extending the basic tree model to a directed acyclic graph, hence enabling more flexible
semi-structured queries. Due to space constraint, we limited the discussion to the SIREn model
and omitted another aspect of the research work: improving the search quality using link analysis
on the Web of Data. An early paper [15] about dataset ranking has been published and the complete
ranking system has been finalised and qualitatively evaluated. A paper presenting the results will
be published soon.
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Abstract

The context in which a search takes place affects the Information Retrieval (IR)
process. It affects the searcher’s interaction with the IR system, his expectations
and his decisions about the documents he retrieves. Therefore, knowing more about
what features are important in a searcher’s context and what they are used for, can
help desigh more useful and successful IR systems. This paper has three main
contributions. It starts with a literature review on the definition of context and on
context taxonomies (1). A systematic representation of context features and uses,
based on related work, is then proposed (2) and used in a survey on the use of context
features in IR (3). This analysis has concluded that interaction context is the most
used category of features and Indexing and Searching are the tasks where context
features are most employed. This work, an initial phase of a PhD research, provides a
systematic review of what is being done in the area and proposes a taxonomy for IR.

Keywords: Information Retrieval, Context Features, Context Uses

1. INTRODUCTION

Typically, Information Retrieval (IR) systems support their decisions solely on the query and
document collection. Several implicit factors about the user and the search context (e.g. time,
location, task, expertise, interaction) are ignored and could be considered to optimize IR
performance. In fact, all information activities take place within a context that affects the way
people access information, interact with a retrieval system, evaluate and make decisions about the
retrieved documents (Ingwersen & Jarvelin 2005, Harper & Kelly 2006). A contextualised strategy
might allow IR systems to learn and predict what information a searcher needs, learn how and
when information should be displayed, present results relating them to previous information and
to the tasks the user has been engaged in and decide who else should get the new information.

In the field of Information Retrieval, there is a growing interest in improving the search process
towards the user needs and context (Bierig & Goker 2006). An early model that has approached
IR from the level of context is the one from Belkin (1980). Later, other authors have also
developed models (Ingwersen 1996, Saracevic 1997) in which context is at the center of the
IR process. Still in the decade of 1980, another project (Saracevic et al. 1988, Saracevic &
Kantor 1988a, Saracevic & Kantor 1988b) was dedicated to the characterization of the elements
involved in information seeking and retrieving, such as the cognitive context involved in these
processes. More recently, several journals (e.g: Information Processing and Management - 2002,
2008; Information Retrieval - 2007) and conferences have given attention to this topic (e.g:
Information Retrieval in Context (IRiX) - 2004, 2005; Information Interaction in Context (IliX) -
2006, 2008).

While there is consensus that context matters (Cool & Spink 2002, Bierig & Goker 2006), there is
no agreement on which context elements influence IR (Cool & Spink 2002). The purpose of this
paper is threefold. It starts with a literature review on the definition of context and on proposed
context taxonomies (Section 2). A systematic representation of context features and uses, based
on related work, is then proposed (Section 3) and used in a survey on the use of context features
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in contextual IR (Section 3.2). Section 5 outlines the PhD work that will be built on the current
survey and identifies issues for discussion in the Symposium.

2. BACKGROUND AND RELATED WORK

Context is one of the most abused terms in IR, being associated to a large range of ideas
(Finkelstein et al. 2002). Brézillon (1999) enumerates twelve different definitions from several
authors where the lack of consensus is evident. As Dervin (1997) says, “context has the potential
of being virtually anything ... [it is] a kind of container in which the phenomenon resides”. The
concept crosses several areas of knowledge from cognitive sciences to engineering. This section
reports on definitions in domains related to IR and does not intent to do a thorough review
of definitions in other areas. The work of Brézillon (1999) presents a more thorough review of
context’s definitions in five areas connected to artificial intelligence.

In the literature, some authors have gone further in the characterization of context, defining
contextual taxonomies. These structures facilitate the understanding and exploration of context.
Some of the main context taxonomies will also be described in this section.

2.1. Context Definition

According to Dourish (2004), context may be defined in two perspectives: as a representational
problem or as an interactional problem. In the first perspective, it is viewed as a form of
information that is delineable, stable and independent of the activity. It consists of implicit attributes
that describe the user and the environment in which information activities occur. The second
perspective sees context as arising from the activity, from which it can’t be separated.

Dey & Abowd (2000) also do an extensive review on context’s definitions. They propose their
own definition that encompasses other authors’ definitions. Context is: “any information that can
be used to characterize the situation of entities (e.g. a person, a place or an object) that are
considered relevant to the interaction between a user and an application, including the user
and the application themselves”. This definition matches the first perspective of Dourish. Other
authors give definitions of context that also correspond to the first perspective of Dourish. Goker
& Myrhaug (2002) present a short and comprehensive definition: “description of aspects of a
situation”, similar to the one from Dey & Abowd (2000). Marchionini (1997) had already defined
it as a “setting” that has “physical and conceptual/social components, including whether the task
is done in collaboration or alone and the information seekers physical and psychological states”.
The first definition proposed by Johnson (2003) also equals context to “situation”.

The second definition of Johnson (2003) goes beyond the enumeration of factors to the
specification of the active ingredients in a context, noting that they have predictable effects on
processes. In this view, context is defined as a relation between the specific ingredients and the
processes, which is closer to the second perspective of Dourish. Similarly, Winograd (2001) says
that “something is context because of the way it is used in interpretation”. Sato (2001) defines
context as “a pattern of behavior or relations among variables that are outside of the subjects of
design manipulation and potentially affect user behavior and system performance”. Ingwersen &
Jarvelin (2005) say that “actors and their components function act as context to one another in
the interaction processes. There are social, organizational, cultural as well as systemic contexts,
which evolve over time”.

2.2. Context Taxonomies

Ingwersen & Jarvelin (2005) present a nested model of context stratification for IR with six
dimensions. Intra-object structures refers to context obtained from each document where
images are contextual to a surrounding text, paragraphs act as context for their own lines and
words. Inter-object contexts are concerned with the properties of documents, like references,
citations, outlinks and inlinks, that give and take context from other objects. Interaction/session
context is about the social interaction and interactive IR activities, if the searcher is at the core, or
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is about the retrieval session, if the interface is at the core of the taxonomy. Social, systemic,
media, work task, conceptual, emotional contexts are related to socio-organizational and
systemic aspects (like the IT, interface and documents), if the searcher is at the core, or are
related to information objects and searching actors, if the interface is at the core. Economic
techno-physical and societal contexts correspond to the prevailing societal infrastructures.
Finally, historic context is a temporal form of context that includes all past participating actors’
experience.

Dey & Abowd (2000) propose a classification of context information based on the entities in which
the context is assessed and on categories of context. They define three entities: places like
regions of geographical space such as rooms or offices, people including individual or groups,
co-located or distributed and things (e.g. physical objects or software components and artifacts
like a computer file). Primary and secondary context characterize these entities. Primary context
types are: identity, location, status/activity and time. These context types may be used to
infer additional pieces of context such as the address of a person by her identity. The latter are
designated by secondary context types. In their work they also propose categories for uses of
context: presentation of information/services to the user, execution of a service and tagging of
context to information for later retrieval.

Goker & Myrhaug (2002) present a context taxonomy in which context elements are divided into
five main categories. The task category is about what the user is doing, his goals, tasks, activities.
The social one refers to the social aspects of the user, such as information about friends and
family or his role. Personal context aggregates mental and physical information about the user
such as mood, expertise, disabilities. In the spatio-temporal category are included attributes like
time and location and the environmental context is about user surroundings like things, light,
people and information accessed by the user.

Briconsouf & Newman (2007) propose a framework to analyse the use of context in health care
applications. Their framework has three main axes to characterize context. The purpose of use
of context presents the three types of context uses proposed by Dey & Abowd (2000). The
second axis, items for context representation, identifies three main classes to split items of
context into: people, environment and activities . The third axis, organization of context features
proposes other ways to organize context features such as an hierarchical organization that draws
from general to local aspects of context, an organization according to the internal and external
dimension of context and an organization according to the usefulness of context (relevant or non
relevant for the current action).

Mansourian (2008) has also developed a taxonomy for the contextualization of web search with
five main categories. The web user axis is divided in feelings, thoughts (attitudes and cognitive
style), actions (passive vs active users) and competence. The search tool and the search topic
are two other axis of the taxonomy. The fourth axis, search situation is divided in place of search,
type of search (work-related or everyday life search), immediacy of search and importance of
search. The last axis, information resources is split in searchability and accessibility, level of
provision (publicly available/restricted access) and level of user-friendliness.

From all the reviewed taxonomies, only the one from Ingwersen & Jarvelin (2005) has been made
for IR. This is the most exhaustive taxonomy, even though it doesn’t propose a classification for
uses of context. Only the Dey & Abowd (2000) and Briconsouf & Newman’s (2007) taxonomies
include this categorization. Géker & Myrhaug'’s (2002) taxonomy is a well known taxonomy in the
field of IR.

3. PROPOSAL OF A CONTEXT TAXONOMY FOR IR
Ingwersen & Jarvelin’s (2005) taxonomy is the most appropriate to our goals. Yet, it does not

covers uses of context. Therefore, it is here proposed a context taxonomy for IR composed of two
categorizations, one for the context features potentially useful in a IR system (Figure 1) and other

3rd Symposium on Future Directions in Information Access (FDIA)

38



Context Features and their use in Information Retrieval

for possible uses of these features in a IR system (Figure 2). The context features category is a
variant of the Ingwersen & Jarvelin’s (2005) taxonomy.

In this proposal, context is considered an interactional problem, as defined by Dourish (2004). It
is considered that it does not only deal with the environmental features surrounding the user and
its activities, but also concerns the interaction in other tasks and situations in similar domains.
Context evolves over time and users’ context can change each time a new search is made, a new
set of results is reviewed or a new document is viewed (Harper & Kelly 2006). Therefore, “it arises
from and is sustained by the activity itself” (Dourish 2004).
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FIGURE 1: Taxonomy for Context Features - variant of
(Ingwersen & Jarvelin 2005) FIGURE 2: Taxonomy for Uses of Context

3.1. Context Features

The proposed taxonomy is similar to the one proposed by (Ingwersen & Jarvelin 2005). It dffers
in its fourth dimension that is mainly modeled by the context’s categories defined by (Goker &
Myrhaug 2002). The adoption of the model of Ingwersen & Jarvelin is justified by the presence of
several relevant dimensions in the IR domain. This model’s fourth dimension includes the majority
of the other taxonomies’ categories. The option for integrating the Goker & Myrhaug’s (2002)
taxonomy is explained by its comprehensiveness and by its clear and logical partition of context
features in categories.

The model is defined by 6 dimensions. Dimensions 1 and 2 are related to the intra/inter-object
contexts. The first is related to the documents’ structure and content that may act as context. The
second is about documents’ properties that relate them with other documents. The information
resources’ category of the Mansourian’s (2008) taxonomy fall in the intra-object context category.

In Ingwersen & Jarvelin’s (2005) model, the third dimension may be approached in two different
ways according to who is at the core of the model: the user or the interface. As the proposed
taxonomy is centred on the user, this category is about all the social interaction and activities
that occur inside the IR session: “what the persons (actors) are doing [...] can be described with
explicit goals, tasks, actions, activities, or events. [...] can include other persons tasks (that are
within the situation)” as defined by Géker & Myrhaug. Task context can also be characterized by
variables like endurance, frequency and stage (Kelly 2006). This dimension contains the activities
category in the Briconsouf & Newman'’s (2007) taxonomy and a part of the status/activity category
in the Dey & Abowd’s (2000) taxonomy.

The fourth dimension joins the other four categories of the Goker & Myrhaug’s (2002) taxonomy.
The personal context contains the physiological (e.g. “pulse, blood pressure, weight, glucose
level, retinal pattern, and hair colour”) and the mental context (e.g. “mood, expertise, angriness,
and stress”). The topic context has information about the persistence and familiarity of the user
with the topic (Kelly 2006) and may also contain information about its nature (work or non-work
related; fact or subject search) (Mansourian 2008). Environment context captures the entities
that surrounds the user such as things, services, temperature, light, humidity, noise, persons,
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physical constraints (e.g. amount of time, physical accessibility, comfort, cost) and surrounding
information. Social context has information about “friends, neutrals, enemies, neighbours, co-
workers, and relatives for instance”. It also includes the roles played by the user, his status in
these roles, the tasks he can perform in each role and the various sub-roles he can have. Spatio-
temporal context describes aspects such as time, location, direction, speed, shape, track, place,
clothes of the user, this is, the spatial extension of the environment and the things in it.

The two last dimensions are economic techno-physical and societal contexts and historic
context. The first is more global than the environment context in the fourth dimension. It can
include actual and global aspects like the H1N1 flu or the economic crisis. The sixth dimension
involves all user’s past actions.

3.2. Context uses

In this section are presented categories of uses of context in IR. From the authors of the reviewed
context taxonomies, only Dey & Abowd (2000) has propose such an organization (which was
later included in the Briconsouf & Newman’s (2007) taxonomy). Their organization has three
categories: presentation of information and services to a user, automatic execution of a service
and tagging of context to information for later retrieval.

With the Dey & Abowd’s (2000) categories in mind and with IR as this work’s focus, the proposed
top-level categories of uses of context in IR are: indexing & searching, relevance feedback
(RF) and query expansion, ranking, user interface. These categories are components of an
IR system were context may be used. The proximity of techniques used in the index construction
and searching phases, stimulated their fusion in a single category. The proposed categories also
map perfectly well to the categories defined by Dey & Abowd: the indexing & searching fits in
the tagging category; the RF and query expansion may fit in the presentation of information and
services (e.g. relevance feedback) or automatic execution of a service (e.g. implicit relevance
feedback); the ranking fits in automatic execution of a service; and the user interface fits in the
presentation of information and services.

The RF and query expansion category involves the processes of query refinement by the
system, either fully automatically or with the help of the user. As defined by Manning et al.
(2008), this category is divided in global and local methods. Global methods include query
expansion/reformulation based on collection-independent knowledge structures (Efthimiadis
1996) like domain-specific thesaurus or general-purpose thesaurus (e.g.: WordNet), query
expansion via automatic thesaurus generation and techniques like spelling correction. Local
methods, like relevance feedback, pseudo relevance feedback and implicit relevance feedback,
adjust the query with information from the documents that belong to the result set of the initial
query. In relevance feedback the user marks returned documents as relevant or non-relevant and
the system builds a better representation of the information need based on his feedback (Manning
et al. 2008). Pseudo relevance feedback assumes the k ranked documents as relevant and implicit
relevance feedback uses indirect sources of relevance.

The user interface category is also divided in two subcategories: the interface associated with
the specification of the user’s information need and the presentation of the result set. This last
category is also divided in document surrogates (e.g. snippet - short summary of the document),
query term hits within document (e.g. keyword-in-context snippets), categories for results set
context and other type of strategies.

4. USE OF CONTEXT FEATURES IN IR

The proposed taxonomy was the basis for the analysis of a sample of contextual IR research
papers. This sample is composed of 25 papers whose references are available at http://www.
carlalopes.com/papers_sample.pdf. Papers’ selection was made from a set of papers classified
with the tag context (http://www.citeulike.org/tag/context) in CiteULike, a social web
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service for management of bibliographic references. In this list, papers related to IR, published
in 2008, that made use of context features were included in our sample.

Each paper was examined towards the identification of: context definition adopted, context
taxonomy exploited, context features used in the experience and their specific use. Only four
papers introduced the adopted context definition and only one presented the underlying context
taxonomy. Figure 3 has two pie charts where the left one shows the proportion of papers using
each context feature’s category and the right one shows the proportion of implemented context
uses. In these graphs, each context feature (CF) and context use (CU) is represented by the
numbers given in Figures 1 and 2.

CF4.5
CFa4 2%

6% CF&
N o B U3 cua.2
cFa.3 10% 14% cul
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1%

CF3
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FIGURE 3: Context features and its uses in the set of analysed papers

The most used context features are the interaction (session) context, the topic and the intra-object
structures. Interaction features range from desktop and web user behavior to users’ tasks, actions
and submitted queries. The context features in the topic category are as diverse as TREC topics’
descriptions, context documents, domain thesaurus/ontologies and conceptual maps. /ndexing
and searching is the IR system’s component where more papers employ context features, followed
by the RF and query expansion with 35% of the papers.

5. FUTURE WORK AND ISSUES FOR DISCUSSION

This work is an initial phase of a PhD research that seeks to study how context features
surrounding health information seeking and retrieval can affect the use of Health IR (HIR)
systems and to apply these features in the improvement of these systems. The next step involves
conducting an Health Information Seeking Behavior study to find the context attributes that matter
for HIR applications. It will then be necessary to find ways to capture the identified context features
and to define strategies to improve HIR involving the identified context elements.

Several issues are relevant for discussion that will, undoubtedly, be of great value to this PhD
research. It would be interesting to discuss: ways to exploit shared contexts and contexts over
time; evaluation methods and metrics of systems where users play a central role; common
problems in IR experimental setups; ways to overcome these problems; testbeds suitable for the
health area; envisioned research directions and pertinent research studies or literature to study.

6. ACKNOWLEDGEMENTS

| would like to acknowledge Cristina Ribeiro for reading and giving suggestions to this paper.
This work is partially funded by Fundagdo para a Ciéncia e a Tecnologia under the grant
SFRH/BD/40982/2007.

References

Belkin, N. J. (1980). Anomalous states of knowledge as a basis for information retrieval, Canadian Journal
of Information Science (5): 133—143.

Bierig, R. & Goker, A. (2006). Time, location and interest: an empirical and user-centred study, //iX:

3rd Symposium on Future Directions in Information Access (FDIA)

41



Context Features and their use in Information Retrieval

Proceedings of the 1st international conference on Information interaction in context, ACM, New York,
NY, USA, pp. 79-87.

Brézillon, P. (1999). Context in problem solving: a survey, Knowl. Eng. Rev. 14(1): 47-80.

Briconsouf, N. & Newman, C. (2007). Context awareness in health care: A review, International Journal of
Medical Informatics 76(1): 2—12.

Cool, C. & Spink, A. (2002). Issues of context in information retrieval (ir): an introduction to the special issue,
Information Processing & Management 38(5): 605-611.

Dervin, B. (1997). Given a context by any other name: methodological tools for taming the unruly beast,
ISIC "96: Proceedings of an international conference on Information seeking in context, Taylor Graham
Publishing, London, UK, UK, pp. 13-38.

Dey, A. K. & Abowd, G. D. (2000). Towards a Better Understanding of Context and Context-Awareness, CHI
2000 Workshop on the What, Who, Where, When, and How of Context-Awareness.

Dourish, P. (2004). What we talk about when we talk about context, Personal Ubiquitous Comput. 8(1): 19—
30.

Efthimiadis, E. N. (1996). Query expansion, Annual Review of Information Systems and Technology (ARIST)
31:121-187.

Finkelstein, L. E. V., Gabrilovich, E., Matias, Y., Rivlin, E. H. U. D., Solan, Z. A. C. H., Wolfman, G. A. D. |. &
Ruppin, E. (2002). Placing search in context: the concept revisited, ACM Trans. Inf. Syst. 20(1): 116—
131.

Goker, A. & Myrhaug, H. I. (2002). User context and personalisation, ECCBR Workshop on Case Based
Reasoning and Personalisation.

Harper, D. J. & Kelly, D. (2006). Contextual relevance feedback, IliX: Proceedings of the 1st international
conference on Information interaction in context, ACM Press, New York, NY, USA, pp. 129-137.

Ingwersen, P. (1996). Cognitive perspectives of information retrieval interaction: elements of a cognitive ir
theory, Journal of Documentation 52(1): 3—-50.

Ingwersen, P. & Jarvelin, K. (2005). The Turn: Integration of Information Seeking and Retrieval in Context
(The Information Retrieval Series), 1 edn, Springer.

Johnson, J. (2003). On contexts of information seeking, Information Processing & Management 39(5): 735—
760.

Kelly, D. (2006). Measuring online information seeking context, part 1: Background and method, Journal of
the American Society for Information Science and Technology 57(13): 1729—-1739.

Manning, C. D., Raghavan, P. & Schitze, H. (2008). Introduction to Information Retrieval, Cambridge
University Press.

Mansourian, Y. (2008). Contextualization of web searching: a grounded theory approach, The Electronic
Library 26(2): 202—214.

Marchionini, G. (1997). Information Seeking in Electronic Environments (Cambridge Series on Human-
Computer Interaction), Cambridge University Press.

Saracevic, T. (1997). The stratified model of information retrieval interaction: Extension and applications,
Proceedings of the American Society for Information Science, Vol. 34, pp. 313-327.

Saracevic, T. & Kantor (1988a). A study of information seeking and retrieving. ii. users, questions and
effectiveness. Journal of the American Society for Information Science 3(39): 177—196.

Saracevic, T. & Kantor (1988b). A study of information seeking and retrieving. iii. searchers, searches and
overlap, Journal of the American Society for Information Science 3(39): 197-216.

Saracevic, T., Kantor, P,, Chamis, A. Y. & Trivison, D. (1988). A study of information seeking and retrieving. i.
background and methodology, Journal of the American Society for Information Science 3(39): 161-176.

Sato, K. (2001). Context sensitive interactive systems design: a framework for representations of contexts,
Hum. Comput. Interact., Vol. 2, pp. 229-241.

Winograd, T. (2001). Architectures for context, Hum.-Comput. Interact. 16(2): 401—419.

3rd Symposium on Future Directions in Information Access (FDIA)

42



Source Selection for Image Retrieval in
Peer-to-Peer Networks

Daniel Blank
Media Informatics Group, University of Bamberg
Feldkirchenstr. 21, 96052 Bamberg, Germany
http://www.uni-bamberg.de/minf

daniel.blank@uni-bamberg.de

Abstract

With the emergence of web albums such as Flickr.com or Picasa.com, the amount of
personal image collections administered on the web has increased dramatically. As a
consequence, efficient storing, indexing and retrieval techniques are needed. Peer-to-
peer (P2P) networks are an interesting solution to maintain large image collections.
When performing a query on certain types of P2P networks, source selection is very
important. In our scenario, compact summaries of each peer’s image collection, which
are known to other peers, are used to determine the most promising peers for a given
query. These summaries have to address (1) date and time information, (2) textual
information, (3) geolocations and (4) contend-based image features. The present
paper outlines a large-scale image retrieval system, relying on data summaries
and source selection strategies. While our scenario is based on a P2P system, we
also describe how results can be transferred to other application domains such as
distributed information retrieval (distributed IR) or tree-based index structures.

Keywords: Source Selection, Peer-to-Peer IR, Image Retrieval, Distributed IR, CBIR

1. INTRODUCTION

Web albums such as Flickr.com or Picasa.com, which offer storage capabilities for personal photo
collections online, have become very popular in the last years. People upload their photos in order
to share them with friends and to interact with each other e.g. by collaboratively tagging the photos.

Different criteria for image retrieval can be identified in such a scenario: mainly (1) date and time
information, (2) tags and textual descriptions, (3) the geographic footprint, and (4) content-based
image features describing e.g. colour or texture.

Our work addresses image search employing these criteria in peer-to-peer (P2P) networks. P2P
scenarios for the administration of large image collections are attractive for multiple reasons.
Photo collections can be stored locally on people’s individual PCs. No expensive infrastructure
has to be maintained by applying a scalable P2P protocol such as Rumorama [21] and remote
computing power can be used to maintain the image collection. Users can decide which image
features to publish in order for the corresponding images to become searchable without any need
for crawling activities.

Our approach is based on—but not restricted to—Rumorama [21], a scalable P2P protocol
building hierarchies of networks that are accessible by an efficient multicast. Its leaf networks
behave like PlanetP networks [8]. In PlanetP, randomised rumour spreading assures that every
peer knows summaries of all other peers’ data in the network. The summaries provide the basis for
source selection decisions, i.e. which peers to contact during query processing. While we examine
peer summaries and source selection strategies for image retrieval in PlanetP-like middle-sized
networks, we can easily extend this to large-scale Rumorama-like P2P networks.

This paper is organised as follows. Section 2 gives a brief overview on related work. In section 3,
the more general applicability of peer summaries in different application scenarios is discussed.
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Section 4 describes our main approach, different summary-types and source selection stategies.
In section 5, we conclude with an outline of challenging research questions for future work in order
to design a large-scale, distributed image retrieval system based on source selection.

2. RELATED WORK

To our best knowledge, there are no multi-feature P2P information retrieval (IR) systems that
allow for text-based and content-based image retrieval (CBIR) additionally employing temporal
and geographic metadata. In our scenario, in order to support image retrieval based on these
criteria, a peer will have to maintain and distribute at least four different summary types. For the
summarisation of linear time and date information, we assume that our summaries presented in
section 4 are directly applicable. Traditional histogram techniques (cf. [17]) as well as techniques
used for aggregating sensor data (cf. e.g. [24]) can also be applied. Summarising the textual
annotations and descriptions for image retrieval will be part of future work. Within this paper in
section 4, we focus on the summarisation of multi- and high-dimensional data.

In general, P2P IR systems can be classified into several groups (cf. [6])'. Systems of the first
group follow a semantic query routing approach based on peer summaries. Routing Indices [9]
are among the first approaches presented in literature belonging to this group. Based on summary
information of neighboring peers that is aggregated along multiple hops, a peer routes queries
towards the direction of peers potentially containing relevant documents w.r.t. the query. In order
to restrict the size of peer summaries, topics are indexed rather than individual terms.

As opposed to Routing Indices, which follow a multi-hop semantic routing approach, PlanetP [8]
and its scalable extension Rumorama [21] apply single-hop semantic routing. Therefore,
summaries are sent to all peers in a (sub-)network. Summaries and source selection strategies
for text data based on Bloom filters are analysed in [8, 11].

The single-hop semantic query routing approach originally comes from distributed IR (for
references see e.g. [22, 25]). Many of the approaches proposed in literature assume that it is
feasible to base routing decisions on term frequency or term weighting information which is
available for all terms of a particular resource. But, summaries within P2P IR systems need to
be more space efficient than the ones designed for distributed IR, because of limited bandwith
capacities and the frequent joining and leaving of peers, often with updated document collections.
Therefore, most of the traditional distributed IR approaches are not directly applicable.

The second group of P2P IR systems are semantic overlay networks (e.g. [18]) where the content
of a peer’s data defines its place within the network topology. Peers are organised by semantic
clusters and within query execution the query is routed to the most promising cluster(s). Here, the
indexing of multiple feature types, e.g. textual information as well as image content, would require
the definition of a similarity between peers combining textual and image content information.
Alternatively, several overlays might be maintained inducing a higher maintenance effort.

A third class of P2P IR systems is represented by distributed indexing structures with distributed
hashtables (DHTs) as its most prominent class member. Minerva [2] has been designed for
the administration of text documents, where term statistics are indexed in a DHT. Every peer
is responsible for a certain set of terms. Novak et al. have presented a large-scale CBIR
architecture [23] based on a DHT. Within DHTSs, indexing data of a peer’s content is transferred
to remote peers with every peer being responsible for a certain range of the feature domain
of an individual feature. Presumably, for example, correlations between geographic information
and image content are difficult to exploit. If we e.g. assume an image from the Sahara Desert
with shades of beige sand and blue sky, different peers might be responsible for indexing the
geographic and the image content information. Therefore, when distributing the indexing data of
the Sahara image, querying for it, or removing it from the network, two different peers (at least)

"In the following, we only describe true P2P IR systems. Super-peer scenarios, where some peers are chosen to perform
certain tasks because of increased capabilities of their resources, are not analysed in more detail. Nevertheless some of
the strategies presented in section 4 can also be applied in a super-peer scenario (for a brief description see section 3).
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have to be contacted. Even with only one feature type being indexed (e.g. text in the case of
Minerva), the frequent joining and leaving of peers leads to an increase in network traffic as term
statistics are transferred to or removed from remote peers.

In order to summarise collections of personal photos for distributed CBIR, other approaches than
the ones presented in section 4 are also possible. Earlier work in distributed CBIR follows a
clustering approach. Chang et al. [7] create summaries of remote databases based on image
templates, i.e. feature vectors of reference images, sampled from remote databases. Hierarchical
clustering is applied in order to obtain a set of cluster centroids. The authors present two
approaches to source selection, the first based on statistical information and the second based
on histograms. The latter is similar to our approach, being different for example w.r.t. the sampling
phase used for obtaining the centroids, the clustering process itself, the way how histograms are
computed, and especially w.r.t. the number of centroids used for computing the summaries.

Berretti et al. [3] apply a special form of hierarchical clustering to the image features of a remote
database. With the use of a threshold similarity it is possible to adjust the number of centroids,
i.e. the granularity and size of the resource descriptions. The resource descriptions consist of
the centroids themselves. In [14] we also applied a local clustering technique using mixtures of
Gaussians. For two-dimensional geographic data, cluster hulls have been proposed in order to
summarise sets of geographic coordinates of an individual resource by several convex hulls [16].

In general, we expect approaches explicitly transferring centroids to be less space efficient than
our approach presented in section 4, especially for high-dimensional feature vectors. Histogram-
techniques implicitly using centroid information seem to be more promising.

3. APPLICABILITY OF SUMMARIES AND SOURCE SELECTION STRATEGIES

We analyse summaries for PlanetP-like P2P systems (cf. section 4). Nevertheless, these
summaries are not restricted to PlanetP and related protocols that make use of single-hop
semantic routing. Within multi-hop semantic routing networks, summaries will have to be
aggregated along multiple hops. Summarisation of peer content is also needed in semantic
overlay networks in order to derive a peer’s place within the network topology. In this case, it
is necessary to define a similarity between peer summaries so that peers with similar summaries
can be grouped together into “clusters of interest”.

Many P2P IR protocols rely on super-peers. Typically, they are characterised by increased storage
or bandwith capabilities w.r.t. “normal” peers. Super-peers also tend to stay in the system for
most of the time. Query routing is usually performed amongst super-peers and “normal” peers
transfer their indexing data to responsible super-peers. Only if a document is transferred from a
“normal” peer to another, this is done at the peer level without involving super-peers. Therefore,
our summaries can also be used in a super-peer scenario for content summarisation of “normal”
peers and as the basis for query routing amongst super-peers.

We believe that our work can also be beneficial for the design of tree-based index structures.
Summaries in the P2P context with their enforced space limitations are similar to approximations
maintained in inner nodes of a tree. Indexing structures e.g. relying on minimum bounding
rectangles such as the R-tree [15] and its variants can provide the basis for summary construction
of geographic data [5]. Signatures / Bloom filters are used to summarise textual data (cf.
e.g. [8, 10]).

During the last years, local, content-based image features like e.g. SIFT [19] have become
popular. In the case of SIFT, an individual image is characterised by several hundred 7128-
dimensional feature vectors. This poses increased challenges on indexing techniques. We believe
that our summarisation and source selection techniques presented in section 4 can be adapted
to summarise and index SIFT features, both on a per-image as well as on a per-collection basis.

After more than a decade of P2P research, application scenarios, where P2P IR technology
is successfully used, are still missing. At the moment, cloud computing—with some respect
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oppositional to the P2P concept—seems to be appealing. Large computer infrastructures with
free capacities are used in order to provide software as a service as well as storage capacities
online. Following this trend, it might become reasonable for companies and individuals to use
several different storage services in parallel because of pricing and availability reasons. Therefore,
source selection based on compact data summaries might become important.

Summarisation of documents as well as source selection strategies are of course also important
in traditional client/server applications. If we think of market situations with many buyers and
sellers, source selection strategies based on summarisations of indexing data might provide a
benefit for all participants. There is for example a huge amount of photo agencies and services
providing images that are subjective to licence conditions and charge. For clients searching via
traditional web search, it is difficult to identify the most promising service providers in order to
browse through their sites. Also the design of a meta search engine might be difficult since
textual metadata is often stored in content management systems, largely hidden for traditional
web crawlers. The extraction of content-based image features is hampered as images are often
only available in a very small resolution, with many of them being modified by watermarks. In
such a scenario, providing indexing data for a centralised indexing broker might be beneficial for
service providers to gain attention. Additionally, users might benefit from this service, as automatic
source selection would prevent them from browsing too many irrelevant sites. Brokers might gain
revenue—similar to traditional search engines—through advertisements and/or online auctions
with service providers bidding for high ranks.

Personal metasearch is a novel application domain of distributed IR [25]. All of a user’s
online resources are summarised and metasearch is provided based on summaries integrating
heterogeneous resources that largely vary in size. This is oppositional to many traditional
distributed IR scenarios. It is therefore important to make use of source selection strategies
which—in the case of varying resource sizes—do not prefer to contact large collections as
this is not always a good choice. Additionally, personalised online resources consist of different
types of data with high update frequencies (email accounts, Web sites, photo and video sharing
communities, local databases etc.). We therefore believe that our summaries designed for P2P
networks can also be applied for personal metasearch, as we require them to be selective (also
being able to identify promising small peers administering few documents) and space efficient
(because of the dynamic nature of P2P systems). Additionally, we target on multiple summary
types for temporal, geographic, textual and content-based (meta)data useful for the summarisation
of textual, image, audio and video content.

4. SOURCE SELECTION STRATEGIES FOR IMAGE RETRIEVAL

We have analysed cluster histograms for summarising collections of real-valued feature
vectors [12]. In order to compute cluster histograms, all peers need to know a unique set of
cluster centroids in feature space. A peer joining the network will try to obtain the centroids from
peers already present. If peer p has obtained the set of centroids C = {¢;|1 < i < K}, peer p
assigns every feature vector of its local collection to the closest centroid ¢;, according to a given
distance measure. The same distance measure is used by all peers in the system. So, peer p
computes a histogram that assigns to every centroid ¢; the number of feature vectors closest to
¢;. The cluster histogram summarises the data collection of peer p. Peers publish their summaries
by randomised rumour spreading.

Obviously, the combination of summaries and source selection strategies is crucial for the
performance of query processing. In [12], three source selection strategies have been evaluated.
The most promising strategy sorts the cluster centroids ¢; in a list L in ascending order according
to their distance to the query. The first element out of L corresponds to the centroid of the cluster
that is closest to the query. Peers with many documents inside this so called query cluster are
ranked higher than peers with less documents in the query cluster. If two peers share the same
amount of documents in the currently analysed cluster, the next element out of L is chosen and
the two peers are recursively ranked w.r.t. the number of documents within the current cluster.
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As an example, let us assume three centroids (x = 3), two peers p, and p, with corresponding
summaries s, := (5,8,3) and s, := (7, 8, 2). We assume that centroid ¢, is the closest and ¢, is the
second closest centroid w.r.t. query feature vector ¢. Both peers have assigned 8 image feature
vectors to the cluster represented by centroid co. But, out of peer py’s image feature vectors 7 are
closest to ¢;, compared to 5 feature vectors that are closest to ¢; out of peer p,’s image collection.
As 7 > 5, peer py is ranked higher than peer p, and contacted before p, during query processing.

An important finding in [12] is that a distributed clustering for computing the set of centroids
might be dispensable. A random selection of feature vectors out of the data collection that is
administered in the P2P system can be used as centroids. Their usage results in a minimal
decrease in retrieval performance at the same time making distributed clustering obsolete. In
internal experiments also other variants of distributed clustering like fuzzy k-Means clustering
and self-organising maps could not improve retrieval performance.

In [13] we analysed the performance of cluster histograms for a large number of distance
measures and image features. It became clear that our source selection strategy is influenced
by the curse of dimensionality.

The creation of cluster histograms presented so far needs some global knowledge. The peers
present in the system must agree on the set of centroids. This does not affect the usability of
cluster histograms, but it restricts the adaptivity of our approach, as an update of the centroids
becomes expensive. Approaches where peers do not have to agree on the set of centroids
are therefore desirable. Local clustering techniques and Gaussian mixture models (GMMs), that
do not rely on global knowledge when computing the summaries, are analysed in [14]. When
performing local clustering, a peer computes a small number of local clusters and their centroids
are published as summaries. GMMs model the point density distribution as superposition of
Gaussians with different means and covariances. GMMs outperform local clustering. But, in our
experiments relatively small cluster histograms (256 bins or clusters) with globally distributed
cluster centroids are superior to GMMs in terms of retrieval performance. Therefore we optimised
the former strategy as explained in the following.

Our new summaries—called highly fine summaries (HFS)—evolve from the cluster histograms
described earlier by varying «, the number of cluster centroids [4]. We increase the number of
centroids from 256 to e.g. 16,384 or even more. This offers several benefits for our scenario:

¢ Retrieval performance is improved since the data space is partitioned in a more fine-grained
way.

e At the same time, the costs for distributing the summaries only increase moderately as
we compress the summaries. We use runlength encoding which allows us to substantially
reduce summary sizes. This is possible since with large numbers of centroids, many of
the small peers (i.e. peers administering few images) will compute summaries with some
histogram entries set to very small values (often 1), but most of the histogram values will
stay 0 as no image is assigned to the corresponding centroid.

e Administration overhead for distributing the centroids even decreases as we distribute the
set of centroids with software updates. Within our experiments we showed that if we choose
the centroids from a different, disjoint collection within the same application domain (we use
images from Flickr.com), average retrieval performance is not affected.

HFS are designed for high-dimensional image feature vectors. In [5] we analyse the applicability
of modified HFS—now called ultra fine summaries (UFS)—in the context of summarising sets of
geographic coordinates. Instead of cluster histograms, we use bit vectors, where bit i is set, if
for any image out of a peer’s collection, centroid ¢; is the closest. Otherwise, the corresponding
bit remains zero. We have evaluated the usage of UFS for point queries against summarising a
peer’s geographic footprint by either a minimum bounding rectangle or a grid-based, binary index.
UFS show the best performance in terms of selectivity. Therefore we will evaluate source selection
strategies for k-nearest-neighbour queries based on UFS in future work.
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5. CHALLENGES AND FUTURE DIRECTIONS

HFS/UFS seem promising for summarising content-based image features as well as sets of
geographic coordinates. Other important criteria for image retrieval are time and date information
and textual information. We believe that HFS/UFS might also be promising for summarising
text data. Therefore, we will compare HFS/UFS with traditional Bloom filter approaches.
Spectral Bloom filters might be employed to encode term frequency information [11] or impact
information [1] into the summaries. In order to do so, a large, distributed test collection is needed
that offers a realistic distribution of text documents to peers. As our main application scenario
is image retrieval, we might use image collections from Flickr.com, being crawled together with
textual descriptions and tags.

When compressing HFS (i.e. histograms of integer values) of big peers, the summaries might
become large. In the future, we will analyse the differences between UFS and HFS in more detail.
Retrieval performance might decrease as UFS do no longer maintain frequency information about
how many of a peer’s images are closest to a certain centroid. At the same time, UFS allow us to
use more centroids as only a single bit is needed to encode, if any of a peer’s images is closest to
a certain centroid. Additionally, UFS might be beneficial for compression as bit vectors with many
bits set to 1 are still suited for compression.

In order to restrict the summary size of big peers, it is necessary that a peer is granted a maximum
amount of space to encode its summary. The size of a summary in the case of HFS might
therefore be chosen depending on n, i.e. the number of documents that a peer administers, e.g. by
multiplying a basic summary size with 7+/og(n) or similar factors. Another approach for restricting
the size of the summaries might be to hierarchically partition the data space. A peer can then
choose the number of centroids according to this space partitioning so that the overall summary
size does not exceed a given upper bound.

We have to derive a better stopping criterion determining if it is promising to contact further peers
or to stop query processing. Currently we stop after having contacted a certain fraction of peers.
This value is determined through experiments. In future, we will analyse and adapt solutions
originally proposed for textual data [8, 20] and design new ones if necessary.

Within our approach, we use a secondary collection from which the centroids are chosen.
Currently we choose them randomly. But, applying clustering techniques or specialised selection
technigues might be beneficial in order to gain in retrieval performance. A distance matrix D with
pairwise distances between centroids may provide additional benefits. The ordering of indexes
within HFS/UFS depending on D or based on some type of space filling curve might be beneficial
for compression. Furthermore, using D in addition with the triangular inequality might be helpful in
order to derive algorithms for a centralised indexing structure based on our HFS/UFS approach.

The secondary collection might also be used in order to apply dimensionality reduction. In [13],
we have seen that the quality of the source selection decreases with increasing dimensionality of
the underlying feature space. Therefore, the secondary collection and the centroids might provide
a basis for local dimensionality reduction. We will therefore compare the effects of distributed PCA
(PCA: principal component analysis) with local PCA based on the secondary collection as well as
other local techniques for dimensionality reduction.

As discussed earlier in section 3, using modified versions of HFS/UFS in combination with
adapted source selection strategies seems also promising in order to index local feature
descriptors with several hundred feature vectors per image — both on a per-image as well as
on a per-collection basis.
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This paper presents a state-of-art review on recommender systems that has been identified as possible
areas of my research. It describes the current generation of collaborative filtering methods which are
usually classified into three main categories: item-based, user-based and hybrid methods. The paper
considers these methods to be applied to digital television providing recommendation for viewers.
Personalised television is predicted to be the next step in the evolution of television which might
reshape the whole landscape of mass media. The paper also identifies anticipated problems in the
domain of recommender systems which includes indexing, collaborative filtering, ranking problems and
possible research directions to solve these problems. Finally, these challenges are considered in the
domain of personalised television which has its own inherent shortcomings.

Collaborative filtering, recommender system, multimedia retrieval, personalised television

1. MOTIVATION FOR RESEARCH

The digital switchover will be completed by 2012 in the UK it implies that all households will have access to some
kind of digital television content. Digital television offers a wider range of channels where the user can access a
large amount of content thought terrestrial, satellite or cable broadcast. Video on demand (VOD) and electronic
program guide (EPG) services are part of this expansion, which help to make digital television more flexible and
provide easy to access information.

In economy Anderson (2008) introduced the concept of long tail distribution, it shows that retailers sell relatively
large quantities from small number of popular items and sell large number of items which are not that popular in
smaller quantities. This distribution can be applied to multimedia item, since multimedia items can also be
considered as products. This suggests that there is a direct correlation between users’ interest and the popularity
of multimedia items (FIGURE 1), that means popular items meet only a small part of the populations’ taste. The
reason why popular items get popular despite that they are only meet the interest of a small proportion of the
population can be explained by the nature of mass media, people tend to watch programs that are available in
peak time and usually heavily advertised, which they would not normally watch. Therefore, mass media pulls
together people who would not normally find themselves together (Anderson 2008).

—

FIGURE 1: User’s interest and the popularity of content (illustration)

However, VOD services enable non linear access to content, so it is possible to serve viewers who have less
popular taste, which cannot be satisfied by conventional television. This would reduce the popularity of currently
popular items and create a flatter distribution. However, the variety of content would inevitable create information
load so users might find it difficult to find programs that they wish to watch, and sometime they spend more time
browsing channels or browsing the digital library than watching actual programs. In addition to that users might not
know what exactly they are interested in, therefore it is not possible to them to search explicitly for content. To
overcome this personalisation systems aim to close the gap between potential interests and available items by
suggesting items that match to that interest. However, providing reliable recommendation gets more problematic
as the system deals with the ‘long tail’ of the data.
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Personalisation is a powerful technique which might reshape the whole landscape of mass media, personalised
television is predicted to be the next level in the evolution of interactive television. Personal TV suggestion engines
(Wang et al. 2008) have appeared in recent years, offering personalised TV listings, personalised content channels
(e.g. beeTV), etc. However, these services only adopted a simplified version of online recommendation system,
because of the inherent problems with digital television. They usually offer personalised services based on genre
or program types (e.qg. thriller, comedy) manually set by the user, only very few of them takes into account previous
user preferences.

Since the technology enables service providers to keep a log of user activity, this information can be used as a
basis for research to develop a retrieval tool which would provide personalised recommendation. In order to
provide efficient recommendation this project also aims to develop an indexing tool that will create sufficient data
for retrieval.

The proposed system would contain five main modules (FIGURE 2). A user profile module would be in charge of
monitoring and logging users’ behaviour and storing this data in the database. It would also modify user data
based on pieces of information on how users perceive items that are presented to them (profiling). The other
information gathering module would create metadata for multimedia content. This might include a collaborative
tagging system and an automatic metadata retrieval tool.

The main part of the system is the recommendation engine. This module would return a list of recommended items
for any given user using the two datasets (users, items). It also receives feedback from users that will directly affect
the procedure. This list will be passed to the post-filtering module which would filter recommended items based on
contextual information. The last part of the process would rank the results by popularity, date, etc. and present it to
the user.

Capturing
behavior

profiling

A

and
building
user profile

Result

Post-filtering

Recommendation engine

representation

feedback

Tagging and
indexing

multimedia
items

FIGURE 2: Social information retrieval that combines user intelligence with the content
features

The rest of the paper will present a brief overview of the work that is relevant to this project in indexing and
multimedia retrieval. The second part will focus on the anticipated research problems in general and in the
television recommendation system domain.

2. BACKGROUND AND RELATED WORK

Recommender systems are a means of personalisation providing users with personalised recommendation that
would possibly suit users needs. Recommender systems are used in a broad range of applications and web
services.

2.1 Collaborative filtering
One of the most popular techniques that are used for recommender systems is collaborative filtering (Herlocker et
al. 1999). It enables the system to build coherent communities based on shared taste and behaviour. These
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methods use the opinion of users to help individuals to identify content of interest from a large set of choices, which
otherwise would be problematic to find. The basic idea is that recommendations are provided on the basis of user
profiles and on the metadata of particular items. The result is a set of recommended items that have not been
known to the user before, but match to his or her taste. These techniques are based on two basic assumptions,
first of all, users who like the same documents are assumed to have the same interest. Secondly, it is assumed
that users taste is relatively constant.

User-based filtering techniques (Wang et al. 2006) concentrate on finding similar users to the active user. First a
set of nearest neighbours of the target user are computed. This is performed by computing correlations or
similarities between user records and the active user. Then, different methods are used to combine the neighbours’
item ratings to produce a prediction value for the target user on unrated items. The major problem with this
approach is the bottleneck problem, the complexity of the system increases as the number of users grows which
could reach an unmanageable number of connections to compute in large commercial systems.

Item-based collaborative filtering (Sarwar et al. 2001) aims to find items which are similar to a particular user’'s
preferences. This algorithm attempts to find similar items that are co-rated (or visited) by different users similarly.
This is done by performing similarity calculation between items. Thus, item-based algorithms avoid the bottleneck
in user-user computations by first considering the relationships among items.

It has been shown (Adomavicius and Tuzhilin 2005) that hybrid recommender systems are more efficient than
systems based purely on item-based or user-based collaborative filtering. In addition to that data sparsity is
considered one of the main reasons why these systems perform poorly. Wang et al. (2006) proposed a hybrid
system where user-based and item-based collaborative filtering approaches are unified using probabilistic fusion
framework, it is showed that this system performs better even with sparse data.

2.2 Indexing

In order to build a useful database for retrieval, pieces of information about multimedia items are retrieved from the
EPG provider. In some systems (Tsunoda and Hoshino 2008) automatic metadata expansion is used to convert
this information to metadata. However, systems which are aimed to unite content from different providers might
find it problematic to obtain the same set of information for each multimedia item, since different providers have
different internal data structures.

Alternatively, collaborative tagging processes offer techniques to add some extra information in order to enrich the
metadata of a multimedia item. Concerns were raised on the reliability of this method, since users might assign
tags in an uncontrollable manner, which would result unsystematic metadata. However, some researchers (Golder
and Huberman 2005) found stable patterns in the structure of these tags. It is suggested that the proposition of
tags becomes fixed if enough users assigned tags to a particular item. After a threshold is reached, ‘each tag’s
frequency is a nearly fixed proportion of the total frequency of all tags used’ (Golder and Huberman 2005, p. 6).

3. RESEARCH CHALLENGES

3.1 Lack of semantic descriptions

Since the traditional way of multimedia retrieval can be problematic, because of the gap between low-level features
of the multimedia items and the semantic symbols that is used for retrieval. Recently researchers begin to explore
social multimedia signals (Chang 2008) that can be fused with traditional features of content-based multimedia
retrieval which might result more effective multimedia retrieval. Interaction of users can be used to identify low level
features, for example adjectives that are used in a descriptive manner might refer to some of the features of the
multimedia item.

3.2 User interests' predictions

Collaborative filtering is a very well research area, because it can be applied to a wide range of problems, for
example predicting user’s taste in retail, music, cinema etc. It can also offer prediction to estimate if a particular
product would be successful or not. Therefore providing efficient recommendation or prediction is a key to success
for commercial applications.

One of the main problems that might arise in online recommendation systems is the so-called cold start problem
(Schein et al. 2002). Until a certain point, there is not enough data to make sufficient recommendation, in order to
overcome this, systems usually set a limit (e.g. Netflix) which has to be reached in order to provide enough data for
the recommendation engine. On the item level this problem appears differently. Since old items have more rating
than new ones, recommender systems tend to be biased towards the old and have difficulty showing the new. This
might be the problem, since users tend to prefer new items over old ones. One of suggestions to solve this
problem (Lee et al. 2009) is to take temporal information into account, temporal information includes the launch
time of the item and the time difference between the item was rated and the launch time.
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One of the assumptions discussed above was that users’ taste does not change significantly over time (Boyer and
Brun 2007), however, some recommender systems consider users’ taste within a shorter time frame, and assume
that in a longer term users’ profiles can expire (Tsunoda and Hoshino 2008). In addition to that a system can
separate a core taste of the user and a temporary taste which can be computed by comparing similar items in
users’ profiles. Then the core taste could be used in a longer period of time while the temporary taste can expire if
the user becomes interested in items that do not match her previous temporary taste.

Popular movies and unpopular movies has a shape of distribution shown in FIGURE 3 which make the movie easy
to predict, because the majority of users grouped together either on the positive side or the negative side of the
scale.

Votes Percentage Rating  yotes Percentage Rating
249,005 592% 10 ogo 13.9% b
82,863 19.7% 9 15 0.9% 5
42,779 10 2% 8 14, 0.8% 8
17,185 4.1% 7 9 0.5% L
6.086- 1.4% 6 16.0.9% B
3437.0.8% 5 32.1.8% 5
1.7585 0.4% 4 44 2/5% 4
1.630 0.4% 3 950 5.4% 3
1.653 0.4% 2 181 10.4% 2
14,438 3.4% 1 1,098 62.9% 1

FIGURE 3: Popular (The Shawshank Redemption), unpopular (The Skydrivers) distribution (source: IMDB.com)

In FIGURE 4 both movies have the same average rating (5/10), however, the distribution is very different. ltems
which people either love or hate are more problematic to predict. This can be accounted to fact that these movies
have only good and bad ratings and nothing in between that makes it problematic to match it to users’ profiles. For
example users who loved or hated Michael Moore hates America clearly based their rating on political orientation
rather than previous taste so from the point of known recommender algorithms users behave unpredictably. Also,
unpredictable items might not linked very closely to the rest of the system, because they represent a new style or
represent a theme that is unique, which also makes it difficult to predict whether it will be liked or not.

Votes Percentage Rating Votes Percentage Rating
571 29.2% 10 636 10.6% 10
102 5.2% 9 294 4 6% 9
119 6.1% 8 563 8.7% 8

94 4/8% 7 895 13/9% 7
97 5.0% 3 1,106 17 2% 6
113 5.8% 5 1,082 16.9% ]
B3 3.2% 4 773 12.0% 4
65w 3.3% 3 461 7.2% 3
70w 3.6% 2 303 4.7% 2
B0 33.8% 1 274 4.3% 1

FIGURE 4: Love or hate distribution (Michael Moore hates America), neutral distribution (Captain Ron) (Source: IMDB.com)

Current recommender system do not differentiate between item and item in their internal data structure, thus these
differences cannot be taken into account during the process of recommendation. Therefore, we aim to investigate
this matter further by indentifying items that should be considered differently based on the distribution of the votes
or other criteria (e.g. other systems found them unpredictable) and developing strategies that can be tailored to
threat a particular item individually and use strategies that fit best for that item to provide efficient recommendation.

Since previous votes tend to influence future votes and users’ taste changes over time, it is possible that the shape
of the distribution changes as the item receives more votes. FIGURE 5 illustrates the idea, each column represents
the vote distribution after a particular number of votes. It shows that the semantic orientation of the vote distribution
can change significantly over time as movies receive a high volume of votes that differ from the current distribution.
This measure would represent the fluctuation in users’ taste over time. In this case (FIGURE 5) users tend give
rating four and five more to the movie Silkwood compared to the initial distribution (after 500 votes). That suggests
that users like the movie more than they initially liked it. In this case it is a shift towards higher votes, but there
could also be a two directional shift, that is a shift from the middle towards both ends of the scale.
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FIGURE 5: Changes of distribution of Silkwood (Source: Netflix dataset)

3.3 Contextual information and ranking problems

A recommender engine would return many items that are potentially interesting to the user, for that reason it is
suggested to apply a post-filtering algorithm which would return only a few items that can be displayed on screen.
Also, recommender systems consider user profiles as a homogeneous system and take into account items equally.
However, in reality taste is more a multidimensional system which might change with time, influenced by other
users etc. For example a user might prefer to look different items at the weekend than at weekdays or his or her
taste might change slightly after they watched a particular movie. These subtle modifications of the system could
be achieved by post-filtering results returned by the recommender engine. Contextual information (e.g. user’s age,
favourite genre) (Adomavicius et al. 2005) can be used to filter results returned by the recommendation engine.
Since these parameters can change quicker than the general taste of the user, contextual information should be
considered separately, not as part of the recommender system. These techniques are useful to differentiate the
core taste and the temporary taste of the user to threat time as a separate dimension.

General sentiment score is an indication of the general popularity of a multimedia item that can be obtained from
different sources using NLP (Natural Language Processing) techniques. For example the frequency of particular
adjectives that occur near to a multimedia item (e.g. in comments, in reviews) can give an indication of how well
that item is perceived by the general public. This piece of information can be used to rank the search results and
give the user the most popular items first within the domain of their preference. This information would provide a
different way of measuring data compared to ratings, since both measurements express sentiment towards an item
in different ways. However, it is very likely that these measurements do not differ significantly, since they only
represent different ways of expressing opinion.

3.4 Program clustering on digital television

In addition to problems anticipated in online recommender system, recommender systems of interactive television
suffer from several inherent problems. It includes primitive user interface, poorer access to information, the
services providers’ monopoly on supplying software for the digital box (as opposed to a more comparative
environment on the web).

Since a television set might be shared between people who are living in a same household, it is problematic to
determine who is watching a program at any given time. One solution might be to set up a user profile system,
which would enable users to log into their TV sets. From that point the system would function as a standard
recommendation system. The other solution would be to take contextual information into consideration, for
example timestamp could be used to determine who is watching the television at any given time based on the
assumption that similar type of programs are likely to be watched on the same television set at the same time of
each day (e.g. news in the morning). Based on previous viewing history, clustering techniques can be used to build
a ‘family profile’ to differentiate potential program sets that might be watched on a particular television set. After
different sets have been identified a probability score can be assigned to all sets that would be used to predict
which profile would be in use at any given time for recommendation. This solution has a drawback that efficient
feedback system cannot be integrated into the system since users cannot be identified. It is also possible to create
a hybrid system that would use different strategies to offer recommendation depending on whether the user is
logged in or not.
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3.5 Feedback and evaluation

The efficiency of the system can be evaluated by direct feedback from users. Users can rate whether the
recommended programs are interesting to them. Alternatively, users can provide implicit feedback by simply
watching recommended movies (Yehuda 2008). This is based on an assumption that if the user watches a
multimedia content to some length, that item is interesting to them. In the digital television domain, feedback and
evaluation of the system would depend how users are identified, if the program clustering technique is used to
predicted who is watching the television set, it is more problematic to implement a reliable feedback system, since
the feedback would be based on the same prediction that determines who is watching the program, it is
questionable whether that prediction could be used to determine who gives the feedback.

4. CONCLUSION

Recommender systems made significant progress over the years. However, the current generation of
recommender systems still require further improvements. Since, recommender systems applied to television still in
its infancy, there are many challenges that researchers face. This paper identified the main areas of my research in
the domain of personalised television. It also considered possible solutions to the anticipated problems. It is
important to note that these problems are defined vaguely only considering the bigger picture. Therefore, future
work should be done to understand the problem space in order to provide efficient solutions to the identified
problems.
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Abstract

This paper introduces the basic concepts and notions of a new framework for interactive
information retrieval. Based on examples for a real-life collection of book data we show
why current systems are not sufficient. It is necessary to support both polyrepresentation
of information objects and multiple information seeking strategies in order to cope with the
shortcomings of most current retrieval systems. A search operator concept is introduced
which controls the process of retrieval. We provide real-life examples of how information
seeking strategies can be supported. Furthermore, we show why interaction should play a
more important role than it does today. Finally, we give an outlook about our future plans
and upcoming research challenges.

Keywords: interactive information retrieval, polyrepresentation, information seeking strategies

1. INTRODUCTION AND MOTIVATION

Most existing information retrieval systems support a very limited view on documents. Usually, only
the content of a document is regarded, which is made searchable by using a single representation.
Furthermore, in the majority of cases there is just limited support for interaction between the user and
the system.

Based on an analysis of information retrieval as an information seeking activity, Belkin [1] suggests that
interactions with documents should play an important role during the retrieval process. He defines a set
of information seeking strategies (ISSs) and points out that different ISSs require different interactions
and search behaviours. Thus, traditional user interfaces and systems that are solely based on simple
representations of texts and assume well-defined queries cannot satisfy all possible information needs
of the user.

In this paper, we propose a concept that deals with the aforementioned challenges and that aims at
improving the retrieval process by incorporating different aspects of documents and supporting a variety
of information seeking strategies.

As an application example for demonstrating our ideas, we regard Amazon's’ book catalog in
combination with LibraryThing’s?> book metadata. At the moment, it is not possible to search in Amazon
e.g. for the content of books or front covers and neither for data about the dimensions nor for the
number of pages of books. Although searching in customer reviews is possible in principle, it is very
restricted and deeply hidden inside Amazon3. LibraryThing provides even less possibilities for book
search. In both systems the interaction is restricted to defining the search query and sorting the result
list according to certain attributes like e. g. publication date or price. Both search interfaces can be
considered as exemplary for many current real-world systems.

lhttp://www.amazon.com

2LibraryThing's is a social book cataloging web application which allows its user to store and share their personal library
catalogs, http.//www.librarything.com

3There is a text field at the review detail page of a book. If the checkbox is disabled a search can be performed on all
reviews. All statements concerning Amazon and LibraryThing are as of April 2009.
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For demonstrating our ideas, we built a new test collection by crawling the meta-data of approx. 2.7
million books from Amazon as well as from LibraryThing and merged them into a coherent structure.
The data from Amazon includes the creators (e. g. author, editor, illustrator), title, publisher, dimensions
(height, width, length, weight), classifications (reading level, subjects, browse nodes), thumbnails of the
cover, similar products, editorial and customer reviews. LibraryThing supplies user generated data about
blurbers*, dedications, epigraphs, first words, last words, quotations, series, awards, people, places and
tags.

The aim of our proposed framework is to expand classic retrieval systems by allowing the user to
interactively use rich representations of documents for retrieval while as many ISSs as possible are
supported.

2. RELATED WORK

Ingwersen proposed the concept of polyrepresentation as a general framework for interactive information
retrieval [2]. All participating cognitive structures are of potential value on both the system side and
the user side. To support different cognitive structures as many and as different representations of
information objects (documents) and information needs as possible should be used for retrieval. This
principle of intentional redundancy is called polyrepresentation. Ingwersen’s work supports our hypothesis
that single, simple representations of documents are not sufficient to allow effective information retrieval.

Belkin et al. [3] propose four facets for classifying ISSs. In this paper, we focus on the three facets
method, mode and goal of seeking. The method can be either searching or scanning, whereas searching
refers to a targeted and focused search while scanning is the mostly sequential examination of a result
list. The mode can either be specification if the user is able to express his information need or recognition
if he is not. The goal can either be learning about e.g. documents or selection of documents. A first
approach for a system supporting multiple ISSs is described by Yuan and Belkin [4], which focuses on
the method facet.

In contrast to the traditional understanding of computation the paradigm of interactive computation
[5] does not reduce every task to a simple function but regards interaction as an important part of
solving a task. Wegner [6] and others claim and circumstantiate that interaction can be more powerful
than classic algorithms. Brought forward to the domain of information retrieval, interaction should play
a bigger role. Currently, most research still focuses on the query formulation — result computation cycle
and aims at optimising the latter. Instead, we should allow for richer interaction possibilities, making
interactive retrieval more flexible such that it can adapt to the different ISSs.

3. POLYREPRESENTATION, SEARCH OPERATORS AND INTERACTION

We think that there are three important concepts which are essential for effective interactive information
retrieval supporting different ISSs: polyrepresentation, search operators and interaction, which we discuss
in the following.

3.1. Polyrepresentation

Our notion of polyrepresentation is broader than Ingwersen’s, by comprising as many aspects of
information objects as possible. Fig. 1 shows an example of our interpretation of this concept. Every
facet of a document can be modelled by a so-called aspect. For each aspect, there may be various
representations, which form the reference points for searches. In our opinion, this broad notion of
polyrepresentation is more adequate for the type of information objects we are dealing with today.

The Lacostir project [7] suggests three aspects, namely layout, content and structure. The content
is what classic information retrieval is about. The structure aspect comprises the logical structure of
documents as it is common for database-oriented XML retrieval like e. g. in XQuery without full-text
search; classical examples of this aspect are document attributes like e. g. author or publication year.
The layout aspect is concerned with the displaying of documents on mediums. These aspects can serve

4A blurber is someone who writes a very short — mostly positive — review for the back cover of books.
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FIGURE 1: Our notion of polyrepresentation of information objects described by a sample book of
our collection from Amazon/LibraryThing

as a generic polyrepresentation that fit to nearly all possible documents. Depending on the concrete
application these aspects can be redefined or new aspects and representations can be added.

In Fig. 1, a possible definition of aspects for our Amazon/LibraryThing book collection is depicted. The
content aspect incorporates representations of the actual content of a book, such as tags or editorial
reviews. Representations of the structure (e.g. author, publisher) are part of the structure aspect.
Several representations of thumbnail images of a book cover belong to the cover aspect, like e. g. color
histograms or spatial color distributions. Since Amazon allows its users to write reviews about books, the
aspect reviews contains all representations of reviews such as the actual content or the rating ranging
from one up to five stars.

3.2. Search Operators

Our SOPV model for interactive retrieval consists of four steps, namely selection, organisation,
projection and visualisation, hence its name. We call operations in each of these steps search operators.
These operators model the interactive process of information retrieval. The steps of this model
correspond to the reference model for information visualisation [8] proposed by Shneiderman. Due
to polyrepresentation of documents with respect to their aspects, different operators are essential
for different representations of documents. Following, the four steps and some possible operators are
described in some more detail.

Selection A user formulates selection conditions that pick possible relevant documents from one or
more document collections. This step includes the choice of search queries, retrieval models and
document collections. It is possible to search with respect to the various aspects but of course
only on available representations (e.g. searching at Amazon for a book showing a high-speed
train on the front cover is not possible).
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Organisation The selected documents can be organised in various ways. Possible forms of organisation
are the traditional list sorted by retrieval status value as it is used by most current retrieval systems
or clustering the results by similarity of certain representations. The choice of the organisation also
depends on the choice of aspects. Sorting documents according to the content is not possible
while sorting after certain structure aspects (e.g. publication date) is reasonable. Consider a
thumbnail of a book cover and tags describing the book's content. Performing clustering on
those representations would require a variety of appropriate clustering operators [9]. So, the set
of possible operations depends on the types of the representations that are used for organisation.
Summing up, a user can e. g.

e organise the selected documents as list or as a 2/3-dimensional table or space, sorted by
certain attributes or

e perform clustering with regard to some representations or attributes thereof.

Projection The user may be only interested in certain attributes of representations, e. g. the title and
the authors of the structure aspect. This filtering is applicable on structure attributes while other
types of representations should allow for different projections. A possible projection for content
representations (e. g. the content of reviews) are query-based summaries which project the content
to a short summary related to the search query (see e.g. [10]). As described in the two examples
above the choice of projection operations depends on the type of the representation.

Visualisation Finally, the selected, organised and projected representations are visualised. This
visualisation step is required given that there are countless possible visualisations for a single
visual structure which is the result of the steps performed before.

This model can be described best by means of an example based on our book collection (see fig. 2).
A user needs information about concurrency in Java. He heard about a good book about concurrency
in Java with an express train on the front cover some months ago. He can't remember the name of
the author but he would be able to recognise him if he reads his name. He selects books that match
his query java concurrency. Then, he organises the resulting books as a list ordered by the retrieval
status value whereas he projects only on attributes he's interested in: authors, title and a thumbnail of
the front cover. Finally, the user chooses a visualisation that is similar to that of Amazon. The first two
books seem to be relevant. He's now able to recall the name of the author, namely Brian Goetz. So,
the first book is the one he is searching for.

<1, Brian Goetz,
Java Concurrency
CONCURRENCY in Practice,

B. Goetz
@ @ in Practice

<2, Jeff Magee & Jeff Kramer, J. Magee & J. Kramer

Concurrency State Models ..., State Models
| and Programs
Y -
Selection Organisation & Projection Visualisation

FIGURE 2: Example of the SOPV model based on our book collection

3.3. Interaction

The SOPV model offers many possibilities for interactions: the choice and configuration of the three
search operators as well as interaction with the visualisation. Classic interaction techniques include
panning & zooming, focus + context and highlighting (e. g. of terms contained in the search query).
Also, more advanced interaction techniques are possible, such as query by example by allowing the
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user to specify search and projection operations through exemplary marking of certain attributes of
representations: Given an example document, the user could edit some of its attributes and specify
them as search conditions [11]; furthermore, by highlighting certain parts of the entry, the user could
indicate that only these parts should be shown for each result item.

4. SUPPORTING INFORMATION SEEKING STRATEGIES

The various ISSs can be supported by different combinations and configurations of search operators and
interaction. There are many possible types of different ISSs. Following, some examples of ISSs referring
to the aspects are outlined.

(i) 1 am looking for a cookbook about the Chinese cuisine that has good reviews. Thus, | start a
search for books about chinese cuisine. Only books with a rating greater than 4 stars should
be shown. The result list should be sorted by the average rating (searching, specification, select
/ content and review aspects)

(i) | need a book as a gift for my girlfriend. | only know for sure that her favourite books are novels
about a police inspector in a Scandinavian country. So, | want to cluster novels by their content.
The most important terms should also be shown in order to recognise relevant books. (scanning,
recognition, select / content aspect)

(iii) A friend of mine has a guidebook about New Zealand that | want to use during my next holidays.
| want to know if it covers all places which | want to visit. Therefore | search for a guidebook via
authors and title to learn if a summary of this book's content contains terms like e. g. milford
sound (searching, specification, learning / content aspect)

For supporting (i) the user may want to project only on attributes, like e. g. the author and the title
summary, that are well suited for identifying the relevant books while supporting (ii) the user may
decide to use additional projections, e. g. a query-based summary of the book’s content, and a different
organisation, e. g. a list sorted by publication date. If he can remember the front cover (cover aspect), he
would probably apply an organisation operator which clusters books by similarity of their front covers.

Amazon only offers limited support for ISSs. Searching as method of seeking is only possible based on
the structure aspect of books. One can organise and project according to e. g. the publication date while
searching in reviews or cover images is not possible. Amazon does not offer operations on the cover and
review aspect because there are no representations for these aspects (|) to create appropriate surrogates
of documents that allow searching. While searching is not well supported on these aspects, scanning on
the cover aspect is possible since there are thumbnails of them allowing scanning. However, scanning
for content (ii) or review aspects is impossible because there are no operations to create adequate
document surrogates. Learning as goal of seeking (iii) as well as recognition as mode of seeking (ii) is
not directly supported at all.

Overall, we see that it is technically possible to create polyrepresentations covering all document aspects,
which can be used for defining appropriate search operators. Thus, we want to develop an interactive
framework, which in turn forms the basis for supporting ISSs.

5. USER INTERFACES FOR INTERACTIVE RETRIEVAL

Due to the variety of polyrepresentation and ISSs different or flexible configurable user interfaces are
required. For instance, an ISS that needs to visualise clusters of documents needed for scanning or
recognition must be treated with a different user interface than an ISS that relies on the retrieval of
known items. However, the interface of most search engines (including Amazon'’s) are of rather static
nature. The design of the optimal user interface is subject of our future research. One main challenge
is to find a good balance between flexibility and complexity. A highly flexible user interface supporting
many ISSs and polyrepresentation would allow maximum search and interaction possibilities but the
increased complexity may confuse or overwhelm in particular unexperienced users and at the worst even
experienced users like e. g. librarians.
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As described above, the underlying principles of classic user interfaces for retrieval are not satisfactory,
thus we aim at developing a concept for flexible yet easily usable user interfaces that support our
concepts. We want to find out how an optimal user interface for interactive retrieval that supports ISSs,
polyrepresentation and interaction should look like.

6. CONCLUSION AND OUTLOOK

In this paper we have outlined a new approach for interactive information retrieval. The concepts of
rich and diverse polyrepresentations of documents as well as a model based on selection, organisation,
projection and visualisation to support various ISSs were provided. We have laid out the basic notions
that are required for effective interactive information retrieval. We have illustrated our concepts using
a collection of book data.

Future research questions include whether our framework is actually adequate for effective interactive
retrieval and if the SPOV model can be incorporated into a more holistic framework. It is intended to
carry out a student project that aims at developing innovative user interfaces for searching in our book
data. Currently, we are planning to do first implementations of our ideas based on Daffodil®. Therewith,
we aim at performing evaluations at the iTrack of the INEX evaluation initiative ® with our book data.
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Abstract

In this paper we present the Social Context-Aware Browser, a general purpose solution to
Web content perusal by means of mobile devices. This is not just a new kind of application,
but it is a novel approach for the information access based on the users’ context. With the
aim of overtaking the limits in current approaches to context-awareness, our solution exploits
the collaborative efforts of the whole community of users to control and manage contextual
knowledge, related both to situations and resources. This paper presents a general survey of our
solution, describing the idea and some scenarios, presenting the model to information access,
open problems and future challenges.

Keywords: context-aware retrieval, mobile search, social, folksonomy, evaluation

1. INTRODUCTION

The widespread diffusion of mobile devices and, with them, of real-world mobile users, have moved the
static world of classical and Web IR towards an always changing context-based world. Dynamism and
evolving situations have become the central elements of the environment where information retrieval is
asked to operate. The dynamic nature of the user needs, of the information available, and of the relevance
of this information, call for new approaches to application development, user-device interaction, and
information seeking. So, the notion of context (roughly described as the situation the user is in), and the
information it conveys, are gaining increasing importance for the development of new IR systems. When
combined with context-awareness, IR has been named Context-Aware Retrieval (CAR) [4].

We can imagine a user seeking information on the Web. In a traditional situation, she has to manually
interact with search engines, making explicit her information need into a query and filtering out the not
relevant retrieved resources. If this can be acceptable in the everyday use of a desktop system, it becomes a
serious issue when the same task has to be carried out in a mobile environment. These considerations guided
us towards a new approach to Web contents production and use named Social Context-Aware Browser.
The novelty of the proposed approach is threefold. First of all this is a new radical approach that aims at
discovering “the query behind the context”: to retrieve what the user needs, even if she did not issue any
query [11]. Second this is not a domain dependent application, but a new generic way of interaction and
information access, able to adapt to every domain. Third, as current models for context-awareness are too
limited for very general applications, this approach brings new models for CAR that exploit the collaborative
efforts of the community of users.

In this paper we first briefly survey CAR system (Section 2). In Section 3 we present the main idea of
our approach, introducing some scenarios, and underlying how current models for contextual knowledge
management are not suitable for our solution. We then present our new model for the information access
based on context (Section 4): we present the conceptual model and the open questions, focusing on possible
methods to evaluate the model. At the end, in Section 5 we draw some conclusions and present future work.

2. CONTEXT-AWARE RETRIEVAL
Context-Aware Retrieval (CAR) is an extension of classical Information Retrieval (IR) that incorporates

the contextual information into the retrieval process, with the aim of delivering information to the users
that is relevant within their current context [7]. CAR systems are concerned with the acquisition of context,
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its understanding, and the application of behaviour based on the recognized context [15]. Thus the CAR
model includes, among the classical IR model elements, the user’s context, that is both used in the query
formulation process and associated with the documents that are candidates for retrieval.

Typical CAR applications present the following characteristics [7]: a mobile user, i.e., a user whose context
is changing; interactive or automatic actions, if there is no need to consult the user; time dependency, since
the context may change; appropriateness and safety to disturb the user. Although CAR applications can be
both interactive and proactive in their communication with the user, we concentrate on the proactive aspects,
since they are more relevant to our proposal. Besides, we concentrate on the association between CAR and
mobile application, as they can be considered as the prime field for CAR [7].

A first exploitation of user’s contextual information for the retrieval of documents is represented by the idea
of “virtual Post-It” [3, 5]. More advanced examples are CoolTown [8], AmbieSense [13], Physical Mobile
Interaction [2], where mobile devices exploit contexts to extract information and services associated with
physical entities. An extension of the previous approaches is represented by the Ubiquitous Web [9], that
is based on the spontaneous annotation by a community of users of objects, places, and other people with
Web accessible content and services. A more general system is represented by the MoBe framework [11].
In this application, a general inferential framework (based on ontologies and Bayesian networks) combines
the information coming from sensors to infer new and more abstract contexts (user activities, needs, etc.),
that are used to retrieve and execute the most relevant applications.

3. SOCIAL CONTEXT-AWARE BROWSER
3.1. Description

The Social Context Aware Browser (sSCAB for short) is a general purpose solution to Web content navigation
by means of context-aware mobile devices. It allows a “physical browsing”: browsing the digital world
based on the situations in the real world. The main idea behind sCAB is to empower a generic mobile
device with a browser able to automatically and dynamically retrieve and load Web pages, services, and
applications according to the user’s current context.

The sCAB acquires information related to the user and the surrounding environment, by means of sensors
installed on the device or through external servers. This information, combined with the user’s personal
history and the community behaviour, is exploited to infer the user’s current context (and its likelihood).
In the subsequent retrieval process, a query is automatically built and sent to an external search engine, in
order to find the most suitable Web pages for the sensed context and present them to the user.

Considering the sSCAB usage we can find four main scenarios of interaction, where values from sensors and
resources candidates for retrieval can be enhanced with contextual information. In the first case, directly on
the basis of the information provided by sensors, a resource is retrieved. For example, inside a museum, the
sCAB perceives the wireless network named Museum X and retrieves the Web page whose content is the
presentation of that museum. With a subsequent step, we annotate resources with contextual information,
in order to retrieve them in the right situation. For example a Web page describing an historical fact can be
enhanced with location information (GPS coordinates), to be automatically retrieved only when users are
in that place. In the same way we can enhance the knowledge related to contexts, making an abstraction on
the sensors’ values. For example information about activities can be related to a particular combination of
sensors’ values, in order to retrieve resources based on the activity the user is doing: when the user is taking
the dog out for a walk, Web pages that speak about dogs training are retrieved. In the last and more general
step, we can imagine a user in a museum: when she is near an artwork, a detailed description is presented
on her device. In a crowded situation, on the contrary, a detailed description is not useful as users can have
difficulties in seeing the paintings, thus a navigable high resolution picture can be more interesting. In this
case, both resources and sensors’ values are enhanced with contextual information.

In a such general and large scale approach, contextual knowledge is continuously associated (added,
removed, and modified) with resources and low level sensors information. This entails the creation and
management of a huge amount of knowledge related to contexts. Thus, the main question is to understand
who is the provider of that knowledge and how it has to be defined.
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3.2. Social approach

In current approaches to context-awareness, that manage several dimensions of context, the knowledge is
usually provided by a small group of experts (application developers or specific domain experts). This is
due to the difficulties in representing contexts. In fact, in order to fully capture the concept of context, these
approaches are based on categorizations and ontologies, and implicates the strict definition of the contextual
information. Moreover contexts are defined a priori, and there is no way to dynamically extend the
contextual values adopted or to enhance their representation at run-time: the operations of modeling contexts
and using context-aware applications are rigidly separated. This is the reason why current approaches show
a trade off between the generality of applications and the depth of context representations. Applications
that fully manage several contextual dimensions are confined to limited fields (e.g. Smart Homes), while
general applications work only on a narrow notion of context (e.g. in location-based applications the context
is represented just by location and time).

The high generality and the deep context representation we aim at with the SCAB, require both a dynamic
nature and a huge amount of information to be categorized and modeled (to represent both contexts and
contexts-resources associations). For these reasons, current approaches are not suitable for the SCAB.

Starting from these considerations, we propose a novel model for CAR, that aims at overtaking the just
defined limits, exploiting the social dynamics underlying the Web 2.0. In fact we believe that only the
collaborative effort of a community can provide the right tool for a comprehensive definition, management
and use of context, in an open architecture as the SCAB. In particular, we do not want a priori contexts
definitions made by experts, and we do not want people to be just passive users. Rather, through
collaborative annotation, the community of users is encouraged to define the contexts of interest, share,
use and discuss them, associate context to content (web page, applications, etc.), to have a dynamic and
more user-tailored context representation and to enhance the process of retrieval based on users’ actual
situation.

4. PROPOSED APPROACH
4.1. Conceptual model

Users, contexts and resources are the main elements of our model (Fig. 1). A user, in the real world, is
engaged in some activities, she has some needs, and she perceives her surrounding environment through
her senses and the sensors on her mobile device. Contexts are virtual representations of the users current
situations. Resources represent every kind of content that could be useful for the user to accomplish her
needs.

Instead of using rigid categorizations built upon ontologies and terminologies, we represent the context by
means of a folksonomy. This representation allows an easy and informal modelling of context, giving the
opportunity also to non-expert users to classify and find context-related information. Thus each context is
represented by a tag cloud and the tags (little squares in Fig. 1) are socially defined by the users themselves.
The tag-context association is done both explicitly, when the tags are added directly by the user, and
implicitly, when the tags are derived from the interaction of the community with resources.

Six are the main operations in the model [12].

Contexts definition: users can explicitly use tags to represent contextual information. For example, the
user can enhance the values provided by sensors on the mobile device (“concrete” values) with her
own tags, as ‘‘out dog walk leash park play ball’’. Doing so these “abstract” tags
are stored in a remote repository and they are linked with the concrete ones. For all the users with the
same or a similar concrete tag cloud, the abstract tags (or part of them) can be retrieved and become
part of the representation of their context.

Contexts inference: the values provided by sensors are combined with the contextual tags defined by
the whole community, and tags that best describes the user’s situation are retrieved. For example,
starting from the GPS coordinates, the current user’s context could be enhanced with the tags * ‘walk
sunny park’’.
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FIGURE 1: A conceptual model for social CAR

Resources annotation: users can explicitly annotate resources with contextual information to allow the
community of users to automatically retrieve them when they are in the suggested context. For
example a user can associate a classical music web-radio with the context * ‘out dog walk’’,
in order to listen to music when she is out with her dog.

Contextual retrieval: based on users’ current context and on the contextual information associated to
resources, the most relevant resources are retrieved.

Refinement: information about contexts are refined based on the interaction between users and resources.
For example, if a lot of users work with a Web application in the same context * ‘work’ ’, probably
this resource is related to that context and it is automatically annotated with it.

Enhancement: information related to resources are refined based on the interaction of users within their
contexts. For example if a user uses resources annotated with the context * ‘work’ ’, probably she
is working, and the representation of her context can be enhanced with this information.

Although the knowledge related to the whole community is exploited to infer and refine the current context
of single users, the proposed model differentiates the personal from the community level, giving more
importance to the first one. For example if a user annotates a situation as * ‘play’ ', she is considered to
bein ‘‘play’’ context, even if most people annotate the same situation as * *‘work’ ’. On the contrary,
if a user is for the first time in a situation (e.g. location never visited), her context is refined just with the
information from the community. Considering the previous example, as most people annotate the situation
with * *work’ ", the user is considered to be in * *‘work’’ context.

4.2. Issues and open questions

Several are the issues related to the proposed approach: they go from implementation/system/architecture
issues, to telecommunications issues, from annotation/Web 2.0 issues, to interface/HCI, to evaluation issues.
The proposed work do not address all these, but focuses on the annotation, Web 2.0 and evaluation issues.
The main goal is to improve the effectiveness of the Context-Aware Browser, supporting and enabling the
effective and efficient access to relevant information. Thus we want to understand if the exploitation of the
crowdsourcing is viable for the management of the concept of context in a general approach as the sCAB.

In particular several critical questions can be found in the presented approach. Starting from a low level,
the questions are related for example to context representation: it is better to exploit a simple folksonomy
or to introduce a level of complexity (e.g. logic operator over tags)? Tagging a tag can introduce useful
information? Tags should be associated with probability values to describe the uncertainty related to
contexts?
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Other interrogative points are related to the association between tags and the elements in the model. New
tags are continuously added to situations and resources, leading to a huge amount of tags for each of
them. Thus the question is how to understand, given a resource or situation, which are the most relevant
contextual tag. All, just the last ones used, or have we to consider the number of times a tag has been
related to a resource? Or rather we can imagine a more complex approach based on social evaluation,
where every association (e.g. tag—resource) has a score that increases or decreases based on the community
behaviour and on how users are representative for the community. Could this approach improve the
relevance computation or does it introduce a useless layer of complication?

Once we have identified relevant contextual tags, which is the best strategy to combine the user’s context
tags with the ones associated to resources, to retrieve the most relevant resources for the given context?
How can the system extrapolate contextual knowledge from the simple amount of tags provided by users?
Can current machine learning and artificial intelligence techniques cope with this problem? As the users
are the main actors in the process of contexts definition, how can we ensure the quality of the information
provided? Moreover how can we easily manage the problem of communities and subcommunities?

Finally there are some general questions. This vision presents an extension of the idea of Web, where
resources and documents are indexed not only based on their content, but also based on the context
which they are relevant to. Could this model be helpful in understanding the relationships between context
and content, and how do they reflect one to each other? Which is the connection between context and
information needs? Is the context alone enough to understand what the user needs and how she needs it
(textual information, audio, image)?

4.3. System evaluation

Although the conceptual model is clear, several alternative strategies to the problems presented exist, so it
is important to compare their effectiveness. Moreover the understanding of the good and weak points of the
proposed model is the first step toward its realization.

4.3.1. Evaluation approaches

Evaluation is an issue of paramount importance in IR. Depending on resources and aims, different
evaluation approaches can be adopted; benchmark-based and user-centred are the main ones. The
benchmark evaluation (e.g. TREC initiative, http://trec.nist.gov/) follows the Cranfield model,
giving emphasis on controlled laboratory tests, without user interaction. Benchmarks are system centred
and they directly focus on the evaluation of different implementation strategies. Within the CAR field,
benchmarks have been for example exploited to have a rough evaluation during the first stage of
development [10, 11].

While benchmarks concentrate on details, user evaluation approach works on the IR system from a much
broader point of view. The main purpose is to study usability and interaction, to understand how the system
satisfy the user’s needs, and, in general, how well the user, the retrieval mechanism, and the database
interact extracting information under real-life operational conditions [1]. Within the CAR field, this kind of
evaluation has been for example exploited in [6, 16].

In the last years hybrid evaluation models have been studied to combine the advantages of both the
previously presented approaches. These ones are mainly addressed to improve the evaluation in the
interactive information retrieval field (IIR). The overall purpose is to facilitate the evaluation of IIR systems
as realistically as possible, taking into account the dynamic natures of information needs and relevance
as well as reflects the interactive information searching and retrieval processes (as in a user-based study),
though still in a relatively controlled evaluation environment [1].

4.3.2. Suggested methodology

With this considerations in mind, we propose a multistage approach, where implementation and evaluation
processes will proceed hand in hand. Different stages of work will require different evaluation solutions, and
we believe that early stage benchmark evaluations, followed by user studies, is an effective methodology to
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be applied to systems like the sSCAB. We will move from pure laboratory studies, to simulated environments
with users involvement, to a real world operational environment.

Benchmark evaluation will be our first step, and will be exploited to evaluate detailed implementation
solutions, like, for example, different algorithms to assess the relevance of tags for situations and resources.
Benchmarks do not substitute the user testing evaluation. Rather, several early stage benchmark experiments
could provide more solid basis for the subsequent user testing, that can thus be more focused. For example,
knowing which is the best strategy allows us to give to users just one prototype, instead of different
prototypes, one for each strategy.

Once the system has attained the desired levels of accuracy and effectiveness, we can apply an IIR evaluation
methodology, involving users in a controlled environments, following the ideas presented [1, 14, 16]. In
particular this step will consist in an iterative process based on the design-evaluation cycle described in
[14]: starting from some hypothesis, we will build/refine a prototype, that will be evaluated, and the results
will be the basis for the next cycle hypothesis.

Finally a broader user-centred evaluation will help us to understand if the sSCAB is effective in the real
world. This last stage does not involve laboratory experiments anymore, but only studies in an operational
environment. In this stage, we must move beyond performance and usability and consider utility or impact
measures [16]. That is, how do the proposed system change the work that users are doing?

5. CONCLUSIONS

In this paper we have presented the Social Context-Aware Browser, a general purpose solution to Web
content perusal by means of mobile devices. Introducing the main ideas, we have shown how current
approaches to contextual knowledge management are unsuitable for our solution. Thus the SCAB is not
merely an application, but it is a novel paradigm for the information access based on context, where the
community of users is called to manage the contextual knowledge through collaboration and participation.
We presented some scenarios and the conceptual model, suggesting a possible way to evaluate it.

The project is an initial stage. As future work we aim at answer all the open questions, advancing in the
same time with the evaluation of precise aspects of the model and with its implementation.
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Abstract
At current time, the availability of large music repositori es poses challenging research
problems. Among all, content-based identification is gaini ng an increasing interest
because it can provide new tools for easy access and retrieva I. In this paper we
describe an ongoing methodology for the content-based iden tification of unknown
music recordings through a collection of music documents. M oreover, as future
prospective scenario, identification is viewed in a more gen eral similarity context,

where also the perception of the users is considered.
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1. INTRODUCTION

Nowadays, the availability of large music collections poses challenging problems mainly related to
the organization of documents according to some sense of similarity. To address this issue, from
a research perspective, an interesting starting point seems to be the automatic identification of
music recordings. In this context, given an unknown excerpt of a music work, the task is to retrieve
all the recordings of a music collection sharing some content with the query and to deliver relevant
metadata such as title, artist and other additional information.

An earlier approach to music identification was audio fingerprinting that consists in a content-
based signature of a music recording to describe digital music even in presence of noise,
distortion, and compression [4]. However, the fingerprint value is strictly related to a particular
music performance, but the identification of a music work may be carried out also without linking
the process to a particular recording. For example, identification of live performances may not
benefit from the fingerprint of other performances, because most of the acoustic parameters may
be different. The solution would be to collect all the possible live and cover versions of a music
works, which is clearly unfeasible.

Thus, a good music identification approach has to be able to identify music works from the
recording of a performance, yet independently from the particular performance, and to sort the
elements of the collection according to some similarity measure with the query. Music works to
identify may be live performances, cover versions, noisy registrations and so on.

In literature several approaches to establish whether two musical pieces share the same melodic
or tonal progression have been proposed, such as in [7], [13] and [5]. Efficient and scalable
systems for a cover music identification task were also proposed in [18] and [11].

Content-based identification approaches can have a direct implication in different fields such as
musical rights management and licenses, learning about music, discovery new music and many
other topics related with music perception and cognition. Furthermore, a general technique can
be exploited in different tasks, where identification is just an application among other possible
ones. At this purpose, the ongoing methodology that we proposed in [11] aims at being general
enough to be useful in other tasks mainly related to the music similarity context.

Thus, in the following, Section 2 provides an overview of the methodology together with the new
directions whereas Section 3 describes ideas and prospective approaches toward a more general
music similarity system including also users perception.

Future Directions in Information Access - FDIA 2009

69



Content-based Music Access: an approach and its applications

2. A CONTENT-BASED MUSIC IDENTIFICATION ENGINE

The content-based identification approach described in this paper was firstly proposed in [10]
and [11]. The objective is to identify each recordings of a score (including live performances and
cover versions) through a collection of indexed high quality recordings. The assumption we made
was that, if a performance is played according to the original score, it can be generally modeled
and identified through the score information alone.

The system is mainly based on an application of hidden Markov models (HMMs) [15]. Since the
identification through HMMs is linear with the size of the collection, an index of the collection have
been built to extract from the collection a cluster of candidates to be re-ranked with the HMMs-
based identification. Figure 1 provides the general structure of the system; a first prototype is also
available on-line at [12].

Chroma Extraction

Retrieval

HMM
models

Cluster of Candidates

HMM klentification

Figure 1: General Structure for the Music Identification System.

2.1. Clustering the Collection

The music features exploited to extract a cluster of the collection should be both general and
robust to all the variations due to differences between the query and the collection recordings
(tempo variations, tonality shift, different voices, etc.).

One of the most common music content descriptor are chroma features. The basic idea behind
chroma is that octaves play a fundamental role in music perception and composition. For instance,
the perceived quality — e.g. major, minor, dominant, and so on — of a given chord depends only
marginally on the actual octaves where it spans, whereas it is strictly related to the pitch classes
of its notes. Following this assumption, a number of identification techniques based on chroma
have been proposed, in particular in [13] and [7].

In our approach [11], chroma features are used to index the music collection. In particular, chroma
are considered as pointers to the the music documents they belong to, playing the same role of
words in textual documents. Each chroma feature points to a number of recordings and to a
set of time positions within each recording. One major advantage of indexing in text retrieval is
that the list of index terms can be accessed in logarithmic, or even constant, time. The same
cannot be applied to feature vectors, because the exact match has to be replaced by a similarity
search, which is less efficient. One of the technique to handle efficiently this issue is the locality
sensitive hashing (LHS) [6]. Its basic idea is to apply to the feature vectors a carefully chosen
hashing function with the aim of creating collisions between vectors which are close in the high
dimensional feature space. The hashing function itself becomes then an effective tool to measure
the similarity between two vectors.

Following this idea, we propose to represent the 12-dimensional chroma vectors with a single
integer value through an hashing function, not depending on the absolute value of the chroma
pitch classes, but just on their rank within the vector. In Figure 2 the whole chroma indexing
process is depicted.
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[ Chroma Features ]—b[ Rank Quantization ]—'[ Hashing

Figure 2: Chroma Indexing process, from the music recording to the index

Retrieval is carried out using the bag of words paradigm, then by counting the common chroma
words between the query and the recordings of the collection. A problem that may affect retrieval
effectiveness is that chroma-based representation is sensitive to transpositions. In fact, if the query
and the matching recordings stored in the database are played in different tonalities, they have a
totally different sets of chroma. We addressed this problem by considering that a transposition of
s semitones will result in a rotation of the chroma vector of s steps. Each query is than transposed
to include all the most common tonalities.

At the end, the top N retrieved recordings are considered as the cluster of potential candidates.
Experimental results achieved with a collection of 1000 recordings of classical music showed that
a cluster of 100 documents (1/10 of the collection) was sufficient to have a 100% of recall [11].
First evaluation with pop and rock music gave promising results even if, due to the more variety of
the music, a more accurate elaboration seems to be necessary to achieve the same precision.
At this aim, experience matured in information retrieval proved that usually the combination of
different features outperforms the use of just one. Then, following this assumption we believe that
including other music descriptors could increase the performances of the system in terms of both
precision and recall.

Considering that cover songs generally preserve not only the harmonic-melodic characteristics of
the original work but also its rhythmic profile, the first idea is to combine chroma with some rhythm
descriptors, such as the one proposed in [9] for a genre classification task and called rhythm
histogram (RH). In a RH the magnitudes of each modulation frequency bin for all the critical
bands of the human auditory range are summed up to form a histogram of “rhythmic energy” per
modulation frequency. Similarity relationships can be measured according to the distance among
the histogram representations, and the songs of the collection can be ranked following these
values. A weighted final rank is then computed through a weight merge of both lists, where the
greater weight is given to the chroma list.

In a similar way, another music features that could be exploited are the Mel-frequency cepstral
coefficients (MFCCs). MFCCs are often used to compute music similarity especially in genre
classification tasks [16, 3]. They capture the overall spectral shape of the audio signal, which
carries important information about the instrumentation and its timbre, the quality of a singer’s
voice, and post-production effects [2]. However, they do not capture information about melody
and rhythm which are the most important features for the identification task we are proposing.
Anyway, following one more time the assumption that the combination of different features usually
outperforms the use of just one feature, we believe that even MFCCs can be useful to increase
the efficacy of the system.

MFCCs can be represented as a sequence of n-dimensional vectors, where the value of n
depends on the accuracy required by the system. Thus, they can be modeled and retrieved with
the same hashing approach of chroma, and can provide another rank list of potential candidates
to be merged with the other rank lists. Alternatively, considering their major application in genre
classification tasks, MFCCs rank list may be exploited independently to pre-filter the collection
according the music genre (pop, rock, folk, etc.). Then just the subset of the collection extracted
can be considered in the chroma-based identification.

2.2. ldentification

The cluster extracted from the collection is re-ranked with the HMMs-based identification
methodology proposed in [10]. The basic idea of the approach is that, even if two different
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performances of the same music work may differ in terms of acoustic features, it is still possible
to generalize their music content through a statistical models. To this aim, each recording of the
collection has to pass through some modeling steps.

In a first step, a segmentation process extracts audio subsequences that have a coherent acoustic
content. The aim of segmentation is to divide the music signal into subparts that are bounded by
the presence of music events, where an event occurs whenever the current pattern of a music
piece is modified (one or more new notes being played or stopped). Segmentation of the acoustic
flow can be considered the process of highlighting audio excerpts with a stable pitch.

Coherent segments of audio are then analyzed through a second step in order to compute a
set of acoustic parameters that are general enough to match different performances of the same
music work. In line with the segmentation approach, also parameters extraction is based on the
idea that pitch information is the most relevant information for a music identification task. Because
pitch is related to the presence of peaks in the frequency representation of an audio frame, the
parameter extraction step is based on the computation of local maxima in the Fourier transform
of each segment, averaged over all the frames in the segment.

In a final step a HMM is automatically built to model music production as a stochastic process.
The idea is that music recordings can be modeled with HMMs providing that states are labeled
with events in the audio recording and their number is proportional to the number of segments,
transitions model the temporal evolution of the audio recording and observations are related to
the audio features previously extracted that help distinguishing different events.

At identification time, an unknown recording of a performance is preprocessed in order to extract
the features modeled by the HMMs. All the models are ranked according to the probability of
having generated the acoustic features of the unknown performance. Ideally the alignment of
the query through the correspondent model will follow a linear trend, achieving the final higher
probability. Since the simplicity of the models, coarse alignment between the events and the
acoustic features could occur. This problem is handled by providing a support parameter, which
measures the distance between the computed path and an estimated linear path. Such linear path
can be estimated by considering the regression analysis of the computed alignment points.

A complete evaluation of the methodology with a collection composed of about 1000 recordings of
classical music can be found in [11]. The complete system gave a final precision of 90% with the
84% of the analyzed query correctly ranked in the first position with an identification time of about
3 seconds. As for the clustering component, an extension for popular music is under development
and initial results seems to be very promising.

3. IDENTIFICATION IN SIMILARITY ANALYSIS

A content-based music identification system may have different application scenarios, mainly
towards accessing, organizing, browsing and recommending. Automatic identification of unknown
recordings can be exploited as a tool for supervised manual labeling: the user is presented with
a rank list of candidates, from which he can choose the matching one. Once that the unknown
recording has been correctly identified, it could be indexed and added to the music collection.
Identification may also be exploited to retrieve all the different versions of the query stored in the
collection (live or cover).

Given the identification tool, a research prospective aims at exploiting it in a similarity measure
context. At this purpose, one of the main issues concerns the understanding of the similarity
concept itself. In fact, a very common consideration is about the structure of the rank list of an
identification system and an immediate question may be: "in an ideal situation where the matching
documents are always ranked on the top, is the first non-matching item the most similar of the
collection to the query?”.

The answer is not an easy task. In fact, in a mathematical sense we may say that, it is the most
similar because it shares the larger number of features. However, in a general sense, the similarity
concept is very subjective and strictly related to the context and especially to the listeners. Basing
the similarity measures just on the content is a bit reductive because music content is very various
and many factors are involved. Moreover, the perception of the users could be various and likely
much different from the computed one.

In the following, we propose some solutions to exploit the identification tool in a similarity context.
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Mainly, we believe that this could be done either considering the feedback with users or through
an integration with textual metadata.

3.1. Users Relevance Feedback

To consider music identification as a similarity task, feedbacks provided by the users can be
exploited. In the supervised manual labeling scenario previously proposed, users have to listen
the documents of the rank list to find the matching items. Then, by providing a rating pool, we
could measure the level of similarity with the query perceived by the listeners. In fact, people can
rate all the items of the rank list according their perception of similarity (for instance with scores
from 1 to 5).

Beside explicit feedback, an implicit feedback approach could also be considered. The idea is
to propose the identification tool as a playlist generator. The rank list can be seen as a playlist
suggested by the system in response to the query. The user could decide to listen all the retrieved
items even after the matching document, for example to search new music. Then implicit feedback
can be used to measure the likeness of the user to the provided playlist. Likeness can be related
to songs skip, if all the song of the list were listened or not, if the song were completely listened
, etc. All these measures can be processed to achieve a descriptor for the grade of likeness of
the proposed playlist. This descriptor can be related to a similarity concept by assuming that the
query provided is a recording that user likes and about wants to have more information. Clearly,
implicit feedback must be considered just in case the user had effectively listened to the playlist,
and not when he has only searched for the matching items. The time spent on the results page
could be considered a valid estimator; in case of a short time, implicit measures would not be
considered.

All the feedbacks could be then exploited to have similarity relations among the collection items
and to create clusters of similar documents. Moreover, they could provide a study to understand
the behavior of the content-based identification tool according to the similarity perception of the
users (how close the ranking list is to the similarity perception of listeners).

3.2. Integration with Social Tags

The content-based identification system can be used together with textual metadata to define
similarity relationships among the items of a collection. A content-based identification tool will
provide a component to measure the similarity of the music content, whereas all the tags
associated to the items will provide a user-based description [8].

Considering the rank list provided by the system, it would be possible to provide the system with
a component to browse the collection according to some pre-computed similarity relationships
based on tags. For example, starting from the matching items an user could browse the collection
searching similar items or creating a playlist, where the similarity is based on social tags
representing the cognitive perception of people.

A future research prospective that we are going to investigate is how to modify the structure of
the identification system (Figure 1) in a tool to define off-line similarity relationships among the
documents of the collection. An initial schema of the system is depicted in Figure 3.
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Figure 3: Schema of a system to define similarity relationships for documents of a collection.

Future Directions in Information Access - FDIA 2009

73



Content-based Music Access: an approach and its applications

As it can be seen, the approach aims at computing all the content descriptors and to map them in
some metric spaces in order to define a sort of distance among descriptors. Considering content
distances and social tags, it would be possible to define similarity relationship for the documents
of the collection. We believe that these computed similarity scores would be very descriptive since
representing both music content and users perception.

A preliminary idea is based on representing the collection and the similarity relationships as an
hidden Markov model where transition probabilities among states depend on the content-similarity
relationships whereas the observation probabilities of each state are related to the social tags.
Well known, statistical paths through the model [15] allowed an user to browse the collection
according a similarity global value express in terms of probability which combines both content
and user similarity relationships.

All social tags can be collected in different ways. In literature different methodologies to tag music
have been proposed, mainly based on either human-annotations, web mining or auto content-
based annotations [14]. A common approach is to gather human-based tags for a descriptive
training set and then to exploit a content-based auto-tagger approach, such as the one proposed
in [16] which uses a machine learning technique based on multivariate Gaussian mixture models
to annotate the new songs.

The proposed system may be used in different tasks ranging from recommendation systems to
the browsing by similarity of a collection. Especially concerning recommendation, we believe that
it could be an useful tool for the "items cold start” issue [1], since new items will be provided with
content-based descriptors that would be useful to define also likely social aspects.

4. CONCLUSIONS

This paper describes a methodology for the content-based identification of music documents.
The aim is to identify each recordings of a score (including live performances and cover versions)
through a collection of indexed high quality recordings. The approach is based on two steps.
At first, a cluster of the collection is retrieved to highlight some potential candidates for the
query, whereas a second step computes the similarity between the query and the documents
of the cluster with an application of HMMs. The methodology is still under study, and prospective
directions to improve the results are provided.

A content-based music identification system may have different application scenarios, where
supervised manual labeling of unknown music recordings seems to be the most suitable. In this
context, a larger concept of similarity, not only based on content features but also considering the
cognitive perception of the listeners, can be introduced. At this aim, we proposed some different
ideas to apply the music identification tool in a larger similarity context. The descriptions provided
represent future approaches that we are going to investigate and we consider interesting for the
community.
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Abstract
The ongoing digitalisation of the learning process not only brings many advantages
for learners but also poses new challenges like the increasi ng amount of information

that need to be faced. This paper conceptually sketches a sys tem employing and
combining different existing Information Retrieval (IR) t echniques to support digital

learners. The system establishes a personal learning space including all learning
content by building an appropriate index of learning materi al. In order to store learning
content and allow an additional classification, adjusted to the specific needs of a
single user, two supplementary index levels are created and connected to the primary
index level. Different maintenance and search facilities a llow an intensive use of
this individiual structure. Summarising, a personalised | earning service, meeting the

challenges of modern learning, is delivered by extended sea rching capabilities.

Keywords: personal search, personal information management

1. INTRODUCTION & MOTIVATION

The nature of learning has changed over the last decades, especially because computers and the
Internet are, by now, quite naturally integrated into a typical learning environment. This technical
progress and the consequential integration cause a shift from traditional learning to learning
concepts located in a continuum of blended learning as defined by Jones [1]. Furthermore,
not only the preparation of content itself but also the way of distributing learning material and
communcation in a learning environment are in the process of being completely changed. This
digitalisation of the learning process on the one hand, but also the nowadays common assumption
of and awareness for lifelong learning as discussed in [2], bear new challenges, which have to be
faced by learners as well as lecturers.

On the one hand, Learning Management Systems (LMS) (cf. [3]) are, in the majority of cases,
employed to provide a foundation for modern learning. Whether it comes to distance learning or
not, all required material, including additional information for further reading and tasks controlling
the learner's success, is provided online, such that learners can easily access all desired
information any time and any place. On the other hand, advanced technical possibilities also
allow an integration of multimedia content into learning and teaching concepts, as for example
suggested in [4]. Furthermore, regarding the concept of lifelong learning, learning is ubiquitious.
Newspapers or journals are more often read on the Internet and various information is also
checked on the Internet—on stationary as well as mobile devices.

Of course, this development is pleasant and softens some difficulties that usually need to be faced
by learners. The general availability of information, for example, undoubtedly increased due to this
technical progress. However, for this very reason, composing the big picture is more difficult, also
because skimming through collected information is not satisfactorily supported by now. Moreover,
the rising number of different kinds of content that needs to be considered is even more calling
for an appropriate support of collecting and arranging different kinds of learning content. Besides,
there is also the fact that most of the systems used so far have an institutional point of view rather
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than the perspective of a single learner.

Put another way, personal and professional experiences with LMS (cf. [5]) and their functionalities,
often far from being satisfactory, actually lead to proposing our system as described within this
paper.

Briefly spoken, the vision of the presented approach lies in the provision of an environment,
allowing a single user to administer his learning material and learning context in order to facilitate
learning insights. Hence, the concept for our future system is trying to build a personal learning
space including all objects somehow related to the learner and the qualification he is trying to
attain. Exisiting IR techniques are employed and combined in order to smoothly integrate the
system into the learning process of a single learner.

The rest of the paper is structured as follows: Section 2 provides a brief overview on related
concepts that need to be considered when actually designing the system. Focus of attention is on
the presentation of the system concept in section 3. Within this section, the three design parts, that
is the main ideas behind the system components for the collection, preparation, and presentation
of learning objects are described. Finally, a short outlook in section 4, providing insights into future
work, concludes this paper.

2. RELATED WORK

Of course, the promotion of a personal learning space immediately suggests personal learning
environments (PLES). By general definition, a PLE is a system helping learners to control and
manage their own learning: “A PLE is a single user’s e-learning system that provides access to
a variety of learning resources, and that may provide access to learners and teachers who use
other PLEs and/or VLEs [Virtual Learning Environments].” [6]

In order to allow a classification, Sandra Schaffert and Wolf Hilzensauer [7] identified seven crucial
aspects for personal learning environments: the role of the learner as active, self-directed creator
of content, personalisation, content without limitations, social involvement, ownership of learner’s
data, educational & organisational culture, and technological aspects. Evaluating these criteria,
most of the stated aims of the proposed system coincide, such that our system can also be
classified as PLE. However, PLEs often focus on examining and actively controlling the learning
process and progress, which is particularly not the main objective of our system.

Mostly, PLEs have their origins in the demand for learner-centred approaches. Forms and specific
definitions of PLEs range from sets of tools, each supporting a single asset of learning, as for
example examined by Dalsgaard [8], to sophisticated systems, such as those briefly described by
van Harmelen [6].

Besides some current research projects like TENCompentence! or MATURE?, there are, of
course, several existing systems already dealing with a more general view of learning than a
typical PLE. However, as far as known, there is no existing system trying to smooth the process
of assembling all information related to the learning process as well as fostering new insights by
providing, first, assistance for easily setting up a personal learning space, second, a sufficient
search and possibilities to efficiently glance through learning material and, third, visualisations
for the two previously named tasks, showing the big picture by pointing out connections of single
information pieces.

Concerning the technical implementation different research areas need to be considered. First of
all, the proposed system follows a user-oriented approach to IR. Therefore, developments and
findings of this area, as for example described in [9], are the relevant for our system. Secondly,
user interaction is an important principle of user-centred systems in general and, of course,
learning environments in particular. Relying on theories of constructivism (cf. [10]) interaction
is a basic principle for learning, therefore interactive IR, examined in detail by Xie [11], needs to

lhttp://wuw.tencompetence.org
2http://mature-ip.eu
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be particularly considered. Thirdly, the idea of working with single informationen pieces, called
learning objects, is not new. While generally working with learning objects, ideas, thoughts,
problems, and solutions as for example discussed in [12] need to be taken into account. Also,
storing learning objects suggests digital libaries like examined in the DELOS project®.

Moreover, since different existing IR techniques are supposed to be combined, actual research of
the specific area needs to be considered as well. Selected references are directly included in the
description of section 3.

3. SYSTEM CONCEPT

The future system, trying to accomplish the vision described above, is how described in more
detail. By now, the system has not been realised in full depth and detail, for this reason
descriptions need to be understood as conceptual sketches. The system will be divided into
three core components—a collection component, a preparation component, and a presentation
component (cf. figure 1). Each component is depicted in a separate subsection.

The foundation and content of the system are learning objects. Basically, a learning object is any
possible physical representation of information, such as locally saved files in different formats
or an online web page, related to the learning process. These learning objects are assembled
and traditionally stored in a database by the collection component. Subsequently, the preparation
component processes the assembled objects and extracts or assigns additional information.
The presentation component, in contrast, represents the interface enabling user interaction and
passing results along to the user.

presentation
component

system e preparation \
interface . component |

collection
component

------- optional direct interaction

FIGURE 1: User Interaction and Interplay of System Components

Concerning the actual realization, in summary, the system is ought to adopt familiar Web2.0-
paradigms such as a rich and user friendly interfaces and tagging of information assets in order to
facilitate intensive usage. Additionally, the system is meant to smoothly operate in the background
for most of the time by default; variations, adjustments and a more intensive usage are of course
fostered for active users.

3.1. COLLECTION COMPONENT

The basic component of the components triad is the collection component. This component is
employed to actually build the personal learning space by assembling local as well as web content
by an automatic, though controlled approach in contrast to crawling the Internet in general.
Technically spoken, this component is based on a combination and extension of existing
persistence and search frameworks such as Hibernate* and Lucene®. At the moment possible
compositions are examined, since there are already different existing approaches and projects
like Hibernate Search®—integrating Lucene into the Hibernate framework—or the Compass
Project’—allowing a flexibel combination of Lucene and different Object-Relational Mapping
frameworks as well as supporting Spring® integration.

Shttp://www.delos.info
“https://www.hibernate.org/
Shttp://lucene.apache.org/
Shttps://www.hibernate.org/410.html
"http://www.compass-project.org/
8http://www.springsource.org/
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FIGURE 2: Levels of Indexing connected with Learning Objects

As core feature this component is not just extracting and processing textual information explicitly
stored in learning objects, but generating three different index levels, building upon the database of
learning objects, each of them organised in a specific hierarchy. This concept is related to the area
of Hypertext IR (cf. [13]). The three levels—Ilearning material, learning context, and reference—are
loosely connected and organised in two tiers, as shown in figure 2. All different index steps can
be triggered automatically for real-time indexing or manually for time-shifted adding of learning
objects.

Since the technical granularity of learning objects is more or less arbitrary and learning objects
are—at best—only structured by a manually created file structure; there is no existing structure
that can be build upon. Hence, the index level learning material, respectively the first tier, includes
all learning content but abstracts from learning objects. In this manner, a hierarchical structure
linking to learning objects, however allowing file-independent connections of single learning
assets, is formed. Furthermore, the supplementary index levels learning context and reference
in the second tier are referencing to this particular structure. Put in other words, this level is used
to abstract from physical data formats and build a well-defined hierarchy of learning material to
allow precise references.

Technically, this level is similar to known indexing components. Text-based content is processed
according to traditional full-text indexing mechanisms and an appropriate index is built. To
successfully implement this index level as system foundation, related areas, such as XML
Retrieval described by Kamps et. al [14], need to be considered.

Subsequently, the two supplementary index levels need to be populated. Therefore the collection
component is trying to extract and store the learning context for a particular learning asset.
Depending on the learner’s situation, the learning material is ought to be classified as relevant,
for example for a particular course or subject. Determining the learning context completely
automatically is not meant to be achieved. Especially in the beginning, the detection will require
additional manual effort of the user. However, preferences are supposed to be employed to
structure and minimise manual input. It seems, for instance, applicable to use actual course
websites for each semester in LMS or similar systems to determine the context of learning assets
invoked within a certain radius from these websites.

Independent from a certain, determined learning context, learning material can be further
classified by using arbitrary tags. This possibility is represented by the third index level reference.
As mentioned, adopting the Web2.0-philosophy, the user is allowed to freely assign tags to
learning material using the reference level. These tags can, if desired, be organised in one or
more hierarchies in order to depict implicit structures. Here, too, manual setup and maintenance
are unpreventable for a successful realisation. The fact, that this level explicitly asks for the user’s
input, is meant to be attenuated by offering Web2.0-like manipulation options. Additionally, the
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FIGURE 3: Reasoning across different Levels of Indexing

process is ought to be smoothened and supported by automatically extracting and assigning
keywords like headings or captions from learning objects.

Using the three index levels organised in two tiers, as described, instead of a single index level or
a database index, fosters personalization and learning insights by allowing an individual structure.
As a result, the design of the collection component is closely related to faceted search and needs
to consider issues of this area, as for instance examined by Henrich and Eckstein [15].

Finally, the collection component is completed by the design of an active learning mode. This
mode basically activates automatic indexing. Enabling this active learning mode, all visited web
pages passing a filter—validating criteria like file format or domain names—are added if a certain
time threshold is exceeded. Furthermore, maintaining a white list of web pages, like course
pages, that should automatically be revisited and checked for updates periodically is an absolute
necessity in our opinion. These examples are just two possiblities for user defined filters, which
should of course be covered by system functionalities. For local content the organisation is
considerably simpler. Besides adding single files to the repository, the user should, of course,
be allowed to add directories to be observed and periodically checked for updates. In this manner,
it can be ensured that the learner is the active, self-directed creator of content. Regular learning
actions—consuming as well as creating learning-relevant content—are employed to automatically
collect the content of the personal learning space.

3.2. PREPARATION COMPONENT

Building upon the foundation created by the collection component, the preparation component
processes and enhances the information collected and basically structured in the previous stage.
The main focus is to use the three index levels for a reasoning mechanism, adopting spreading
activation techniques, such as described by Crestani [16].

As depicted above, every information in the two supplementary levels of the second tier
is connected to a particular node in the first tier. Hence, spreading activation models and
theories can be employed to detect possible connections between single nodes of learning
material that have not been obvious before. That way, learning objects not explicitly searched,
however considered relevant through connections spread across the different index levels, can be
recommended to the user. Figure 3 shows reasoning using connections spread across the three
different indexing levels. Correlations can, for example, be used to add novel connections between
learning material and tags of the third index level. The careful configuration of the reasoning
component will be subject of further research and inquiries.

The preparation component, obviously, is also one possible starting point for collaboration
scenarios incorporating social involvement. Especially because Web2.0 philosophy is employed
and techniques like tagging are integrated, it is likely to avoid performing equal tasks by multiple
users several times. The tagging of a particular learning material, for example, does not need
to be computed several times but can be shared with other learners, using the same learning
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objects. Of course, complete ownership of learner’s data needs to be retained. Elaboration of
feasible implementations will also be subject to further research.

3.3. PRESENTATION COMPONENT

Finally, the presentation component primarily forms the investigation interface offering the service
as a whole to the user. The presentation component also enables user interaction for the
two previously described components by allowing manual input, collection and learning-related
preparation. Direct adding, accessibility, modification, and extension of learning objects or learning
material of the first tier are also provided by the interface.

For this component, it is especially important to allow a lightweight and intuitive utilisation.
Principles of exploratory search, as for example described by Marchionini [17], need to be applied
in order to satisfy traditional search activities like fact retrieval but in particular the continuative
search activities learn and investigate.

4. CONCLUSION AND OUTLOOK

In summary, our proposed system is supposed to support the learning process of a single learner,
also allowing optional collaboration with other learners if desired by employing and combining IR
techniques. One of the research challenges lies in carefully selecting and combining existing
techniques in order to benefit from related research areas.

Basic searching is constituted by keyword search. Of course, an advanced search, allowing to use
the three index levels as filters to narrow the search down to certain criteria, also needs to be part
of the described system. Among others, it is very likely that parameters like the actual learning
context—determined due to the web page just visited—can be employed to find related learning
objects not directly included, but assigned to the search context as well.

Moreover, different visualisation components are supposted to be embedded into the search
interface for additional presentation of various aspects. Search results can be visualised by tag
clouds for textual information. The collection of learning objects can—based on a particular search
or not—be visualised using associations of different levels, allowing browsing the repository on a
visual level.
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Abstract

Web advertising is one of the major sources of income for numerous search
engines, news sites and non-commercial publishers. Textual ads, characterized by
Sponsored Search (SS) and Content Match (CM), make up a significant portion of
Web advertising. In SS, with limited information about ad contents, given a query,
the challenge is to place relevant ads alongside organic search results. Organic
search results are ranked based on their relevance to search keyword. However, SS
results are not necessarily ranked purely based on relevance due to various factors
influencing the ads overall ranking such as bid phrase and displayed position. The
displayed ads may not relate to a user’s information need. In this paper, a study
associating ads and users, referred to as personalized advertising is proposed. User
profiles are used as external knowledge to establish the relationship between the
users and the ads.

Keywords: Web Advertising, Sponsored Search, Information Retrieval, Search Engine

1. INTRODUCTION

The Web has been useful to Internet users around the world for transactional and non-
transactional purposes such as information seeking, communication and online shopping. When
seeking for information, a query is submitted to a search engine that later displays results relevant
to the query. It is estimated that about two billion searches are performed daily by Internet
users around the world [1] with various information needs. The trend of using the Web for non-
transactional and transactional activities continues to increase, enabling advertisers to reach out
more potential customers through Web advertising — one of the major sources of income for
search engines, commercial publishers (e.g. news sites), and non-commercial publishers (e.g.
blogs). Typically, the ads are distributed through either Sponsored Search (SS) or Content Match
(CM) method. In SS (also known as Paid Search Advertising), textual ads are placed at the result
pages for the query that a user has submitted. An example is as shown in Figure 1.

GO ( )gle wimbledon 2009 ((Seashy 2

Search: © the web ©) pages fiom the UK

Web Results 1 - 10 of about 5,920,000 for wimbledon 2009.
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Champions at The Championships, 2009 (22 June-5 July) vill each receie ... Wimbledon Tickels 2009 |

wini.wimbledon org/ - 27k - i Wimbledon Debenture Tickets and ——T— Title
; & Lounge Passes available
Tickets About Wimbledon o peRtieK s eom
Wimbledon 2009 22 June -5 July . Shop
Dec 2008 Centre Court roof July 2007: Review of Wimbledon 2007 Wimbledon Frort Row Seals
Jobs Directions e

Prime Debenture Seats explained, —
Early booking discounts ofered < | Description
wimbledondebentureseats.com

Wimbledon Website - The Championships and The All England Lawn ...

HSBC, the Offcial Bank of The Championships, Wimbledon, has generously agreed to Wimbledon 2009 Tickets
donate to these charities in 2009 a sum equal to the total amount raised ... Tickets & Hospitality for all days
wwwwimbledon org/en_GB/about/tickets/2009 htmi - 39k - : Wimbledon 2009. Safe & Guarantesd!

o winw stagedveonline com

The Championships, Wimbledon 2008 - Spectators - AELTC Ballot -

Wimbledon 2009 Monday 22 June - Sunday 5 July. 2009 Public Ballot. To enter the draw for Wimbledon 2009 Tickets Landing Page

2009 ballot you must first obtain an appiication form from 1st ... The Renowed Tennis Toumament!

aeltc. wimbledon.org/en_GB/aboutfickets/2009 htmi - 20k - : on Tickets 100% Guaranteed
viagogo co ukMWimbledon-Ticket

FIGURE 1: Sponsored advertisements listed at the result page of a query
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Currently, most Web advertising consists of textual ads with three elements: an ad fitle; a few lines
of description relating to the title, promoted products or services; and a URL to the advertisers
site called the landing page. Major search engines such as Google and Yahoo! generate income
through textual ads placed at their search results. Basically, they act as search engines that also
provide ad networking services. In the United States, search advertising shared about 45% of
the total $23.4 billion generated by Web advertising for the full year of 2008 with overall Web
advertising revenue for that year increased nearly 11% over 2007. The remaining 55% of the
total $23.4 billion was generated by a combination of display-related advertising (33%), classified
advertising (14%) and other advertising formats (8%) [2]. Search advertising is therefore in an
advantageous position for advertisers to reach out customers and for search engines to generate
advertising revenues. Internet users who initially use the engines to seek information are the
targeted group to interact with the advertisers’ ad campaigns. The format of SS advertising is less
annoying compared to unsolicited commercial emails.

The second method of textual ads in Web advertising is CM (or Contextual Advertising) which
places ads within the content of a Web page. In CM, an ad network is involved with the goals of
optimizing relevant ads and revenues shared between the Web page owner (e.g. blogger) and the
ad network. However, CM is not the focus of this paper.

Advertisers bid for keywords, known as bid phrase, to be associated with their ads. The position
where the ads are being displayed is also a factor in determining how much the advertisers
are being charged. The three pricing models for textual ads are pay-per-click (PPC), pay-per-
impression (PPI), and pay-per-action (PPA). In PPC pricing model, advertisers will be charged
a certain amount for any clicks on the URLs provided in their ads. For PPI, advertisers will be
charged every time their ads are displayed, and for PPA, advertisers only pay if users visit the
advertisers Web page and later perform transactions.

Although the displayed ads relate to the query that a user has submitted, the ads do not
necessarily relate to the user as a potential customer. For instance, suppose that users A and
B type “wimbledon 2009” as a query, A may be interested in one of the ads shown in Figure 1, but
B may not. The reason would be that B likes travelling in a group so he or she is looking for a tour
package not just a ticket. Apparently A and B have different profiles. Motivated by this problem, a
study on personalized advertising in SS is worth carried out.

This paper focuses more on SS advertising and aims at providing an overview of techniques
relevant to SS. The organization of the paper is as follows. Section 2 describes an overview of SS
advertising, section 3 related works to SS advertising, section 4 future challenges, and section 5
concludes the paper.

2. SPONSORED SEARCH ADVERTISING

Sponsored search advertising mainly concerns about marketing products and services thought to
be of interest to a user. Although the user’s interests are subjective, a query the user submits to
the search engine represents his or her information need. The difference between SS and brand
marketing is that the latter promotes specific brands while SS promotes products and services
directly based on prior knowledge, i.e. query keywords.

Typically, SS involves three entities namely advertiser, user, and search engine which each has a
different goal:

e The advertiser provides ads that each consists of a title, description, and landing page.
The goal is to promote products and services within a specific campaign period or
temporal constraint so that potential customers are reached out as many as possible. For
example, Sponsored links in Figure 1 revolves around Wimbledon 2009, in which one of the
advertisers sells Wimbledon tickets. So, the ad theme is relevant to the user’s query.

e The user views ads, and if he or she becomes interested, he or she will visit the advertiser’s
web page. The user has an information need and if the ads are relevant, the probability that
the user will interact with the ads is higher compared with if the ads are not relevant. A study
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in [3] confirms that the relevance of ads with user interest is important. In [4], it is evident
that the ad and its context have a significant effect even when a conscious response such
as click is not present.

e The search engine selects ads based on the user's query and places them on the result
page. The goal is to select relevant ads so that users might be interested in the ads. As
the search engine earns advertising revenue, maximizing click-through rate is therefore
desirable. In this case, the pricing model is assumed to be PPC, in which when a user
clicks an ad, the advertiser is being charged.

User profiles are important so that ad campaigns will be more personalized across different users.
Given different users submitting the same search keyword relatively at the same time, all users
should view different ads depending on their profiles. Basically, an advertiser interacts with a
search engine ad networking service to add or update its ads. The engine stores the ads in its
storage. A user interacts with the search engine that records the user’'s Web browsing and search
activities. These activities are useful in formulating the user’s profile that is used as an additional
knowledge to relate different users with different targeted ads.

The click revenue R that a search engine can estimate for a given query ¢ and a set of ads
A ={ay,as,...,a,} is expressed as

R= ZP(clz'ck:|q,ai).Price(ai,i) (1)

i=1

where P(click|q, a;) is the click probability given the query ¢, the set of ads A, the total number of
ads displayed n and Price(a;, %) is the ad a; click price at position i.

The main challenge with SS advertising is that a query is short, typically 2-5 terms, and ad
contents are limited. Initially, when a user submits a query, he or she anticipates the best search
results not the best ads associated with his or her query terms. Due to the brevity of the query
terms and the ad contents, the best scenario would be an exact match between the ad bid phrases
and the query terms.

One of the possible approaches to rank query ¢ with regard to the ad a; is by computing their
cosine similarity:
q . l;; Z?:l wiq.wij

" ‘E‘ x B \/Z?:l wti\/Z?:l wi;? @

Szm((L a;

N
Q;

Although many bid phrases may be associated with an ad, it is impractical for advertisers to
provide an exhaustive list of bid phrases for their ad campaigns. Therefore, a broad match is
an alternative to the exact match where a query is related to but does not have to match the
phrases. In broad match advertising, the criterion is relaxed by not relying solely on the phrases.
For example, the ad title, description, and URL for the landing page are typically used to be
matched against the query. Additionally, information related to the user or the advertiser may also
be considered.

3. RELATED WORK

Broder et al. [5] use a global score threshold in their work to predict whether the entire set of
ads is relevant to be displayed. For any query, ads with scores higher than the set threshold are
perceived to be more relevant than those with lower scores and ads with scores lower than the
threshold should not be returned. So, different thresholds will result in different suggested number
of ads to be returned. Clearly, there is a trade-off between the effectiveness and the coverage of
ad results. The drawback of this method is that it is difficult to set a threshold that leads to a set
of optimal ads because the result coverage also depends on the ad corpus. The follow up work
uses machine learning technique to classify whether an entire set of ads is relevant [5]. The input
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TABLE 1: Categorization of methods for ad selection
Approach Representative Works

Predicting whether the entire set of ads is relevant to be
displayed [5]

Machine learning
Using click data for training and evaluation, determining
which framework is more suitable, and determining useful
features for existing models [9]

Threshold Global threshold to determine whether to return ads [8]

Rewriting of tail queries [6]

Query expansion, Using knowledge in search result to create augmented
augmentation and substitution query [8]

Optimizing ad relevance and revenue using query
substitution [11]

Click-through and click feedback | Estimating the click-through rate [12]

is a query and a set of ads, while the output is either “yes” if the entire set should be displayed or
“no” otherwise. In their classification model, they use Support Vector Machine.

In SS, query rewriting, done mostly offline using various sources of external knowledge, is a
common technique used to perform broad match. Repeating queries from the head to torso of the
query volume will benefit from this approach. Online query rewriting for SS was proposed in [6].
In their work, they use pre-processed queries to develop inverted index of the expanded query
vectors and run incoming queries against it to enrich the original tail query representation. In
their work to rewrite queries for SS, Jones et al. [7] used search engine query logs to gather user
session information and later produce alternative queries for ad selection. Candidate substitutions
are first generated by examining pairs of successive queries that user issue in the same session.
Subsequently, the candidates are examined to find common transformations. A machine learning
ranking is used to determine the most relevant rewrites that match against ads. In [8], the authors
use the search results (top-n pages) so that an additional knowledge about the query submitted
by the user can be gathered. The additional knowledge is then used to augment the query. The
augmented query is later evaluated against the ad corpus to retrieve relevant ads. In [9], the
authors use machine learning approach to predict the likelihood of an ad is to be clicked. Knowing
which ads likely to be clicked is very important to both the advertisers and the search engines.

Given a set of relevant documents and a set of irrelevant documents, the work on query expansion
by Rocchio [10] shows how the best query is crafted. With regard to SS, documents refer to ads.
Rocchio’s expanded query consists of a linear combination of the original query, and the vectors
for relevant and irrelevant documents. The vectors for relevant documents are added to the original
query, while the vectors for irrelevant documents are subtracted from the original query. Radlinski
et al. in [11] propose a query substitution approach to optimize relevance and revenue in SS. They
analyze frequent queries in pre-processing phase that constructs lookup table which will map
queries into bid phrase. User original queries are transformed to substituted queries that have
higher matching chances with bid phrase. Richardson, Dominowska and Ragno in [12] propose
a method to estimate the click-through rate for new ads. They develop a model using logistic
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regression. Their dataset consists of information on landing page, bid term, title, body, display
URL, clicks, and views for each ad. The dataset is used to train and test their regression model.

Recent research works on SS advertising are classified in Table 1.

4. FUTURE CHALLENGES IN SPONSORED SEARCH

The problem in Web advertising will remain chiefly on selecting relevant ads for a given query
especially the ads volume is expected to increase. However, the research and applications in
Web advertising are dominated by search engine companies due to advertisement datasets
and ads bidding networks are available to these companies. Search engines generate the ads
relevance and ranking by their proprietary algorithms which lack public evaluations or involvement
of researchers in academia.

When a user submits a query, the expectation is to have the best search results based on their
relevance to the query. SS results are influenced by various factors: the relevance between the
user’s query and the advertiser’s bid phrase, the bid amount for the phrase, and the position
chosen to display their ads. Each of these factors has its own weight in determining the ads
overall ranking. Therefore, studying the trade-off between ads relevance and advertising revenue
is essential. An ad positioned in the top list may be due to the dominant weight assigned to its
bid phrase. The click-through data are worth analyzed to study the number of viewed ads that are
later clicked regardless of their displayed positions.

While research works on query expansion and query substitution have been done to augment
or substitute original query to improve ads relevance, the displayed ads may not necessarily be
relevant to users’ interests. Therefore, given the same query, two different users with different
Web browsing and search interests should be displayed with different ads. Therefore, learning
consumer behaviors that represent interests will be important in personalized advertising. Click-
through logs that have the data on users’ web browsing and search interests can be used to model
behavioral profiles. However, monitoring users’ web access raises a privacy concern. If their Web
access activities are being monitored for marketing purposes, users should be made aware of the
monitoring usage. Perhaps, users should be rewarded for allowing their web access activities to
be monitored. A study on the technical, legal and ethical implications of behavioral profiling needs
to be addressed.

Most researches in Web advertising focus on issues related more to search engines. To the best
of my knowledge, there has not been much research on advertiser-oriented Web advertising in
the literatures. Generally, advertisers have the budgets to run their campaigns. It is important to
optimize advertisers’ satisfactions and to minimize their advertising costs. The metrics to measure
the advertisers’ satisfaction need to be developed.

5. CONCLUSION

This paper provides an overview of Web textual advertising especially on sponsored search, the
recent research works in sponsored search and its potential future directions. The author views
that personalized advertising in sponsored search is essential because different users will view
ads relevant to their interests and information needs. It is known that an advertising revenue is a
driving force in sponsored search. So, the displayed ads in sponsored search may not necessarily
be the most relevant ads to a user’s query or interest. Therefore, improving ads relevance that
relate to users as potential customers may be more rewarding to the advertisers than displaying
ads that no users relate to.
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Abstract

The so called logic and probabilistic views on IR can be reconciled by a unifying
framework for lIR. | present a proposal for a PhD research according to a multi-
disciplinary perspective and | discuss some of its consequences for IR as a discipline.
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1. INTRODUCTION

Richard Feynman [7] once said that the existence of barriers between disciplines is one of the
main obstacles to the progress of science. Conceptual walls are built even inside one single
discipline, like between Database-systems (DB) and Information Retrieval (IR) [4] in the burbling
pot termed as a whole ‘Computer Science’, only to find out that they are doing more harm than
good to the scientific cause. In the meantime, while the majority of practitioners still believes in
the value of a kite-mark for permissible approaches, dwelling in between this received network of
disciplines and specialisations is often regarded as an extracurricular activity, which you should
not engage with at the expense of the institution that appointed you. In the most fortunate cases
it is considered to be a matter of chiefly academic interest, which usually means that only tenured
professors may safely pursue that path.

Things start to change when an external event, often the emergence of a technological artefact,
confronts us with a paradigm’s precinct. For example, the development of nano technologies [14]
does not merely improve on the existing engineering practice, but introduces radically different
procedures for the manipulation of materials at the atomic scale; the fraction of surface atoms
becomes comparable with that of the bulk, the thickness of a layer of material approaches the
wavelength of the electronic functions. At this critical scale, material scientists are concerned with
quantum effects, chemistry and electronic engineering become deeply intertwined and biology
sees the production line as a viable perspective. Practitioners then become aware that landmarks
in their own discipline are rough approximations in another discipline, which stay valid until a limit
is reached, whether conceptual or technological.

When a larger amount of computing power and advanced data processing applications are
accessible by a greater part of the population, as is now the case in Western societies, information
becomes a commodity: extraction, processing and distribution of bulk information are not simply
extensions in their scope of techniques for accessing structured information repositories, but they
are different in kind. Traditional disciplinary boundaries disappear at the scale of indeterminacy
reached by modern applications: the amount of disorder in the structure of information repositories
and information needs plays in IR the same role as a scaled parameter in physics. Whereas
physical laws depend on the scale of parameters such as size, speed or force, methods in IR
depend on the amount and kind of structure that informs both the information sources and the
queries.
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Semi-structured data sets are not less structured deterministic repositories that can be processed
by adapting the tools for dealing with structured repositories; their lack of structure blurs the
distinctions between IR, DB, and also between these sub-disciplines of computer science, and
those fields of philosophy, sociology, anthropology, physics and logic that are concerned with
information, its meaning and its use by human agents.

The next section shows that when, information appears to be less and less ordered, and therefore
more complex, a successful approach to description, processing and retrieval of information
cannot be exhausted within a single discipline. In particular | consider three realms: i) probabilistic
models, which realise mappings under the rules of probability theory from the form of the
information repository to the form of an information need, ii) semantics, which is considered to
either partake only the truth conditions of sentences in a language or more widely to refer to any
formal representation of the meaning carried by an informational structure, and iii) user interaction,
which may be provisionally termed as any flow of information between a human user and an IR
system.

A multitude of disciplines provide valuable insights on all these issues, however applying to IR
different conceptual frameworks developed elsewhere would reaffirm the status of an alleged
disciplinary essence. In section 3 | shall then introduce my proposal as a demand for disciplines
to rethink their theoretical foundations. IR challenges the existing paradigm and we cannot simply
resolve to apply different probabilistic models to the problem of evaluating the relevance of a
set of documents with respect to a certain query, but we are prompted to address important
issues of probability theory through IR. We cannot simply apply theories of meaning to IR, but
IR concurs to the development of new theories of meaning. The research proposal that | sketch
here has the twofold aim i) to provide a common framework where current approaches to IR, to
the description of information flows and to user interaction can be discussed and ii) to provide a
design framework where novel applications can be developed, taking advantage of the synergies
between different disciplines and improving on the existing theories and practices. While | cannot
possibly be exhaustive in the range of applications and on the potentiality of this framework, | will
simply present one motivating example of theories, which are known to have been successful in
accounting for information exchange related issues, but which are also difficult to reconcile, mainly
because they have been developed within the scope of different disciplines.

2. A CURRENT ISSUE IN IIR: SEMANTICS AND PROBABILITY

A large number of insights about the three parts that | regard IIR to be mainly made of are already
provided by a variety of disciplines, albeit they are loosely or completely unrelated to each other. In
this section | present an issue, which preliminary investigations show that can be tackled with the
framework that | aim to. It is related to current debates in the broader field of information access
and serves as a starting point for my research.

This exemplary case concerns the long-lasting question whether IR should be concerned with the
meaning of information, whatever notion we want to append to this concept, and be about the
development of tools designed to ‘understand’ the content of both the documents and the queries
and to find suitable mappings between the two. Alternatively, IR can deal only with the outer form
of the data, leaving interpretation to the user, provided that enough data are available to make
probabilistically responsible statements about relations, further unspecified in their interpretations,
between the statistical parameters of the documents and those of the queries. Even at the time
of writing, this debate heats the feelings of those involved in information access research [11];
the question whether we should renounce altogether to attempts to model human reasoning only
because it is clearly too complicated to be grasped by mathematically elegant expressions is still
unsettled.

Without doing too much harm to the multiformity of the different positions, we can cluster a first
view on the debate about the relation between semantics and probability around Fuhr’s survey
of probabilistic methods for IR [9], essentially based on the application of probabilistic reasoning
such as Bayesian methods and on the quantification of relevance as the lumped parameter of
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user satisfaction. To the same class of probabilistic methods belongs the language modelling
approach [12], which seeks to determine the unique model of the document that generated a
query, modulating natural language processing techniques to the task of IR. There have been
even attempts to show that the two are rank equivalent [5, pp. 1-10]. Although | do not want to
subscribe to this thesis, which has been proved to be in itself problematic [16], the two probabilistic
approaches are equivalent in how they put themselves in relation to semantics: since there are
a limited number of possibilities to compose the syntactic and lexical units and still produce the
same semantic structure, an IR application may simply aim to match those structures, leaving the
user to discriminate between the residual subtleties.

Conceptually different are approaches such as that of Nie [15], and before that of Van Rijsbergen
[20], who seeks to add semantic awareness to classical probabilistic models. This is at the
same time a bridge to lIR in that it enables the employment of different semantic notions for
IR purposes, included those that regard meaning to be tightly coupled to human experience.
Although this logical approach to IR forms the main anchor to my research, the proposed
techniques to convert the output of logic processes to probabilistic statements are still lacking
a thorough framework going beyond an ad hoc solution for the case of logical implication. The two
classes of approaches are seen as competitive only because, as Wong shows [22], IR models
are probabilistic implementations of processes of logical inference; when logics are thought of
as being mainly concerned with inference we find the logic and the probabilistic view on IR
on two different sides if we focus on the implementational layer and to be equivalent at the
conceptual level; in both cases it is difficult to design applications where the two views coexist
and complement each other.

Relevance may still hold as lumped parameter, but its relation with probabilistic relevance is not
easy to determine. The consequence is that relevance can only be characterised in relation to a
particular IR system [2], which is conceptually unsatisfactory as we would expect it to be related
to the context, the particular query, the previous information gathered by the user, but less to the
particular technique that one uses to access information. A rough simplification may lead to affirm
that those different approaches to IR are just different estimations of relevance, albeit without a
clear understanding of how this parameter is bound to human potentiality. The picture that we get
is that of a claim that a certain mathematical expression models human satisfaction without an
understanding of what this satisfaction is about.

In order to solve this bottleneck of the design within the IR community, without addressing,
for example, how anthropologists generalise observations of a local, small scale community, to
general cultural theories, very advanced evaluation protocols [21] have been developed. This
transfer of theoretical models from design to evaluation does not prevent the closure of the
discipline and the elaboration of notions, like that of epistemic uncertainty in [23], specifically
targeted to the problem of IR evaluation, although they could be extended to a wider scope.
Bringing the human user into the design of IR applications and yet limiting the scope of the
theoretical analysis to the boundaries of IR as a discipline also leads to unsatisfactory results.
In [11] Fuhr presents a theoretical model for IIR in which he is forced to subscribe a rather strict
set of assumptions only in order to let the model be compatible with classic probabilistic IR. In
particular concepts such as information need or relevance are left unquestioned.

The few notable exceptions of cross-fertilisation of computer science with theoretical insights from
other disciplines remained halfway towards the approach | suggest: they allowed the design of
technological artefacts to be inspired by other fields without actively contributing to the other
discipline. This is the case of [6], which discuss Merlau-Ponty’s phenomenology or Wittgenstein’s
theory of meaning, both well known and perhaps also slightly outdated, without contributing to the
productive field of anthropology of the senses or to that of pragmatics in philosophy of language.
IIR should both develop its own theories and communicate them so to trigger advances in the
humanities, affording novel ways to do anthropology or philosophy through IIR; this is an important
benchmark to assess the quality of the solutions developed in such an multi-disciplinary research
line.
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Before sketching in the next section how a framework that pursues this path further may look
like, | shall conclude the present discussion with a methodological remark." It appears that the
preconditions to design a multi-disciplinary framework for IR relies heavily on the expected results
of the framework itself; if it does not fall pray of circularity, at least this approach can be facilitated
by some bootstrapping procedure. The specialisation of modern research does not allow even a
large team to encompass all the different skills that may be relevant to the task. One possible
solution to this problem could be to introduce a meta-framework, like that suggested in [1], that
provides the key concepts to bridge disciplines. This is, however, still an open issue, which is
faced with some regularity in the design of many application in information science. Without this
bootstrapping procedure at our disposal, we are then forced to manually select the concepts that,
to the best of our knowledge, have been at the core of different disciplines and to use them during
the development of the framework.

3. RESEARCH DIRECTION AND CHALLENGES

A probabilistic model of IR can be thought of as a functional block that provides a mathematical
formalisation of reasoning under uncertainty and that can be interfaced to other blocks, inducing
a hierarchy of different models, each with its specific accessory functionality. A statistical
components block attached to the probabilistic model specifies how probabilities should be
calculated, one or more logical blocks specify our knowledge about the data sets, the context, the
user and so on; logical blocks enter the model through its priors [3], which allow the incorporation
of issues that cannot be resolved at the probabilistic level, but which nevertheless may be crucial
to the success of the retrieval task. This design scheme overcomes the distinction between the
logical and the probabilistic view on IR.

Not yet having an automated method to import other models into the hierarchy, we are then
forced to posit a theoretical background, discuss it outside that framework, which still must be
designed, and let artefacts based on the framework interact with the probabilistic model; this
approach resembles that followed in [13], where, however, little space has been reserved for
discussion, such as why the Cognitive framework has been chosen and how it relates to other
theories. | also put an additional constraint on the choice of the theoretical approach, that should
admit a mathematical representation: either the framework itself must already be expressed in
mathematical terms or it must be possible to couch at least its main components in a mathematical
language.

A theoretical framework for IR upon semi-structured data sets should account for the human
driven process through which a set of determinately true or determinately false statements can
be associated to data sets even when they lack a complete formal structure. Adding the quality
of multi-disciplinarity requires also to assess how different theories explain key concepts like
meaning, uncertainty or action. Finally, a probabilistic implementation will then assign probabilities
to interpretations, given the data set, accessible through a statistical components block, and
the procedural and structural information provided through the priors. This section explains, by
means of two examples, how different insights on how meaning arises from unstructuredness and
interaction, can be integrated towards a common theoretical framework for IIR. For each possible
theoretical solution | will provide some clues on how a modular design of novel applications can
be implemented in practice.?

The first example is an extension of classical logic, which is mainly concerned with assertions and
with formalising the task of making an inference, that is making explicit some informations already
present within a knowledge base, towards a dynamic logic for IIR. Our task requires a notion of
meaning as the product of a dynamic process of interaction between the user, whose capacities
far exceed that of drawing inferences, and the external world. User-system interaction and IR is
then primary with respect to any crystallised information and knowledge representation structure:
meaning does not arise at the system or at the subject in isolation, but at the relation the people

I would like to thank the anonymous reviewer, who pointed out this fundamental issue.
2The reader without a background in logic and philosophy may want to skip the technical details.
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create with other people, objects and ideas through technology. Multi-agent communication, while
it is not commonly regarded in terms of inference

fall[s] squarely within the scope of modern logic, viewed as a general account of information flow. To
empbhasise the point, asking a question and giving an answer is just as ‘logical’ as drawing a conclusion!
[19]

The input provided to the probabilistic model through its priors is a characterisation of the
dynamics of meaning within a retrieval session. Empirical or theoretical arguments may lead to the
identification of different informational events that affect both the context and a user’s epistemic
state, provided, as | already pointed out, that we are able to produce a mathematical formalisation.
Let us suppose that we want to enhance the probabilistic model with a formalisation of the event
l¢ of asserting that ¢ in such way that every user, who has access to the system knows that ¢
and she is able to update her epistemic state with that information. Obviously, adjusting the priors
with this information leads to a modification of the posterior distributions, for that retrieving the
information that ¢ is not relevant any more, the probability of a user asking ¢ will be low, and so
on.

A logic block that provides this functionality could be based on a public announcement logic
PAL [18], eventually enhanced with common knowledge towards a logic PAL-C. The theory has
a mathematical form, hence it is implementable, because the language has a model-theoretic
semantics defined onto a model .# = (W, R,V), where W is a set of possible worlds, R an
accessibility relation from the set of users to the powerset of W2 and a valuation V fixes the
interpretation of variables. As consequence of the announcement ¢ the probabilistic model is
updated through the recalculation of the priors that follows each update .#|¢ of the logic model
by ¢. The interpretation of the proposition ¢ can vary in the different blocks, which may be attached
to the probabilistic model and, in case of a PAL-block, will be [¢] = {v € W|.#,v = ¢}, that is
after the announcement that ¢, which is supposed to be veridical, only worlds where ¢ is the case
are further considered in the calculation of the priors.

Other blocks can be designed, which formalise the acquisition of various structural or procedural
informations, thereby determining additional constraints to the possible values of the priors. A
functional block that formalise our knowledge about how a IR session proceeds, could be based
on a logic of interrogation Lol [10], which admits also a model-theoretic interpretation where an
interrogative ?¢ partitions the set of worlds into subsets with the same truth value for ¢ and an
assertion !¢ selects that partition where the ¢ is the case. Blocks based on temporal logics may
formalise the temporal dimension of querying the system and many more can be designed.

The second example, which concludes this section, is an application of anthropological philosophy
to the task of characterising a human user, who engages in IR and the way she interprets
documents or queries, which do not have a well specified structure. This approach is mainly rooted
in Badiou’s theory of the subject, but admits, as Fraser shows in [8], also alternative descriptions
in terms of intuitionistic logic and Kripke models. Both the meaning and the probabilistic models
of complex resources are not expressible in closed form, hence the final epistemic state of the
subject and the models are infinite. Also in this case we must seek to determine a formalisation
that is expressed in a mathematical language in order to guarantee the feasibility of the calculation
of the priors.

The suggested representation is in the form of a generic extension, a finite model extended
by a generic set. The concrete documents and queries, being always finite are thought of as
approximations by forcing conditions, through which statements about the generic extension are
reduced to statements about the finite model. An application of Badiou’s idea that the subject is
mathematical, connecting an event to elements of the generic set leads to overcome the difficulties
in defining the meaning of very complicated resources and the probabilistic models that definitely
mark them as relevant with respect to a certain query. Following the exposition in [8], the domain
of the subject is described by a set of conditions (©), which is at the same time an element and a
subset of the fundamental situation S and =4, ..., w, are the sets that define the conditions of ©).
The goals of a subjective procedure is a generic truth in the form of a ‘correct subset’, which is
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governed by the rule Rd,, which states that if 7; € 6 then Vr; C 7; = 7; € § and by the rule Rds,
which states that, between any two conditions ;, 7; that belong to the correct subset holds that
either m; C 7; or m; C m;; a sufficient condition to ensure that the latter compatibility relation holds
isthatVm; ; € 9, Imp, € 6 ¢ m; 5 € .

The next step towards a mapping of the procedural information about the interpreting subject,
consists into defining a spread A of correct subsets over © and to add indexes to the set ¢
in order to indicate the position of the subsets onto a partial order. Defining a spread over ©
amounts to fix a function that implements the two laws Rd; » that has p(©) as domain and whose
range is {0, 1}. We may consider a potentially generic sequence in A, which can arise from a free
choice sequence that never becomes expressible by an algorithm. As pointed out by Fraser, we
should pay much care to regulate the model in such a way that a certain balance can be reached
between the need of keeping the subject free on the one hand and to avoid a restricted law-like
sequence on the other hand. This requirement can be satisfied by defining a set @such that for
every law-like sequence A\, A(n) =Q(n) = Im : A(m) #Q(m); while it does not allow to definitely
indicate at an intermediate step of the algorithm, whether the procedure is generic, it keeps at any
point the free choice sequence at a distance from the law. The problem in implementing this block
is that any truth procedure is inherently anticipatory and there is no empirical gathering technique
that can possibly encompass the entire sequence. At this point, Fraser introduces forcing as a
means to save the intermediate results of the subjective enquiries. The function of the block is to
gradually make sense, by proposing suitable hypothesis and gathering the necessary empirical
evidence, of the initially unintelligible terms of what Badiou terms the subject-language, through
the forcing relation. Since | present these results in the form of a direction for future research, it
is far outside the scope of this introduction to present a complete axiomatisation of the logic of
the subject. It suffices here to say that the forcing relation bears a similarity with entailment within
an intuitionistic setting; in particular, a set = may force a formula ——¢ of the language, and yet
not force ¢ or it is possible for 7 to force —¢ as long as no other condition of the same generic
sequence forces ¢. What it is also not possible to discuss here is the relation, explained in [17],
between intuitionistic, and hence subjective, logics and modal logic; this resemblance has already
been observed by Badiou in case of negation that may hold until another construction shows that
the positive formula is the case.

4. CONCLUSIONS

After making an appeal for multi-disciplinary research in IR and for the reconciliation of
the probabilistical and the logical view on IR, | introduced a framework where functional
blocks, obtained by the mathematical formalisation of different theories, are interfaced with a
probabilistic model. | sketched two possible designs: one, which applies dynamic logics, yields
the formalisation of public announcements and constraints on the IR system, the second one,
formalises the multiplicity of the subject by means of two mathematical structures, the generic
set and the forcing constructions. The arguments that | presented in favour of the need for a
framework to both discuss different views and to develop novel applications in IIR, seen in its
widest acceptation as a technological artefact designed to aid humans in collecting information
according to certain criteria, are far from comprehensive of all the perspectives under which we
can look at this subject. Nevertheless, | believe to have provided enough support to the claim
that the approach that | propose accounts for the complexity of IIR and that only by bundling the
strengths of logic, probability theory and philosophically sound theories on human agency can we
attain a deep understanding of this subject.
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Abstract

Web search engines are built for helping web users to locate information quickly and
efficiently. However, despite the fact that search engines provide considerable assistance
in locating information, one of the main difficulties remains the ambiguity and uncertainty
involved in matching information needs against documents which might satisfy those
needs. A possible solution is the application of natural language dialogue systems, an
area that is becoming increasingly prominent in the field of natural language processing.
Dialogue Systems aim at conversing with a human using a logical and articulate structure.
Dialogue systems have been shown to work well over structured knowledge sources.
Imposing a dialogue system on an intranet however is a new challenge. Here we are looking
at combining a dialogue system with the power of a standard search engine.

Keywords: information retrieval systems, dialogue systems, question answering systems

1. INTRODUCTION

Imagine you could interact with a university intranet search engine as follows:

User: Head of department

System: Which department are you looking for?

User: computer science

System: The head of the computer science department is Dr. Sam Steel. His contact details are as
follows ... Do you want any further information?

User: How do | get to his office?

System: The quickest route from the University information point is as follows ...

This type of interaction seems well beyond what is currently possible but the documents stored at
the website do contain a lot of implicit structure that could be used to make such a system reality.

One thing we should point out here is that a user is not forced to interact with the dialogue system
as there is no need to initiate a separate dialogue to satisfy every user information need. Search
engines can perform very well with user queries in most of the cases. Therefore, with any response
from the system the user will also see the best matching documents returned by the local search
engine. A user is free to ignore all options proposed by the dialogue manager if the top matches
contain the desired information.

However, even queries in document collections of limited size often return a large number of
documents, many of them not relevant to the query (Kruschwitz, 2005). To stick to the example
of the Essex! intranet, for instance, the head of the computer science department query, the
search engine should be able to provide an excellent match to this simple query and retrieve Sam
Steel’s home page as the best match. However, we end up getting several other pages that are
not relevant to this query.

One way of imposing a dialogue system on such a document collection is to enforce formatting
guidelines on web site developers so that all documents are properly structured, syntactically as

Thttp://www.essex.ac.uk
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Parameters Dialogue systems | QA systems Intranet domain
natural natural short queries(2-3 words)
Input language language that do not convey
questions questions much information
Output very domain expected answer type wide range of queries
specific who : person like room numbers
answers when : date phone numbers
where : location course titles
rely on free text(search engines) | unstructured
Knowledge base structured web documents data found on
database structured web pages
databases & semi-structured

System-user interaction format

domain specific
dialogue manager

either one-shot queries or
some element of dialogue

typically one-shot
queries

TABLE 1: Related research areas

well as semantically. There are a number of problems with such an approach (Hawking and Zobel,
2007). We do not impose such restrictions and assume that most of the content is unstructured,
or partially structured. Our aim is to automatically extract useful domain knowledge from the
documents. This knowledege can then be used to guide the dialogue manager. For example,
we are interested in extracting subject/object relations to construct domain specific knowledge.
This domain knowledge would be quite helpful, to provide a user precise and straight forward
results.

The work proposed here represents a PhD project that has just started.

2. MOTIVATION

There has been little progress in the implementation of such dialogue systems in intranet search
engines. Our work is based on UKSearch (Kruschwitz et al., 2008), a domain specific dialogue
search system developed at the University of Essex. In this, a domain model has been constructed
by extracting document markup structure. A user query is submitted to search engine as well as to
the domain model. Apart from showing the standard search engine results to the user, the system
assists the users by suggesting query modification terms to refine and relax the query. However,
the system has no "understanding” of these modification suggestions.

Our motivation emanated from the user queries submitted to the UKSearch system (Essex
University website). Queries have been collected for more than two years to study the user search
behaviour. Similar to other studies (Bendersky and Croft, 2009), queries were found to be very
short, less than two words on an average. In addition, it was found that queries like room numbers,
lab numbers, telephone numbers and course titles etc. were routinely searched for.

3. RELATED WORK

Our research work is closely related to areas like dialogue systems, question answering systems
and information extraction etc. Dialogue systems engage in some sort of conversation with a
user, to perform some domain specific task. The domain related task could be booking a flight,
accessing yellow pages directory data and enquiring about train time tables etc. All these tasks
can be categorized as information seeking tasks. The idea here is, users seek some information
by explicitly providing some constraints to the system. Table 1 gives a quick overview of the related
research areas.

3.1. Information Seeking Dialogue Systems

In recent years, the area of NLP has witnessed a rapid development of dialogue systems from
simple conversational agents to sophisticated Multi-modal dialogue systems. Such systems can
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use various modalities to interact with a user like text,speech,graphics and gestures. We will not
look at multi-modal dialogue systems. Early dialogue systems like ELIZA and PARRY are known
as conversational agents. The main purpose of ELIZA (Weizenbaum, 1966) was to study the
interaction between human and computer, where ELIZA played the role of a psychotherapist.
It is a script based program (decomposition and reassembly rules) and reads the input string
to identify the necessary keywords. The keyword related transformation rules are applied to the
same sentence as a system’s response. Although, conversational agents are part of dialogue
systems, we are not interested in such type of applications. Instead, we are particularly looking at
information seeking aspect in dialogue systems.

Initially, dialogue systems concentrated on travel domain related applications (ATIS) (Hemphill
et al., 1990). Later, it moved to other domains like call routing (HMIHY) (Gorin et al., 1997)
and intelligent tutoring systems (ITSPOKE) (Litman and Silliman, 2004). Some examples of
Multi-modal dialogue systems are: bathroom designer (COMIC) (Catizone et al., 2003), Queens
Communicator (O’Neill et al., 2003) and unmanned robot helicopter (WITAS) (Lemon et al., 2001)
etc. Unlike these dialogue systems which focus on structured databases, our work concentrates
on unstructured data found on the webpages. The significant difference between these dialogue
systems and intranets is firstly, we have web type queries. Secondly, queries are more focused in
these dialogue systems and finally, we don’t have explicit domain specific knowledge.

3.2. Dialogue System Modelling Approaches

Finite grammars are the simplistic approaches to model dialogue systems. Initially, finite grammars
were used to model the entire structure of conversation. In finite grammars, states represent
system utterance and the transition between the states is based on user’s response. The problem
with this approach is flexibility and portability issues to other domains (Wilks et al., 2006).

The frame based approaches are an extension of finite grammars. They are also known as slot
and filler structures. The slots are filled with in a frame based on user’s utterance. The best feature
about this approach is multiple numbers of slots can be filled in random order. The database is
queried once it has filled all the slots. It is somehow flexible when compared to finite grammars
because this approach doesn’t enforce any strict ordering on user utterance (De Roeck et al.,
1998).

3.3. Question Answering Systems

Question answering (QA) systems automatically extract answers to questions formulated by a
user in a natural language. Question answering is not a new research topic and the main goal
of these systems is to provide the user short answers, instead of a list of documents. Question
answering systems can be broadly classified into two domains:

e Closed domain (limited to particular domain)
e Open domain (can be anything and mostly fact based)

The first question answering systems are Baseball and LUNAR. Baseball answered questions
pertaining to baseball games played in the American league over one period (Green et al.,
1961). LUNAR focused on questions related to moon rocks and soil collected from the Apollo
moon missions (Woods, 1973). These two systems are good examples of closed domain
question answering systems. In closed domain question answering systems, the domain specific
knowledge is stored in databases. A natural language interface is provided to access that domain
information.

In open domain, question answering systems can be divided into factoid and complex QA
systems. Most of the open domain question answering systems are factoid based QA systems.
Factoid based QA systems deal with facts related to person names, date of births and
organizations etc. Factoid question types are classified into: where, when, who etc. On the other
hand, for complex and analytical tasks interactive systems like HITIQA (Small et al., 2003) and
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FERRET (Hickl et al., 2006) are also developed. Both of these systems are especially meant for
answering explanatory questions like: why , how, list , define etc.

QuASM, question answering system depends on html markup structures to extract answers to
factoid questions (Pinto et al., 2002). AQUA, (Vargas-Vera et al., 2003) question answering system
incorporates various knowledge sources like ontology and WordNet along with a domain specific
database. Questions are answered by means of knowledge database. If AQUA fails to answer
it uses a search engine to find an answer to a query. We are planning to implement a similar
strategy.

Another example of open domain question answering systems is AnswerBus?. It considers the
user query in any of these languages: English, German, French, Spanish, Italian, and Portuguese
and returns results in English. Alta Vista’s language translator tool Babel Fish is used for
translation. Search engines and directories are deployed to find relevant documents to user
queries. The major difference with other open domain QA systems is AnswerBus returns a set
of possible sentences instead of fixed length answers (Zheng, 2002).

Perhaps the most popular and first web based natural language QA system available online today
is STARTS. START (Katz and Lin, 2002) relies on Omnibase, (Katz et al., 2002) a heterogeneous
database in which documents are annotated in a natural language to extract triples (subject,
relation, and object). In our proposed work, we will also consider these triples to extract domain
specific knowledge.

4. RESEARCH QUESTIONS

The questions to be addressed by this proposed research are :

e How can a dialogue system be incorporated into the search process to provide the user with
a more natural language interface?

e Can such a dialogue system on an intranet provide the user with more relevant information
and offer a better user experience than a standard search engine?

5. PROPOSED RESEARCH

There is a wealth of literature on research in dialogue systems and question answering systems.
Dialogue systems do however, typically rely on some sort of structured knowledge whereas
question answering systems are in most cases one shot interactions. The proposed dialogue
systems for intranet search are different to the related work discussed. The main differences with
other areas are :

Short queries in most cases (often just keywords rather than questions)
Unstructured data to start with

Domain-specific dialogue (without having lots of domain knowledge)
Wide range of possible user queries

The past few years have also seen a rapid explosion of activities in information extraction (Jurafsky
and Martin, 2008). Extracting named entities and simple relations has become much more robust
and this is another area of research that we will tap into. There are two main parts of proposed
research.

e Turn the document collection into a structured knowledge source employing NLP techniques
and methods of information extraction to automatically detect named entities like person,
names, room numbers etc. As well as facts eg. Predicate - argument structures like:

is(Sam steel, head of department)

2http://www.answerbus.com/
Shttp:/start.csail.mit.edu/
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e Impose a dialogue system that employs the automatically extracted knowledge and
appropriate domain-specific knowledge to assist a user in the navigation as outlined in the
motivating example.

Evaluating such a system is particularly difficult as standard measures like precision and recall
are not necessarily the best (and certainly not the only) measures to assess a dialogue system.
We will perform a range of evaluations, ranging from technical evaluations that investigate the
quality of the extracted facts to full user evaluations. Our main methodology to evaluate the
proposed dialogue system will be task-based evaluations. Some of the measures that will be
used to compare the dialogue system against some baselines (e.g. a standard search engine)
include:

Number of interaction steps required to arrive at an answer (dialogue length)
Time taken to process a user query

Precision and recall (success rate of retrieved results)

User satisfaction
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Abstract

Patent retrieval is an information retrieval task that poses very specific characteristics
and demands. Especially the need for high recall is very important to patent searchers.
In the ongoing research project TM4IP, we aim to improve patent retrieval by
developing an open-domain patent retrieval system based on linguistic knowledge. By
using Dependency Triplets as index terms our system aims to improve precision and
recall compared to keyword-based approaches. One of the cornerstones of a syntactic
approach to Information Retrieval is normalisation. This paper describes some of the
characteristics of the patent domain that influence lexical normalisation.

Keywords: Patent Retrieval, Natural Language Processing, Dependency Triples, Lexicon

1. INTRODUCTION

Over the last few decades, the increased access to patents and patent-related information has
seriously changed the patent world. National patent offices’ databases have become available
online and the advent of machine translation and OCR technology has enabled patent searchers
to widen their search areas and —at least in theory— the effectiveness of their search. 'However,
the complexity and concern of getting it right is much higher too ... [among patent searchers, there
is] a growing anxiety about missing something. [1] The economic repercussions may be vast: for
example, a missed patent in a prior art search can lead to an infringement suit, which can cost
millions of dollars. While in the past retrieval of patents and other forms of Intellectual Property
was typically researched by the database community, more recently it has attracted the attention
of the IR community. Patent retrieval has been the topic of workshops in [SIGIR 2000; ACL 2003;
NTCIR3 2002; NTCIR4 2004] and this year the CLEF-IP 2009 track is directed exclusively at prior
art search.

Patent retrieval is substantially different from ad hoc retrieval, because of the special
characteristics of both the documents and the queries (as well as the goals of the searchers)
that are involved in the search.

Depending on the specific purpose for undertaking the search, the end point of patent searches
starting from the same query may be quite different. Prior art search, invalidity search,
infringement watch or state-of-the-art search all have different goals and information needs and
the relevance of the information in the set of found documents will be evaluated accordingly.
This shows the need for a patent retrieval system to have a well-developed, interactive search
component which can be modified to suit the goal and taste of the searcher.

When composing their search queries, patent searchers are very much concerned with the fact
that they cannot afford to miss an important patent. | have dubbed this the ’total recall problem’:
The patent searcher is willing to lose precision in an effort to reach maximum recall. Expert
users create long Boolean queries (comprising 5 to 30 terms) where each concept searched
for is expressed by AND’s and OR’s of possible synonyms [3]. The resulting set of documents
is then analysed document per document to judge their relevance. The exposure to alternative
descriptions of some concept can lead to a careful rephrasing of the original query and so the
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process is repeated until either the relevant information is found or the (known) list of variations
is exhausted. This way of searching is very labour-intensive: some search sessions can take up
to two months to locate 200 relevant patents [3]. There have been some attempts to facilitate this
search process by automatically extending the search queries with synonyms or ontologically
related terms, but such systems have not met great enthusiasm from the patent searchers
community. As [5] point out:

"The professional searcher does not like the black box effect of intelligent engines,
for example the automatic query expansion with synonyms, stemming, default use of
the OR Boolean operator, etc. Whether a box is really black or just looks black because
of absence of illumination (in this case knowledge of the linguistic algorithms used) can
become the subject of philosophical speculations.

While patent searchers realize that they need help to achieve the highest possible recall, they also
demand total control and constant insight in precision and recall. Any retrieval system aimed at
this specific task and public should be designed with these two concepts in mind: "total recall’ and
‘total transparency towards the user’.

If we turn to the patent documents another set of problems appears:

Patent texts are not homogeneous, but consist of different sections’ which use different styles.
However, depending on the search goal the data relevant to (part of) the information need may
be in any of these sections; so all of them must be taken into account. The claims section, for
example, is legally bound to be one massive sentence. This is where the legal protection of the
invention is determined, which results in even more legalese than usual.

Even in the more descriptive sections, the language of patent documents is still notoriously difficult
to read. This is partly because of their grammatical structure: Patent texts often contain long,
complex sentences with a lot of enumerations and ellipses. However, as argued by [8], in most
patent texts, the grammar is correct and only a subset of the grammatical constructions in a
language are used. This allows for an efficient analysis by a (specially developed) parser. Yet
a greater challenge of processing patent texts, more specifically from an IR point of view, is
the legal style in which patents are written. 'Patentese’ combines the specific vocabulary of the
domain to which the patent applies with very generic terms and expressions. (The latter is a tactic
that is commonly used by patent lawyers who aim to obfuscate the method and specifics of the
invention.) This huge variation in expressing concepts makes it very difficult to find all relevant
documents pertaining to one’s information need. As [1] puts it: ’In the patent world, words are
shapeshifters, yet words are the brick and mortar of modern information retrieval.’

The keyword-based systems that make up the majority of todays patent retrieval systems cannot
look past this variation. A retrieval method based solely on surface forms encounters all sorts of
problems: The difference between the noun and verb ’'means’ is undetectable for a pure keyword-
based approach. A second problem encountered by these systems is the fact that they cannot
deal with the morphological variation of word forms. Even in a keyword-based search which
incorporates stemming, the fact that 'index’ and ’indices’ are basically the same word will not be
noticed. Nor can keyword-based retrieval deal with the similarity between ’adhere’ and 'adhesion’
(nominalization). Because of the fundamental limitations of keyword search we have to go beyond
the surface form. Therefore, we propose a syntactic approach to patent retrieval in which the
syntactic (and correlated semantic) relations [10] between two words are the index terms. We
use Dependency Triplets like [N:candle, SUBJ, V:burn] to represent different but equivalent
expressions like 'the burning candle’, 'the candle(s) burned’, (he was) burned by a candle’, etc .
By doing so we can abstract away to a level beyond surface realization, closer to concepts thus
resolving problems of ambiguity due to morphological and syntactic variation.

Ttitle, abstract, description and claims section
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My PhD research project is part of the TM41P? project [4] which aims to develop an open-domain
patent retrieval system based on linguistic knowledge. My research focuses on the linguistic
concerns that arise while designing and implementing the parser and search module. Until
now, the syntax and semantics of patent texts have received little attention from the linguistic
point of view. While there are a multitude of problems and considerations that are relevant for
linguistically informed patent search, the focus of this paper is more specifically on the lexical
characteristics of patent texts which influence the process of transforming this type of text (genre)
into usable/optimal index terms.

In section 2, | will briefly describe the state of the art in patent retrieval systems and give a brief
overview of the system used in the TM4IP project. In section 3, | will zoom in on an experiment
that | performed and discuss plans for future research.

2. BACKGROUND
2.1. Patent retrieval systems

The majority of the search engines used by the patent search community today are keyword-
based, using a general-purpose text search engine. Some of them incorporate a query
preprocessing module and allow for the use of wild cards, boolean compositionality and
term weighting [12], query phrases, query expansion by using thesaurus [12], proximity
searchcitemicropat, etc. For an overview of the three biggest commercial systems, see [11].
The vector space model usually lies at the heart of these generic keyword-based approaches.
Academic research has mainly focussed on the relative weighing of these terms [6] and on
exploiting the patent document structure to boost retrieval efficiency [6]. Over the last few years the
first semantically based patent retrieval systems have been introduced, in particular the Patent-
café search engine and IPCenturys DECOPA search engine.

The only method that comes close to our syntactic approach is [9] who uses deep linguistic
analysis in the form of predicate-argument analysis (implying semantic role labelling) to improve
readability. Her system is the first step in a suggested patent summarization method. A closely
related system is the PATexpert system [2], a content-oriented system that aims to look past
the surface forms and uses —amongst other technology like image retrieval, etc— semantic web
technology to give direct access to the content of the patent. Due to the highly specialised
ontologies used, the PATexpert system is currently (2008) focused on two domains: optical
recording devices and machine tools. In TM4IP we want to avoid this dependence on elaborate
ontologies and have opted for an open-domain system.

2.2. Introducing the PHASAR system in the TM4IP project

The basic unit in our system is the Dependency Triplet (DT). A DT is similar to a syntactic phrase in
that it is a grammatical part of the sentence and —at least in part— identified according to linguistic
criteria. The use of syntactic phrases in Information Retrieval is based on the assumption that
words in a text that have a syntactic relationship often have a related semantic relationship [10]. A
DT is a pair of (lemmatized) words together with their syntactic relation, e.g. [N:current, ATTR,
A:electricall. PHASAR’s DT framework is based on the principle of aboutness.

Our system is made up of two main components:

a) AEGIR (Accurate English Grammar for Information Retrieval), a hybrid dependency parser,
which aims to accurately parse complicated technical English texts for IR purposes. AEGIR
combines a broad-coverage, handcrafted rule-based grammar with a transduction process to
(a) find the best parse and (b) transduce this parse to DTs while processing large raw corpora
in the patent domain. Then, the information about the frequency of DTs and lexical items is
incorporated into the parser, thereby guiding the parsing process as it analyses new text. For
example, the correct parse of the famous example John hit a man with a telescope could easily

2'Text Mining for Intellectual Property.” For more information on the project, visit http://www.phasar.cs.ru.nl/TM4IP.html
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be decided given the information that [V:hit, PREPwith, N:telescope] occurs 2 times in the
entire (training) corpus, while [N:man, PREPwith, N:telescope] occurs 220 times.

b) PHASAR (Phrase-based Accurate Search And Retrieval) is a search engine which uses DTs
as index terms. In the search module, the searcher can phrase queries in a semi-natural way to
fit the index terms as closely as possible. One has complete control over the search and search
result and can interactively generalize the query or make it more specific. Query generalization
can be achieved by either joining multiple terms using the OR operator, or by using one of the
built-in thesauri for selecting a semantic term type. A query can be made more specific, by adding
more terms in the query slots or by setting a context from which the results have to be retrieved.

In our system, the normalisation needed to create effective index terms is taken care of by different
parts of the system.

¢ Grammatical normalisation is built into the parser, which has a second transduction step
that translates a dependency graph into a set of DTs. Special care has been taken to reach
the highest grade of normalisation possible, for example by splitting up hyphenated forms
such as 'man-made lake’ into [N:man, SUBJ, V:make] [V:make, OBJ, N:lake], to map
nominalisations onto the relevant verbs, to map equivalent grammatical structures onto each
other, e.g. 'thumb movement’ onto ‘'movement of thumb’.

¢ Morphological normalisation is realised partly through the lexicon and partly through the
parser. Spelling variation and morphological variations such as singular-plural, tense or
mood are handled by abstracting to a lemma (present in the lexicon). For those forms that
have no entry in the lexicon, robust recognition rules are incorporated in the system.

e Semantic normalisation is (partly) realised by using the DTs themselves, which provide a
disambiguating context (achieving higher precision). E.g. tree bark versus a dog that barks.

¢ Lexical normalisation is (partly) realised by the use of (several) thesauri which can be
accessed by the user during a search and analysis phase.

3. CONSIDERATIONS AND POSSIBLE RESEARCH ISSUES

As explained in the previous section, problems of syntactic, morphologic and -to some extent—
semantic variation are dealt with by the parser. But one problem still stands in the way of maximum
recall: lexical variation. While being a big problem in any IR task, there are some characteristics
of patent texts that make lexical variation even more difficult to deal with in the patent domain.

3.1. Diversity in the patent domain

The notion of the 'patent domain’ is a deceptive one. The so-called patent domain actually consists
of hundreds of highly technical and specialised subdomains, each with its own very specific
terminology and ontologies. A patent document may concern anything from a gene extraction
method, a business method or chemical compound to a particular design of a doll house.

With such a wide variety of specific subdomains, finding and extending reliable lexical resources
is very difficult. Yet, ontologies and lexica are very important for all parts of our system. They are
not only used for query extension or classification tasks, but the lexicon is the very basis of our
parser system. When the parser encounters a word in the text that it cannot find in its lexicon,
it can either ignore it, thus -unlike the bag-of-words approach— creating 'gaps’ in the information
processing of the text, or use a series of robust recognition rules to make an informed guess as
to the relation of this lexical item compared to the other item in the dependency triplet. The latter
approach is more error prone and often does not provide the correct POS information or lemma,
thus inserting noise into the set of index triples.

3.2. Lexical and semantic variation

Even if we could have access to perfectly-constructed and complete ontologies, a second defining
characteristic of the patent domain would still pose a serious problem: semantic variation or the
possibility of one expression to denote several concepts. The patent domain exist through the
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collaboration of (tens of) thousand of writers and as there is no-agreed upon vocabulary (like
for example in the UMLS), every inventor has the right to use a word as he or she sees fit. For
example, a multiword term such as 'sound emitting device’ can denote everything from a car
horn or headphones to the so-called Mosquito Device, a device which is designed to drive young
troublemakers away from a problem area. This makes it very difficult to perform an effective
keyword search/direct term-matching To deal with this problem we need to disambiguate the
meaning of the words that are encountered in the patent text.

Closely related to semantic variation is the problem of lexical variation: the same concept can be
expressed in different patent texts with different lexical items, e.g. 'spring’, 'wire of coiled steel’,
‘means compressible along an axis’, etc . All these synonymous expressions should be identified
as such and linked to each other by means of a thesaurus or ontology.

3.3. Vague terms

A third characteristic of patent texts is the use of vague terms and expressions. Terms such
as 'sound emitting device’, ‘'means compressible along an axis’ or 'apparatus for preparing and
dispensing whipped beverages’ are used instead of 'loudspeaker’, 'spring’ or 'drink dispenser’. As
mentioned above, this kind of lexical variation complicates direct term-matching. These terms are
invented and defined ad hoc by the patent writers and will generally not end up in any dictionary
or lexicon. Exceptions are terms whose acronyms have become common words, like LED (light
emitting device) or LCD (liquid crystal display). Our system -at present— cannot catch these terms
and will normalize them into separate DTs, essentially treating the information as if it would occur
in a regular sentence instead of appearing as a term.3

While this syntactic normalisation usually improves recall [7], treating the information in sentences
and inside terms in the same way has disadvantages for lexical normalisation. If a patent searcher
is looking for all patents concerning headphones, he will also be interested in an obscure patent
concerning a 'sound emitting device’'. Instead of only splitting the information up in separate DTs,
the system should be able to use these terms for the lexical normalisation process as well by
linking them to known terms. This is equivalent to expanding the systems ontology with these
ad-hoc synonyms. This requires a two-step approach: correctly identifying and extracting vague
terms and linking them to an existing ontology.

Preliminary analysis of 16,000 patents in the engineering domain revealed that vague terms
like the examples above are headed by so-called general-purpose words*. These words are
semantically light: they occur quite often in the corpus (see appendix 2 for the occurrence of
general-purpose terms in the 20 most frequent terms) but are, by themselves, not very informative.
Their meaning is rather abstract and they are always accompanied by a verb or an adjective
derived from a verb that specifies their function. | created a list of general-purpose words by
looking at the 200 most frequent words and selecting the words which fit the criterion of 'whilst
being an instrument or method the word does not contain an intrinsic expression of its function’.
This was done by 2 persons with an inter-annotator agreement of 67%.° The resulting list can be
found in appendix 1. | then looked at the noun phrases which where headed by these words.

3The three examples given above would respectively become [N:device, SUBJ, V:emit], [V:emit, OBJ,
N: sound]; [V: compress, OBJ, N:means] , [V:compress, PREPalong, N:axis] and [N:apparatus, SUBJ,
V:prepare], [N:apparatus, SUBJ V:dispensel, [V:prepare, OBJ, N:beveragel, [V:dispense, OBJ,
N:beverage], [V:whip, OBJ N:beveragel. In this paper | do not discuss the more typical compound terms (a
noun phrase in which the adjective or noun is attributively connected to the head noun), e.g. thermotherapeutic apparatus
or liquid crystal display device. While these compounds are equally important in the search for lexical normalisation and
will receive a great deal of attention in my research project, they are less specific for the particular difficulties of the patent
domain than the 'vague terms’.

“4A general-purpose word can be defined as noun that describes an article or instrument whose function is not expressed
by the word itself but through the context words. For example, apparatus’ in the term ’occupant sensing apparatus’ does
not express its function, while the word 'sensor’ does.

5Inter-annotator agreement was calculated by counting each annotation of person 2 as a match or nonmatch value to the
annotations of person 1 and then calculating the ratio of matches to the total number of annotations.
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Manual analysis of the noun phrases showed that these vague terms usually follow one of these
syntactic formats:

e Noun Phrase — Present Participle — General-Purpose Noun, e.g. 'cover folding device’ or
'digital video/audio recording and reproducing apparatus’

e General-Purpose Noun — Adjective or Adjectival Phrase, e.g. ’'means compressible along an
axis’,

e General-Purpose Noun — for/of — Present Participle Noun Phrase, e.g. 'device for making
sandwiches’, ’apparatus for dispensing medicine’, ’a means and method for implanting
bioprosthetic material’.

In a few patents small variations occurred within the vague terms. For example, a patent describing
a 'cover folding device’ would sometimes use the term ’top cover folding device’ instead. These
variations are a sign of the ad-hoc status of these terms.

Analysis of their distribution in the patent documents shows that these vague terms appear
frequently in specific places such as the title, the abstract and the claims section. The description
section of the document deals with the parts and components of the system, so naturally such
general terms do not occur very frequently in this section. What is interesting, however, is the
low frequency of these terms in the prior art descriptions. While one would expect relatively high
frequency as they are describing similar concepts patent writers tend to opt for more concrete
terms to denote the same concept. For example, the patent discussing an ’occupant sensing
apparatus’ would use the term 'sensor’ in the prior art description, but not in the rest of the
document.

The next step of my project will be to design a system that can a) automatically extract vague terms
and b) link them to existing ontologies. One of the challenges of automatic term extraction will be
to decide which words belong to the n-gram. As we are looking for relatively big terms (more than
3 words) the complexity of the task increases enormously. Next to our knowledge of the general-
purpose terms list and the syntactic templates, one characteristic of patent documents that may
help solve this problem is the patent writer's need to avoid ambiguity. As mentioned above there
is a great deal of intertextual variation in the expression of concepts even within one domain.
Yet here is almost no lexical variation in the patent texts themselves. Since failure to describe an
invention or claim clearly and unambiguously can result in rejection during prosecution [1], the
patent lawyer will not risk any misunderstanding and thus will always refer to a concept that has
already been introduced in the text by means of clear anaphoric elements or will just repeat the
term in full. In due time we will develop an anaphora resolution module, but for now the system
can only look at those instances where the whole vague term was repeated. Using the linguistic
knowledge of the parser to detect the three syntactic templates described above we can detect
the potential vague terms. If such a term appears in the title, abstract and/or frequently® in the
claims section of the patent document, the system would classify it as a 'vague term’.

In subsequent work, the automatically extracted vague terms should be used to expand existing
ontologies. We would like to know if a vague term could be a synonym for a more concrete term
that is part of the ontology. As mentioned above, in the prior art description the patent writer often
uses more concrete terms than in the rest of the patent to describe the same or a very similar
concept or invention’. My hypothesis is that the verb in the vague term is a very good indicator
of the desired (more concrete) term. It describes the function of the vague term and often occurs
(almost) literally in the concrete term. For example, an ‘occupant sensing apparatus’ could easily
be linked to ‘occupant sensor’ (using the nominalisation database NOMLEX). | will investigate if
focusing on the term (and its synonyms in WordNet) can help identify less obvious concrete terms
in the prior art section.

8That is, appear more often than a not yet specified cut-off ratio, normalised to the length of the claims section and
abstract.

7For example, a patent concerning a ‘device for cooling an infant’s brain’ in which this term was used very consistently
used 'cooling cap’ in the prior art section.
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4. CONCLUSION AND DISCUSSION

In this paper | presented an overview of the characteristics of patent retrieval and discussed
some of the lexical issues that are particular to the patent domain. These issues where described
in the context of the TM4IP project, in which we develop a patent retrieval system based on a
syntactic approach. The design behind the PHASAR search engine aims to get very high recall
by achieving syntactic and morphological normalisation. We are currently looking for ways to
extend our approach by adding extra lexical normalisation.

As was shown in section 3 lexical variation is an important problem in patent retrieval. The specific
requirements of the patent searchers (i.e. 'total recall’ and 'total transparency’) demand a novel
approach that combines both an automatic extraction of potential new terms and an interactive
component allowing the patent searcher to keep control over the search terms in the query. In
section 3.3, | sketched an initial implementation but this is by ho means complete. Hence, | am
open to any advice or comments on the current approach, or on alternatives and extensions of
the approach. Specifically, there are a number of open issues that | would like to get feedback on:

¢ |f vague terms can be identified, there still is the challenge of attaching them at the correct
positions in the ontologies. What would be a good way to automatically extend existing
ontologies?

e Determining which is the correct synonym will prove to be a major challenge. What do you
imagine would be the major pitfalls?

e For those who have a background in patent retrieval: there is a common feeling that
different sections of patent texts contain very different information, yet precious little has
been published on this subject. Could anyone give me some pointers?
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APPENDICES

A. LIST OF GENERAL-PURPOSE TERMS IN THE ENGINEERING DOMAIN

N:system
N:apparatus
N:method
N:control
N:appliance
N:device
N:holder
N:tool
N:implement
N:member
N:body
N:means
N:assembly
N:frame

B. 20 MOST FREQUENT NOUNS IN THE CORPUS (GENERAL-PURPOSE TERMS ARE
UNDERLINED)

4759 N:end
4089 N:device
3995 N:portion
3943 N:surface
3918 N:control
3448 N:position
3362 N:output
3160 N:system
3082 N:member
3036 N:apparatus
2996 N:current
2978 N:means
2919 N:frame
2737 N:material
2654 N:assembly
2650 N:air

2634 N:circuit
2566 N:support
2483 N:tool

2393 N:cylinder
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Abstract

Currently, image retrieval by content is a research problem of great interest in
academia and the industry, due to the large collections of images available in different
contexts. One of the main challenges to develop effective image retrieval systems is
the automatic identification of semantic image contents. This research proposal aims
to design a model for image retrieval able to take advantage of different data sources,
i.e. using multimodal information, to improve the response of an image retrieval
system. In particular two data modalities associated to contents and context of images
are considered in this proposal: visual features and unstructured text annotations.
The proposed framework is based on kernel methods that provide two main important
advantages over the traditional multimodal approaches: first, the structure of each
modality is preserved in a high dimensional feature space, and second, they provide
natural ways to fuse feature spaces in a unique information space. This document
presents the research agenda to build a Multimodal Information Space for searching
images by content.

1. INTRODUCTION

Content-Based Image Retrieval (CBIR) is an active research discipline focused on computational
strategies to search for relevant images based on visual content analysis. In this proposal,
multimodal analysis is considered to develop CBIR systems, specially for image collections in
which there is some text associated to images. Multimodality in Information Retrieval is sometimes
referred to the interaction mechanisms and devices used to query the system. However, since
the Multimedia Information Retrieval perspective, multimodality is referred to those methods that
take advantage of different data modalities to provide access to a digital library or a multimedia
collection [11, 5]. Different data modalities in multimedia are used to better understand document
contents, including textual annotations, audio, images and video. In this proposal, multimodal
will refer to the ability to represent, process and analyze two data modalities simultaneously:
unstructured texts and images.

In our daily life many multimodal collections composed of unstructured text with associated images
may be found, for instance, the web, which is largely composed of pages with text paragraphs and
several images. Other examples of document collections with this structure are scholarly articles,
book collections, news archives and medical records. The majority of these document collections
are accessed nowadays using information retrieval systems devised to index text contents, so
that users can search expressing their information need using textual keywords. However, the
vast amount of non-text data available in many document collections may lead to the design of
other effective ways for accessing and finding information.

Let’s take a look to some examples of the previously mentioned multimodal document collections.
Imagine you are traveling for the first time to some place and you find an interesting building
that caught your attention, but you do not have any information about it. Then, you capture a
photograph using your camera phone and send it to a web search service that returns a list of
related web pages with historical information, technical data and tour guides [22]. This service
would be useful not only for touristic places but also for products, devices and movie posters
among others. Let’s move to a clinical environment in which you are a physician evaluating a
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patient with a medical image and, according to your experience, this image has a non-usual
appearance. Then, you decide to query the medical information system in order to get a set of
similar images evaluated by other physicians [13]. In addition to the similar cases, you obtain as
result some recent medical papers also related to the image contents.

Both examples present situations in which the user is not able to express an accurate query
using keywords. Instead, the use of the image at hand may prevent a trial-and-error loop using
different keyword combinations and may offer a more precise way to access the right information.
Moreover, a multimodal document collection may also be accessed using a multimodal query,
i.e. a query composed of images and text descriptions. In this case, the query may lead to find
highly relevant documents, since text descriptions give semantic and contextual hints about image
contents and the image may help to disambiguate the right meaning of the text description [6].

The study of multimodal information retrieval systems is proposed in this document. In particular,
the design of computational strategies to take advantage of multimodal interactions between
image contents and unstructured text descriptions is proposed to improve the response of an
image retrieval system. In addition, the evaluation of different query paradigms is proposed,
including query by example, a keyword based and multimodal queries to search for images. A
unified framework is proposed in this document to manage data representation, search algorithms
and query resolution. The study and evaluation of kernel methods to generate Multimodal
Information Spaces is proposed.

This proposal aims to approach practical and theoretical aspects of a multimodal information
representation for image retrieval systems. The proposal is based on kernel methods, which
provide foundations to include structure in data representation and also to combine different
heterogeneous data sources. Kernel methods for pattern analysis have been studied to design
machine learning algorithms, and have been widely used for non-vectorial data, such as strings,
trees and graphs among others [17]. Adapting such a framework for information retrieval, and
specially for multimodal information retrieval may lead to more effective systems, and also may
contribute to the understanding of the relationships between information retrieval and machine
learning.

2. PREVIOUS WORKS

The research field on content-based multimedia retrieval has largely grown in the past few
years. Datta et al. [5] performed a simple exercise to validate this hypothesis finding a roughly
exponential growth in interest in image retrieval during the last 10 years. Video and audio
retrieval have attracted great interest too, leading to a more general case of information access
into multimedia collections [11]. A pool of events in multimedia information retrieval have
been organized to establish common test collections, evaluation protocols and baselines in a
competitive environment to academically share research experiences. The following are the set
of more prominent events: TRECVid [18] for content-based video retrieval, INEX [8] for structured
multimedia collections, ACM-MM GrandChallenge [16] for large multimedia collections and CLEF
[3] for image, video, audio and cross language collections. Importantly, most of the defined
collections in these events are composed of multimodal data, and recent studies suggest the
potential advantage of using multimodal synergies in image databases [5, 11].

The core strategy in Multimodal Information Retrieval is the combination or fusion of different data
modalities to expand and complement information. Previously, it is important to process each
independent modality. In the case of text documents, well known strategies such as the Vector
Space Model are very effective and have been largely extended to solve different problems [12].
The CBIR community does not have a general agreement in the kind of image representation or
retrieval model that may be applied. However, recent experimental evaluations are giving a more
clear panorama of the representation problem [2], suggesting some promising directions. In fact,
some of them are becoming popular in the current research such as the bag of features and
statistical signatures.
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Once each modality is processed to extract the most informative data, the combination procedure
is applied. Two ways to combine multimodal information can be identified: late fusion and early
fusion. Late fusion refers to those methods that preserve each data modality separately and,
when a user request is received, two search algorithms are executed, one on each modality, to
integrate the results just before deliver them to the user. On the other hand, early fusion is referred
to those methods that integrate both data modalities before a user request is received, i.e. data
have been previously fused and the search algorithm runs on the new fused representation. Both
fusion strategies have been subject of recent research and they have provided important insights
for the operation of Multimodal Information Retrieval systems.

Late fusion, i.e. combining different rankings, is also referred to as rank aggregation or data fusion
[14]. In information retrieval, data fusion merges the retrieval results of multiple systems and aims
at achieving a performance better than all systems involved in the process. There are several
algorithms to combine rankings that are well known in the information retrieval community, such
as linear combination of rankings, summing all similarity scores for each document and voting
algorithms inspired in social sciences among others. These algorithms have been evaluated in
text information retrieval showing an improved operation [21]. Other simple algorithms based on
sets operations to merge ranking lists have been evaluated for image retrieval, using a text search
engine and a content-based image retrieval system [19]. In addition, Lau et al. [9] showed that
linear combinations of text and visual rankings may lead to better results than each individual
system.

Early fusion aims to build an integrated representation of multimodal data to take advantage of
implicit relationships. The most simple approach is to normalize and concatenate feature vector
representations of each modality. Ayache et al. [1] evaluated this approach to index a video
collection with multimodal information. For image retrieval this approach has also been evaluated
and extended using Latent Semantic Indexing [15]. An image is considered a document with text
data in a vector space model and and visual patterns represented by a bag of features. Both
representations are projected together to a latent space in which the search for similar images
is performed. Canonical Correlation Analysis (CCA) has also been proposed to find relationships
between visual patterns and text descriptions. For instance, Vinokourov et al. [20] applied Kernel
CCA to a web image collection to identify links between visual and text representations in order to
solve cross modal queries. More recently, the problem of early fusion has been reformulated as
a subspace learning problem that offers both dimensionality reduction and feature fusion [7]. The
general problem of feature fusion is of great interest in multimedia processing for applications in
classification and retrieval tasks.

3. RESEARCH PROBLEM

The main three strategies for Multimodal Information Retrieval are: semantic image retrieval, late
multimodal data fusion and early multimodal data fusion. We argue that translation and auto-
annotation models for semantic image retrieval lose information of image structure summarizing
it into keywords. Then, visual appearance, scene composition and other visual hints are simply
discarded. On the other hand, the late fusion approach uses simple strategies to combine the
results such as linear combinations or voting algorithms, and the interactions between texts and
images may be more complex than that.

The proposed research focuses on strategies for early multimodal data fusion to model
interactions between different data modalities. A Multimodal IR system under that approach has
three main associated issues as follows:

1. Content representation of each modality. The content representation involves the analysis
and extraction of information from each modality separately. The processing of image
contents and text documents is the main task in this step. It allows the filtering of non-useful
data and capture the most discriminative content as is usually done in information retrieval
systems.

2. Information fusion. The information fusion step, a particular aspect of Multimodal Information
Retrieval systems, leads to the design of methods to find and represent the relationships
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between both modalities. How to discover the most meaningful associations between
images and text and how to complete missing data or non-clear relationships, are the main
problems in this step. In this research, the design of early fusion methods is proposed, so at
the end of this step, a new document representation is obtained containing both, visual and
textual information.

3. Multimodal retrieval algorithms. Multimodal retrieval algorithms on the fused representation
are designed to identify the most relevant results for the user. The main research questions
in this step are related to the query representation and how to solve unimodal and
multimodal queries.

4. PROPOSED RESEARCH

The main goal of the proposed research is to design and evaluate a Multimodal Information
Space for content-based image retrieval. The construction of such a space is based on kernel
methods, that provide a strong theoretical frame to work with different complex and structured
data representations. Kernel methods have had a great impact in machine learning and pattern
recognition, since they provide effective algorithms and strong theoretical properties. Shawe-
Taylor & Cristianini [17] present four principles of a kernel method solution that will be followed in
this proposal to approach the problem of Multimodal Information Retrieval systems:

1. Data items are embedded into a vector space called the feature space.

2. Linear relations are sought among the images of the data items in the feature space.

3. The algorithms are implemented in such a way that the coordinates of the embedded points
are not needed, only their pairwise inner products.

4. The pairwise inner products can be computed efficiently directly from the original data items
using a kernel function.

The following subsections present the outline of the main theoretical properties that are
considered to tackle the problems of how to represent image and text document contents, how
to address the fusion and combination problem using kernels and how to solve queries in a
Multimodal Information Space.

4.1. Content Representation

The content representation will follow the first and fourth principles of a kernel method solution.
Using the first principle we have a vector space for each data modality in the Multimodal
Information Retrieval system. The key point is that the vector space is implicitly defined by the
kernel function for the data that is being analyzed. A kernel function gives a similarity notion
between the input data. So that, following the fourth principle, we can devise efficient methods
to embed the input data into that vector space without explicitly define it. Kernel functions have
attracted a lot of attention in different pattern recognition tasks, such as structure prediction in
bioinformatics, text categorization and image classification. And since a kernel function provides
a mechanism to introduce a similarity measure of two objects in the learning system, many of the
proposed algorithms to calculate the kernel value take into account the object structure. In that
way, the feature space in which the data is actually represented, is usually a high dimensional
vector space that contains information about the structure and the content of the original object.

In the particular case of image and text processing, different kernel functions have been
proposed. For instance, the computer vision community has developed some kernel functions
to represent images using local appearance and global structure, e.g. the Spatial Pyramid Match
Kernel [10]. Other kernel functions for images include histogram kernels, segmentation graph
kernels and spectral based kernels among others. On the other hand, for textual documents
and strings some kernel functions have also been defined to capture syntactical structure
and semantic relationships [17]. Those kernel functions on both, visual and textual data, have
shown effectiveness and robustness in challenging classification tasks, obtaining state-of-the-art
performance. This suggest that, those kernel functions may have also a good performance in an
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information retrieval task. Importantly, those functions generate a vector space to represent data
of each modality.

4.2. Information Fusion

Information fusion will follow the first and second principles of a kernel method solution. According
to the previous subsection, using a kernel function for text and another one for images,
we have two vector spaces in which each modality is represented independently. Under a
kernel framework, there are different strategies and algorithms to operate in two vector spaces
simultaneously depending on the pattern of interest. So for example, if we would like to combine
two vector spaces, we can generate a new vector space containing the information and structure
of both modalities just by adding the corresponding kernel functions. Imagine a new vector space
with structural information of images and semantic meanings of texts. This space may have million
of dimensions to represent such contents, the good news is that we do not need to explicitly
calculate a matching function between those vectors, instead, operate with kernel functions.

A set of operations with two kernels have been identified such that the resulting function is a
valid kernel too [17]. Some of those operations include, addition, multiplication and composition
among others. Depending on the operation used to combine two kernel functions, the vector space
associated to the new kernel may be of a higher dimensionality. In addition, each dimension in
this new vector space may be weighted in different ways. According to the fourth principle of a
kernel method solution, the feature space is devised to provide linear relations among data items
in the feature space. This also suggest the use of other pattern analysis algorithms to identify
more meaningful relationships between images and texts in the feature space.

4.3. Information Retrieval

The Multimodal Information Retrieval algorithms will follow the third principle of a kernel method
solution: algorithms only need the inner product information between vectors in the feature space,
instead of the explicit vectors. In that way, we can imagine again a vector space with image
and text information. If we want to calculate the matching or the similarity between a stored
document and a query in the feature space, we can use the kernel functions to do so. Suppose
the desired measure to be applied is cosine similarity in the Multimodal Information Space. Since
a kernel function is the dot product of two elements in the feature space, we can easily calculate
the cosine similarity using the following expression: cos(z,y) = k(x,y)//k(z, 2)k(y,y). It would
directly simulate the ranking obtained in a traditional information system if our feature space is the
vector space associated with term frequencies and the kernel function is the identity.

Other more sophisticated algorithms may be applied in the Multimodal Information Space, since
the mathematical framework of kernel methods has found direct relationships between the Vector
Space Model and a feature space. For instance, Latent Semantic Analysis may be applied in the
Multimodal Information Space using Latent Semantic Kernels [4], then, we can select a subspace
to project the multimodal data in which each dimension stands for a latent semantic topic in
the collection. The availability of these tools show that many of the operations that are currently
applicable to a Vector Space Model in Information Retrieval can be extended to a feature space,
that has been called the Multimodal Information Space through this proposal.

4.4. Evaluation

There are a lot of document collections that include both, images and texts, in which users
require to find information either illustrated in images or described in texts. This project has as
goal to index the information of images and texts simultaneously to find relevant information
independently of its original format. Although the kind of collections on which such a system
may be applied is very diverse, this project aims to evaluate the proposed system in a collection
of medical information, including images, medical records and scholarly papers. In particular, the
collections provided in the ImageCLEFmed competition are planned to be used as well as the
datasets collected in the Bioingenium Research Group, product of its operation.
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A prototype system will be implemented to operate with the proposed methods, particularly to
search for relevant documents given multimodal or unimodal queries. The response of the system
will be assessed using standard IR measures to compare results with reported baselines and
state-of-the-art methods. The response of the proposed Multimodal Information Retrieval will be
also compared with the response of a standard text search engine and a standard image retrieval
system to evaluate their relative performance. It is expected that the Multimodal Information Space
provide more accurate results.

4.5. Performance Considerations

The proposed research is mainly based on kernel methods that may work on very high
dimensional spaces. Kernel based algorithms do not need to operate explicitly in the high
dimensional space, and that leads to the implementation of fast similarity measures between
structured data. For example, the Pyramid Match Kernel [10], used to approximate the matching
between two sets of image features, provides high accuracy and low computational effort
compared to the optimal correspondences between the sets’ features.

However some learning algorithms need to process a kernel matrix that grows quadratically
with the size of the sample. For instance, a Singular Value Decomposition (SVD) of the kernel
matrix is useful for doing principal component analysis or latent semantic analysis [17]. But
the SVD algorithm is O(n?) and it would demand huge computational resources or may take
a long time to process for large data collections. The complexity of the proposed algorithms will
be studied to evaluate the impact on the system performance. The majority of the algorithms
that require to process a kernel matrix are training algorithms that can be executed offline.
Moreover, training algorithms are not needed to be applied on the complete document collection.
That is, a representative sample may be taken from the collection to analyze patterns, structure
and relationships, and later the obtained models may be generalized to the whole collection.
When possible, parallel or distributed implementations will be considered for algorithms with high
complexity.

5. SUMMARY

This paper has presented a research agenda to study and evaluate Multimodal Information
Spaces for Content-Based Image Retrieval. The main research question is how can we retrieve
visual information from a large multimodal document collection, taking into account that both visual
and textual contents may provide useful information to improve the retrieval performance. The
use of kernel functions to construct Multimodal Information Spaces is proposed, and a framework
based on kernel method solutions will be followed.

Under the proposed framework, different image and text features may be fused in a high-
dimensional space, in which a search algorithm may be designed. Each data modality in an image
collection will be processed independently and will be integrated using the proposed framework.
The image collection to be used is taken from the medical domain in which the multimodal
structure may be found in health records and scholarly articles. The evaluation and analysis
of standard information retrieval measures is also proposed to assess the contribution of the
proposed research.
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Abstract

Virtual integration systems retrieve information according to the user’s interest. This
information is retrieved from several web applications, but it is presented to the
user uniformly, in an online process. Therefore, response time is a significant factor.
An essential part of any information retrieval system is navigation through pages.
Usually web pages contain a high number of links, some of them leading to interesting
information, but most of them having other purposes, like advertising or internal site
navigation. Traditional crawlers follow every link in each page, in order to analyze
the target page, and classify it as interesting or irrelevant. This means having to
retrieve, analyze and classify thousands of pages for every single site, which is a
costly task. This problem can be solved with the combination of a web page classifier,
to distinguish between interesting and irrelevant pages, and a link classifier, which
automatically identifies links leading to interesting pages. This kind of navigation is
more efficient and has a lower cost than traditional crawlers. Moreover, navigation
model is automatically extracted from the site, instead of being handcrafted, reducing
the supervision from the user.

Keywords: Navigation, Information Retrieval, Virtual Integration

1. MOTIVATION

Information retrieval obtains all documents relevant to a set of keywords, representing the
user’s interests, while ignoring all non-related documents. Most IR systems rank the documents
according to their relevance to the user, considering features like popularity or correlation to the
keywords.

There are two different strategies to locate Web pages: those that are accessible just by following
static links are called the Publicly Indexable Web (PIW) [32]. However, there are many pages that
cannot be accessed this way, instead, they are behind HTML forms, that must be filled in and
submitted. These pages constitute a part of the Internet known as the Deep Web, and they are
our main focus of research.

Automated access to deep web information takes two different approaches, namely Virtual
Integration (also known as Metasearch) and Surfacing (also known as Crawling) [22]. In virtual
integration, users define their interests using keywords that can be as complex as needed, from
simple terms to high-level structured queries, and as a response, the system retrieves information
related to this keywords. This information is retrieved from many different sources, but it is
presented uniformly to the users in a transparent way. This process is online, and therefore
response time is an important issue. As opposed to virtual integration, surfacing is an off-line
process that intends to collect all pages behind a web form by submitting pre-computed queries,
and not taking into account the user’s specifical requirements.

Virtual integration systems explore information inside several Web applications, and extract
whatever information the user may consider relevant, using information extraction techniques.
Therefore, information retrieval and information extraction are two complementary steps in the
virtual integration process: the former retrieves all the relevant pages, and the latter extracts
required information from these pages.

An essential part of any information retrieval system is the process performed to navigate
pages, analyse them, and use the information contained in them to reach further relevant pages.
Navigation can be approached in a blind way, e.g., following every possible link in every page.
Traditional exhaustive crawlers take this approach, as its goal is to get as many pages as possible.
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There is a main drawback to this approach: usually, web pages contain a large number of links,
most of them non-relevant to the user (i.e., advertising or links to partner web sites). If the system
has to follow all those links, a lot of time will be wasted, making it less efficient.

As a motivating example, Figure 1, shows a web page from a well known e-commerce site. Only
three links (the ones marked with a rectangle) lead to relevant pages, while the others have other
purposes, like advertising, internal site navigation, or suggestions for the user. As a result, the
percentage of useless links is very high. We have observed than most web pages contain more
than 70% of links that are useless for information retrieval purposes.
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Figure 1: Ebay website.

As opposed to blind navigation, other approaches include some criterion to decide which
links to visit and which ones not, therefore reducing the number of irrelevant visited links.
Focused crawlers, for instance, hold the criterion of avoiding pages not related to a certain topic
(and therefore links leading to them). Relevancy criterions can be handcrafted by the user or
automatically decided by the navigator, after analysing the web site, and extracting a navigation
model.The latter is what we consider an automated intelligent navigator. In order to decide which
pages and links are relevant, intelligent navigators include some reasoning process, usually in the
form of a classifier.

The goal of our PhD Thesis is to analyze existing navigation techniques, to select those that are
applicable in this context, improve and adapt them if possible, in order to achieve an automated
intelligent navigator.

The rest of the article is structured as follows. Section 2 describes related work in the navigation
and web page classification areas; Section 3 lists some of the conclusions extracted from the
research and concludes the article.

2. RELATED WORK

Figure 2, shows a virtual integration process with intelligent navigation, starting with a set of user
keywords which leads to a collection of response pages. Each one of these pages can be a Web
page containing the answer to the query made by the user (detail page), or a paginated list of
links to detail pages (hub page). In case the server lacks the answer to the query, the response
page usually shows an informative message, and optionally some suggestions (no-results page).
Finally, when some unexpected error arises, the response page may just contain some error
description (error pages). Hence, a classifier is employed to distinguish between the different
kinds of response pages (Web Page Classifier), and supports the navigator in discarding both
no-results and error pages and retrieving detail pages. If a hub page is detected, it is further
analysed in order to discriminate between the links it contains. A usual hub page has different
types of links, including advertising, internal site navigation, links leading to detail pages, and
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links to the previous/following hub page to be recursively analysed (i.e., "More” or "Next” links). A
link classifier (which we also call Navigator), makes this distinction in order to follow only relevant
links. Finally, when detail pages have been identified and retrieved, an information extractor is
used to extract relevant structured data.

L
: ] - , :
Structured data
Info
Extractor
Link
Web Page Classification
Classification
Response
Pages results
7 [

Figure 2: Virtual Integration example.

There are several approaches to the Web classification problem, including content-based
classifiers, structure-based classifiers, neighbour-based classifiers, and hybrid techniques.
Regarding navigators, there are also some approaches. Some proposals include focused
crawlers, recorders, user-defined navigators, and automated navigators. Next, we briefly describe
and analyse the related work (summarised in Figure 3).

2.1. Web Page Classification

Web page classification has been extensively researched, and several techniques have been
applied with successful experimental results. In general, we classify them according to the type
and location of the classification features. There are three main trends in feature types: content-
based, structure-based and hybrid classifiers. As for feature location, most approaches obtain
features from the page to be classified, while others get them from neighbour pages.

Content-based classifiers ([20], [31] and [34]) categorize a web page according to the words and
sentences it contains. This kind of classifiers group all pages within the same topic, assigning
them the same class label. As for structure-based classifiers ([3], [6], [10], [16], [19], [33], [36] and
[37]), the main feature used to classify pages is their physical organisation of contents, usually
expressed in a tree-like data structure, like DOM Tree. Also, there are hybrid approaches, [12] and
[23], which take into account both content and structural features. Nevertheless this distinction,
there are some abstract classification techniques that sort out pages on the basis of any given
feature, e.g., PEBL [39].

All the previous classifiers consider different kinds of features, but in all cases those features are
extracted from the page to be classified. There are also classifiers that extract features from the
neighbour pages, being the neighbour of a page another page that has a link to the first one. All
these proposals are content-based, and usually rely on features such as the link anchor text, the
paragraph text surrounding the anchor [15], the headers preceding the anchor, or a combination
of these [18]. These techniques are a first approach to the link classification problem.

2.2. Navigation

Crawlers navigate pages by following every link they find. Therefore, the number of pages to
be visited grows at a very fast pace. This is useful for certain tasks, like indexing pages for a
searching engine, but for our retrieving goal it is not an efficient approach. One example of a
traditional crawler is [32].
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Figure 3: Related Work.

Recorders are also blind navigators, although they are more specific than crawlers, and less
flexible. Anupam et. al. [2] present WebVCR, a recording tool with a VCR-like interface to record
user's navigation steps through a web site and store them in a file, in order to replay them
automatically in the future. Baumgartner et. al. [8] proposes another recording system, based
on Lixto, includes an embedded browser in which the user can perform navigation steps easily.
Pan et. al. [27] introduced the WARGO system, a wrapper creation tool, and a language to express
navigation sequences called NSEQL. Sequences expressed in NSEQL are provided by the user
to build a wrapper for information extraction, but the system has a browser-based interface to
record the user navigation steps without requiring any programming skills from them. Often, it is
necessary to leave some steps undefined until runtime, i.e., when a hub page is shown to the
user, the number of clicks the system has to perform on a Next link depends on how many results
the search returned. To solve this problem, the WARGO system endows the navigation language
with a few extraction capabilities.

The previous proposals interact directly with the web browser interface, so they do not have to deal
with problems like scripts, posting forms, having access to pages that require authentication, or
navigating sites that keep information about the user, e.g., session IDs. They depend completely
upon the user’s knowledge, who is responsible for defining the navigation sequences, providing
the values to fill in the forms and for redefining the sequences whenever the target web site
changes its structure or content. Recording navigation steps makes the navigation inflexible, and
not using classifiers results in a more error-prone system.

Focused Crawling is an improvement over traditional crawlers, in the sense that it does include
a Web Page Classifier. Focused Crawling ([1], [4], [5], [7], [13], [14], [25], [28], [29] and [30])
combines a traditional crawler with a topical classifier, keeping the focus on pages with topics that
have some interest for the user, and therefore reducing the number of useless retrieved pages.

However, focused crawlers improvement is limited to the reduction of useless pages retrieved, but
the blind clicking is still an issue. Even when a high number of pages are discarded, they have
to be visited and analyzed previously. Moreover, focused crawlers do not classify the functionality
of a page, but its topic. When a crawler has submitted a form and gets a response page, both
detail and hub pages are the answers to our query, and will probably have the same topic, but
they should be processed differently.

User-Defined Navigation is learned by the system in a supervised way, i.e., the user
demonstrates how to obtain the interesting information, and the system is able to generalise
and acquire this knowledge. EzBuilder [11] is a virtual integration tool used to create information
extraction procedures. In order to learn navigation for a web site, the user needs to give an
example, submitting forms and navigating to several of the desired pages, and specifying the
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structure of the data to be extracted. Then, the system builds a model of the user behaviour, that
is employed to navigate automatically.

The previous proposal relies on the user, so that the system can learn a navigation model for each
site. This model cannot be generalised to other sites automatically and the authors do not report
any technique to update it.

Davulcu et. al. [17] presented a technique to express navigation sequences that relies on
navigation maps. These are labelled directed graphs in which nodes represent web pages and
edges represent actions that can be executed to navigate from one page to another (submitting
a form or following a link). The application designer navigates the site, and his or her actions
are captured and added to a graph (navigation map). In some cases, the designer needs to
provide extended information about the form fields. Some structural changes in the sites can be
handled by the system automatically, while other changes makes it necessary to update the maps
manually.

Other proposals take a workflow-based approach to represent navigation sequences, although
the creation of these sequences is defined by the user. Montoto et. al. [24] model navigation
sequences as activities in a work flow diagram. They detect some structural page patterns which
frequently occur in web sites. However, they do not use classifiers to automatically distinguish
between them, and furthermore the sequence of navigation steps to reach these pages is defined
by the user; actually their technique is an extension of [27].

[38] is an example of a semi-automated navigator based on a content classifier. It considers
navigation as a sequence of pages, in which one of them is the goal, and the rest are intermediate.
Each page belongs to a class, which is defined by a set of keywords, and a set of actions. When
the system finds a page belonging to an intermediate class, these actions mark the steps to get
to the next page in the sequence. However, if the system finds a page belonging to a goal class,
the actions are extraction rules, in order to extract desired information.

Automated navigators are similar to the former proposals, except for the fact that navigation
patterns are automatically extracted from web sites, instead of learnt from the user. Liddle et. al.
[21] propose a crawling tool, in which forms are submitted, but no specific information is filled
in, in order to retrieve as many results as possible. Once the form is submitted, the system is
able to automatically distinguish between an indexed list of results, a complete list of results, an
informative page with a no-result message, and an error page. When an hub page is detected
because of the presence of a Next link, this link is followed iteratively until the last page (or a
sufficiently large number of pages is found), and all the pages retrieved are concatenated in a
single result page.

This proposal is very simple, since it is only applicable if we wish to retrieve the summarised
information contained in hub pages, but not the extended information in detail pages. Furthermore,
this tool retrieves all pages, regardless of their relevance to the user’s keywords.

For Palmieri et. al., [26], navigation patterns are a graph-based description of the different stages
of a user navigation in a web site. They state that most web sites are designed according to the
same navigation patterns, e.g., a start page with a link to an advanced search form, which is
submitted to obtain a response page. They consider both HTML submission methods, POST and
GET, which are expressed as different patterns. Once the form has been submitted, this approach
analyses the response page to check if data objects of interest are present, in which case they
consider it a hub page. Every hub page has a link leading to the next hub page, until all results are
exposed to the user. Some heuristics are presented in order to detect and deal with these links.

However, this approach does not allow for the fact that that hub pages may only contain a brief
summary of the data object and a link to a detail page. This proposal limits the possible navigation
patterns to a couple of handmade samples, and therefore is not applicable to all web sites.

Vidal et. al. [36], considers that navigation patterns are automatically detected sequences of
regular expression URLs that lead to relevant pages. This proposal receives a sample page,
which represents the class of pages considered relevant, and it returns a navigation pattern,
composed of the sequence of regular expressions that describe URLs that lead to the largest
number of relevant pages. Just like the former approach, forms are submitted automatically, and
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the response page is analysed. If the page belongs to the same class as the one given as example
(using a structural classifier), it is considered a relevant page, and it is then retrieved. Small pages
are considered to be error pages and they are not processed. Whenever a form is detected, it is
submitted again, and process continues recursively. If a large number of links are detected, it is
considered a hub page, and a further analysis is needed to select which links will be followed.
Links are grouped by their URL similarity, and only one link from each group is followed to check
if it leads to a relevant page.

This proposal is semi-supervised, since the process is automated, but the user has to provide
a sample detail page, aside from filling in the parameter values for every form submission. This
navigator can only reach a small number of possible results, for two reasons: it does not keep all
navigation patterns leading to relevant pages, but only the one that leads to the largest number of
them, and besides, links leading to other hub pages are not considered, only links to detail pages,
so only relevant pages referenced in the first hub page are retrieved. This navigator has to be
combined with an iterator in order to retrieve all possible results. Another question to bear in mind
is that navigation systems are ad-hoc. If the site changes its URL nomenclature, the system has
to be trained again, thus requiring user intervention, to update navigation patterns.

This proposal has some technical problems to be solved, namely, the heuristic for the treatment
of form pages can lead to an infinite loop, in cases in which the server includes the original form in
every response page. It does not support form submission using the POST method. Finally, this
proposal does not support web sites that keep user session information.

[9] is another automated navigator. It is similar to the former: it relies on a structural-based
clustering of pages, and it requires a sample relevant page. All pages are grouped in clusters,
according to their structure, and links between pages are analysed in order to find relationships
between clusters. Whenever a cluster has a high number of outgoing links to the cluster containing
the sampile, it is considered a hub cluster. This proposal is not designed to crawl pages behind
forms, and therefore should be adapted in order to retrieve pages from the deep web.

3. CONCLUSIONS AND RESEARCH QUESTIONS

The main research question posed in this paper is an intelligent navigation system for virtual
integration, as opposed to the blind navigation developed by most of the previous works. Our focus
is on virtual integration of information within the Deep Web. In this context, users specify their
interests by means of keywords, and information is retrieved from several sources, regardless of
the particular details of each web application. Response pages are analysed, navigating through
their links and collecting only those pages that contains the required information.

As we mentioned before, virtual integration is an online process, hence information should be
presented to the user in a reasonable response time. Therefore, these systems will indeed find
benefits in the application of an intelligent navigator, which avoids visiting useless pages, reducing
the cost and improving the efficiency of traditional crawling systems. Summarizing, these are
some other research challenges concerning intelligent navigation:

1. Response Web pages have to be classified into relevant and irrelevant, and also into the
different roles that they play, which determine how to automatically deal with them.

2. Links in hub pages have to be classified before clicking on them, to identify those that lead
to relevant pages. Not only the link anchor text has to be considered, but also the whole
context of the link.

3. Link and Web page classifiers in this context are better designed with a lazy execution, that
is, classification model is built and updated progressively during the process.

4. It is desirable to develop a navigator with as few interaction from the user as possible.
Therefore, learning is unsupervised, or at least, very little supervised. Also, it is interesting to
make it as general as possible, not having to build an ad-hoc model for every site, but instead
developing a general model that can adapt to most sites just by tuning some parameters.
This seems a priori a complex task, however.

5. Advanced post-filtering of relevant detail pages is also a desirable feature. For example,
when looking for products in an online store, a user may wish to retrieve only those products
whose price lay within a certain range. This means that the navigator needs to be endowed
with a lite extraction tool, able to extract from each result at least the necessary data to apply
the filter.
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6. It is necessary to create a standard data set to evaluate classification and navigation
proposals. Most proposals pose some experimental results, measured in terms of precision,
recall or some other equivalent metrics. However, very few of them use a well-known data
set in their experiments. In most cases researchers collect their own set of pages by issuing
queries to a search engine, or using a blind crawler. As the experiments are performed
on different sets of pages, the experimental results cannot be compared. There are some
well known data sets of already classified pages available for this kind of experiments, e.g.,
the WebKB collection', the Reuters-21578 2 news collection or the TEL-8 query interfaces
collection 3. [35] reports an attempt to collect a standard data set. Unfortunately, these
collections are outdated and updating them is a costly task. We argue that more effort on
archiving needs to be done so that new proposals can be compared from an empirical point
of view.
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| demonstrate that there are two types of transitive translations of Named Entities (NEs), both of which
should be handled in the process of Cross Lingual Information Retrieval (CLIR). An official transitive
translation is defined as a translation made through an official English translation often provided from
an authorized local entity. A lexical translation is a direct lexical translation from a source language to a
target language. However, a lexical translation also requires a transitive translation when a language
pair is arare combination having inadequate language resources. Hence | define it as a lexical transitive
translation. | assess the inconsistency level of the official- and lexical transitive translations of NEs and
propose an ontology-based CLIR solution referred to as triangulated terminology management.

Multilingual information retrieval, CLIR, transitive translation, pivot translation, named entity disambiguation

1. BACKGROUND

My research issue has been raised by the question: Is it possible to identify local first-hand information produced in
non-English speaking countries from Japanese queries translated from their official English information sources?
Specifically, the issue is rooted in a plurality of inconsistencies found between Japanese translations made through
the direct lexical translation from Danish to Japanese and Japanese translations made through the transitive
translation using official English translations as source. A typical example of such a translation problem is
illustrated where the formal English name of the Danish authority “@konomistyrelsen” is “The Danish Agency for
Governmental Management.” The Danish originated name, “@konomistyrelsen”, will most likely be translated into a
completely different Japanese expression through lexical English translations, “Economy Agency (keizai-tyou)”
using available language resources such as Danish-English and English-Japanese dictionaries. Eventually, it
becomes increasingly difficult for Japanese readers to identify the original Danish NE in the process of CLIR due to
inconsistent Japanese translations. Hence my research addresses the following three issues: 1) evaluation of the
inconsistency level between the direct Japanese translation of Danish NEs and of their officially translated English;
2) developing an ontology-based solution to identify an original entity from inconsistent translations based on a
triangulated terminology management approach; and 3) eventually and hopefully, to identify a base-line CLIR
system that can integrate the triangulated terminology management approach. This paper is only addressing the
initial phases raised by issue 1.

2. THE OFFICIAL TRANSITIVE TRANSLATION AND LEXICAL TRANSITIVE TRANSLATION

In CLIR, one of the basic methods in query translation is called dictionary-based translation. The problem with this
method is that there are inherently insufficient language resources available for most language pairs that are part
of rare combinations. Hence, it is required to employ a transitive translation technique using a so-called pivot
language. Gollins and Sanderson [1] pointed out that, since a transitive translation in CLIR is based on a simple
word-by-word translation approach, it increases the likelihood of translation errors, caused mainly by incorrect
identification of the sense of ambiguous words. Ballesteros [2] examined the impact of transitive translations and
discovered that using simple word-by-word transitive translations from Spanish to French via English degraded
performance by 91% when compared to a direct bilingual translation from Spanish to French. Gollins and
Sanderson [1] introduced an approach to reducing errors by combining translations from two different transitive
routes, a process known as lexical triangulation. Their results showed that the lexical triangulation approach to the
transitive translation eliminated the differences in retrieval between transitive translated queries and equivalent
direct translated queries.

However, considering the aforementioned specific example of the Danish NE, “@konomistyrelsen”, there are two
types of transitive translations and the solution proposed by Gollins and Sanderson [1] only addresses issues
arising from the lexical translation from Danish to Japanese. It means that it is necessary to clearly distinguish the
transitive translation using an official English translation as inter-lingua from the transitive translation based on a
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lexical translation. Hence in my research, | define the transitive translation using an official English translation as
an official transitive translation and the transitive translation based on a lexical translation as a lexical transitive
translation. In this work, | report the preliminary survey of measuring frequency and semantic similarity of the
official- and the lexical transitive translations of Danish NEs.

In order to identify inconsistencies between the official- and lexical transitive translation of original Danish NEs, |
compared differences between official English translations and lexical English translations of names of Danish
governmental organizations (i.e. ministries and institutions under the ministries), most of which provide official
English names of their organizations. For performing a lexical translation of original Danish NEs into English, |
used one of the most popular Danish-English dictionary series entitled “Gyldendals Rgde Ordbgger”. Regarding
the lexical translation, | defined the following rules: 1) NEs consisting of several words should be translated word-
by-word; 2) If the dictionaries propose an English translation equal to the corresponding official English translation,
the official English expression should be applied. Accordingly, | translated all of 70 selected Danish NEs into
English and extracted 26 English lexical translations that were not identical to their respective official translations.
Since these English translations of NEs are Multi-Word Expressions, | further decomposed them into each lexical
unit (word) and enlisted the inconsistent word pairs that were scope for further analysis. For comparing the
semantic similarity of these word pairs, | used the basic Path Length measure provided on the web interface of the
WordNet::Similarity [3]. The results showed the semantic distance in most of the word pairs produced via official-
and lexical English translations. For example the official English expression of “Ministeriet for Videnskab, Teknologi
og Udvikling (Ministry for Science, Technology and Development )" is “Ministry of Science, Technology and
Innovation”. In the same way, “Forsknings- og Innovationsstyrelsen (Research and Innovation Agency)” is “Agency
for Science, Technology and Innovation”. The semantic distances of word pairs “innovation vs. development” and
“research vs. science” are respectively shown in FIGUREL.

Root*
entity
abstraction
psychological_feature

Root*
entity
abstraction
psychological_feature

event
act
action event cognition
change act content
change_of_state activity knowledge_domain
discipline
science

work
beginning improvement investigation
innovation development research

Path length : 5 12
Semantic Similarity: 1/5=0.2 1/12=0.0833

FIGURE 1: Examples of Semantic similarity

4. OUTLOOK

My study shows that the similarity measures based on Path Length indicate the degree of inconsistency level
between English translations made through a so-called official translation and a so-called lexical translation. The
next noteworthy question is how a Japanese translation of these pairs of English translations will turn out. My initial
assumption is that these Japanese translations will create expressions with an even deeper level of inconsistency
(i.e. FIGURE 2). It means that it will be increasingly difficult to identify the original Danish NEs from various
Japanese translations. If there were universal rules defining “a name should always be translated based on the
lexical meaning of its original language”, these inconsistencies would potentially be tremendously reduced.
However, the reality is unfortunately far from that. Usually, the decision of names and their translations involves a
plurality of issues, such as political (domestically, internationally), cultural, social and so on. It means that problems
originating from both official- and lexical transitive translations should be carefully dealt with in terms of a so-called
Named Entity Disambiguation.

As a solution, | propose an ontology-based triangulated terminology management approach. The approach is
based on the idea that a country specific NE has a unique ontological structure, since a named entity is per
definition unambiguously defined on a global scale. For example, the Danish governmental organizations are
existing according to a Danish governmental structure that is uniquely defined in this country. It means that the
ontological structure is unique even though each named entity is expressed in different languages. Therefore, an
ontology-based terminology database consists of three layers: a) each NE expressed in a source language, b) its
official expression in an inter-lingual language (usually in English), and c) all possible expressions in a target
language (FIGURE 3). Each entity in an ontological hierarchy should contain metadata specifying country,
timeframe, structural relation etc. These three layers should have a triangulated relationship as shown in FIGURE
4. The key issue is that the name of an entity expressed in a source language and an official expression in an inter-
lingual language should have a relationship linking them like “is translation of” each other. However, an expression
in a target language that “is translation of” either a name of an entity expressed in a source language or an official
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expression in an inter-lingual language is uni-directionally linked and hence cannot be traced the other way around.
A frame for expressions in a target language should contain all possible translations from any available corpora in
the target language. It is my aim to establish a triangulated terminology database in the Danish e-government
domain based on an ontology-based terminology management system developed by Copenhagen Business
School [4]. As the next step, | would like to investigate and to identify a base-line CLIR system that can integrate
the triangulated terminology management approach.
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FIGURE 2: Inconsistent pivot- and transitive translations
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FIGURE 3: Ontology-based terminology management FIGURE 4: Triangulated terminology management
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Abstract

In this paper, we propose to utilize contextual camera setting parameters at the
time of capture to perform the classification task of high quality photographs. With
supervised machine learning algorithm, we build a model that can classify high quality
photographs into six creative exposure themes which are commonly known and used
by the professional photographers. Our experiments give us an encouraging result.

Keywords: Aesthetics, Experimentation, Classification

1. INTRODUCTION

In this age of the digital photograph explosion, media companies - especially stock photo agents,
advertising and printing companies - have huge collections of high quality photographs. The task
of selecting a suitable picture for a targeted theme is, and will still be, a burden, even though there
are annotations in the collection. For instance, how does one select an image that depicts freezing
action, an image that has a great depth of field or an image that implies motion for a front cover
of a magazine? To lessen this difficulty, we are looking at the problem of classification from the
professional photographer’s perspective.

2. CONSIDERATIONS
2.1. Exposure and Patterns in High Quality Photographs

In photography, the exposure control being a process of controlling light projecting to camera’s
digital sensor is the main actor to successful photography. Exposure is determined by three
settings - shutter speed, lens aperture and ISO. Correct combination of these three will result
in a good photo - a well exposed photo. Obviously, there are many of such combinations that can
result in a well exposed photo. However, among them only a few can give interesting photographs.
In his book entitled Understanding Exposure [1], Peterson distinguishes seven classes of high
quality photographs by exposure theme. He calls them creative exposure themes. Furthermore,
he discusses the characteristics and the rules that can be used to produce those images. In this
study, we focus only on six exposure themes because we have limited number of photos that
correspond to the seventh theme in our dataset. The following explains each theme and Figure 1
shows the example images of those themes.

e Story Telling (ST): when we want great depth of field with all objects inside to be neat and
clear. It is usually done using wide angle lens and small aperture.

e Who Cares (WC): when the depth of field is not a concern and when subjects are at the
same distance from the lens. It is usually done with middle range aperture.

e [solation or Single Theme (l): when we want to focus on a specific subject. It is usually done
with a large aperture open. Usually, the unfocused part is blur.

e Freeze action (FA): when we want to freeze and capture the moment. This is usually done
using very fast shutter speed.

e Imply motion (IM): when we want to convey motion to the audiences. This is usually done
using very slow shutter speed.

e Macro or Close-up (M/C). when we want the great detail of the subject or just part of it in
close proximity. Usually, we want to record the image from 1/10 to 10 times or more of the
actual size. The image often lacks of depth of field.
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(A) Story Telling

(B) Who Cares (C) Isolation or Single Theme (D) Freeze Action

(E) Imply Motion (F) Macro or Close-up
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FIGURE 1: Example images of the six creative exposure themes

2.2. Camera Setting Parameters

As described earlier, lens aperture, shutter speed, and ISO play important roles in creating a
correct exposure for each theme. Fortunately, unlike conventional camera, current modern digital
cameras are equipped with many sensors. Many kinds of information are recorded at the same
time when a photograph is taken. If we make an analogy of those sensors to our human eyes,
this captured information represents the intention of the (professional) photographers. Usually,
when taking a photo, photographer has in mind which type of photo he or she is going to make
and configure the camera setting accordingly. Specifically, two main things can be extracted:
photographer’s intent and the condition in which the image is captured. EXIF specification [2],
which is universally supported by most of digital cameras, enables these settings. Some of the
important parameters which professional photographers usually refer to and which can be found
in the EXIF header of the each image file are: Lens Aperture, ISO, Exposure Time/Shutter Speed,
Date and Time, Focal Length, Metering Mode, Camera Model, Exposure Program, Maximum Lens
Aperture, Exposure Bias, Flash, etc.

3. METHODOLOGY, IMPLEMENTATION AND RESULTS

With the above considerations, there is an obvious relationship between creative exposure themes
and some of the camera setting parameters. Thus, in this work, we propose to categorize the
photographs into six creative exposure themes and tackle the problem computationally and
experimentally using statistical learning approach by applying on the camera setting parameters.

3.1. Dataset and Extracted Features

We use the recent MIR Flickr 25000 test collection [3]. The photos in the collection are selectively
taken from Flickr! based on their high interestingness rate. As a result the image collection is
representative for the domain of original and high quality photography. 75% of them have the 5
major settings namely, Aperture, Exposure Time, Focal Length, ISO Speed and Flash. We use
all of these features in this work. Based on the camera model found in EXIF, we also distinguish
Point-and-Shoot cameras with Digital Single Lens Reflection ones. For our study, a subset of the
collection (2736 photos) is labeled into the six themes. The labeling process is done manually
based on the strong correspondence of the visual expression of each of the photos to the six
creative exposure themes. One problem that we faced during the labeling process is that some
photos can be attributed to multiple themes. For that we put the photo to the most suitable class.

3.2. Model Building, Evaluation and Results

We divide our dataset into training (2/3) and testing sets (1/3). We carefully create the random
splits within each class so that the overall class distribution is preserved as much as possible. With
the training set, several machine learning algorithms such as Decision Tree, Forest, SVM and
Linear combination were used to train the dataset and create the models automatically. Finally,
to evaluate the models, we test them with the testing set. The confusion matrix is computed.
We calculate the performance of each established model by the following measures: precision
as percentage of positive predictions that are correct, recall/sensitivity as percentage of positive
labeled instances that were predicted as positive, specificity as percentage of negative labeled
instances that were predicted as negative, and accuracy as percentage of predictions that are
correct. Decision Tree which is rather simpler than other models gives the best performance of all.
Due to limited space, we show only our best result. Figure 2 depicts our generated model while
Table 1 and Table 2 show the performance of the model.

TFlickr webiste: http://www.flickr.com
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FIGURE 2: Generated Decision Tree Model
TABLE 1: Confusion Matrix

Actual Themes
FA | IM | M/C | ST | WC
FA | 15 0 1 5 0 0
| 74 | 169 | 10 | 41 1 1
Predicted IM 0 0 58 4 6 2
Themes | M/C | 6 0 2 7 0 0
ST | 30 0 5 23 | 127 0
WC | 28 0 13 | 30 1 253

Even though we used only the EXIF parameters and the camera type in this study, we obtained
an encouraging result. We also observed that the model generated by Decision Tree only use
3 parameters namely, F Number, Exposure Time and Camera Type. Also, the generated model
corresponds to what describes by Peterson. This raises question whether more features which
might demand high computational costs are needed.

4. CONCLUSION

We present a technique to classify high quality photos from professional photographer’s
perspective without using any conventional low-level features. Recently, there have been research
efforts in using EXIF metadata to classify and annotate photographs. Ku et al. used scene modes
for image scene classification [4]. Sigha et al. utilized optical information for the task of photo
classification and annotation [5]. However, to the best of our knowledge, this work on classification
of high quality photographs by focusing on the creative exposure themes is the first attempt so far.

Though we obtained a reasonable performance using very few features, for our future work, we
would like to see how the integration with other type of features could help this task even more with
regards to the trade-off of computational costs. For our immediate study, content-based features
such as color, texture, shape, and scene description will be integrated. We also would like to
perform our experiment on larger dataset with multiple annotators to avoid any bias.

REFERENCES

[1] B. Peterson. Understanding Exposure [Revised Edition]. AMPHOTO Book, 2004

[2] EXIF Specification: http://www.exif.org/specifications.html [Accessed on June 23, 2009]

[38] M. J. Huiskes, M. S. Lew. The MIR Flickr Retrieval Evaluation. In Proc. ACM MIR, 2008

[4] W. Ku, M. S. Kankanhalli and J. Lim. Using Camera Settings Templates ("Scene Modes”) for
Image Scene Classification of Photographs Taken On Manual/Expert Settings, Proceedings
of 8th Pacific-Rim Conference on Multimedia, LNCS 4810, pp. 10 - 17, 2007.

[5] P. Sinha and R. Jain. Classification and Annotation of Digital Photos using Optical Context
Data. ACM International Conference on Content-Based Image and Video Retrieval, pp. 309-
318, Niagara Falls, Canada.

TABLE 2: Precision, Recall/Sensitivity, Specificity and Accuracy Rate (Let TP : TruePositive, TN :
TrueNegative, F'P : FalsePositive, FN : FalseNegative)

FA I IM M/C ST | WC | Average
Precision = 7pp 071 [ 057 [ 0.82 | 0.46 [ 0.68 | 0.77 | 0.67
Recall = Tpﬂ% 0.09 1 0.65 | 0.063 | 0.94 | 0.98 0.62
Speci ficity = % 0.99 | 0.82 | 098 | 0.99 | 0.92 | 0.89 0.93
Accuracy = % 0.84 | 0.86 | 0.95 | 0.87 | 0.92 | 0.91 0.89
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Abstract
Many people have tried to learn Mahanalobis distance metric in KNN classification
by considering the geometry of the space containing example s. However, similarity

may have an edge specially while dealing with text e.g. Infor mation Retrieval. We have
proposed an online algorithm,  SiLA (Similarity learning algorithm) where the aim is

to learn a similarity metric (e.g. cosine measure, Dice and J accard coefficients) and
its variation eSiLA where we project the matrix learnt onto the cone of positive, semi-
definite matrices. Two incremental algorithms have been dev eloped; one based on
standard kNN rule while the other one is its symmetric versio n. SiLA can be used in
Information Retrieval where the performance can be improve d by using user feedback.

Keywords: Similarity learning, kNN, Information Retrieval, Machine Learning

1. INTRODUCTION

Many works have tried to improve the KNN algorithm by considering the geometry of the space
containing examples. Most of these works learn Mahanalobis distance metric, a variation of
Euclidean distance. The Mahanalobis distance between two objects = and y is given by:

da(w,y) = /(2 — »)TM(z )

However, similarity should be preferred over distance in many practical situations, e.g. text
classification, information retrieval as was proved by our results on different datasets [4].

2. PROBLEM FORMULATION

The aim here, is to learn a similarity metric for KNN algorithm. Let = and y be two examples in R?.
We consider similarity functions of the form:

xT Ay
N(z,y)
where A is a (p x p) matrix (symmetric or asymmetric) and N(z,y) is a normalization which

depends on x and y. Equation 1 generalizes several different similarity functions (cosine measure
(by replacing matrix A with the identity one), Dice coefficient, Jaccard coefficient)

1)

sa(z,y) =

3. SILA (SIMILARITY LEARNING ALGORITHM) AND ESILA

SiLA is based on voted perceptron developed by [3] and used by [2]. Figure 1 illustrates the notion
of separability we are considering. In 1(a), the input point is separated, with £ = 3, whereas it is
not in 1(b) as it is closer both to points from the class it belongs as well as differently labeled
examples. The separation does not need to take place in the original input space, but rather on
the space induced by the metric defined by A. 1(c) illustrates what we are aiming at: moving the
target points closer to the input point, while pushing away differently labeled examples.

When an input example is not separated from examples belonging to different classes, the current
A matrix is updated by the difference between the coordinates of the target neighbors and the
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FIGURE 1: In (a) the input point is separated with k¥ = 3, whereas it is not in (b). (c) illustrates the process
we aim at: moving target points closer to the input point, while pushing away differently labeled examples.

closely differently labeled examples. This update corresponds to the standard perceptron update.
However, in case of correct classification, the weight corresponding to the current A matrix is
increased by 1. The weighted matrices are then used to classify unseen test examples. Two
prediction rules have been developed: one is based on standard kNN (KNN-A) while the other one
considers same number of examples in different classes (SKNN-A). It has been proved that the
no of mistakes are bounded and the algorithms can generalize well beyond training examples.

In eSIiLA, A matrix is orthogonally projected on the cone of positive semi-definite matrices inspired
from POLA [5]. This projection guaranties convergence and generalization of the algorithm.
However, eSiLA is similar to SiLA in all other aspects.

4. EXPERIMENTAL VALIDATION

SiLA and eSiLA were tested on eight standard test collections, namely Balance, Wine, Iris,
lonosphere, Soybean, Glass, Pima and 20-Newsgroups, where first seven were obtained from
UCI [1]. 5-fold nested cross validation was used to learn the matrix A for the UCI datasets owing to
their small size. We used two prediction rules for the experiments. In the first one, the classification
is based on the k nearest neighbors (kNN rule) while the second one (SkNN) is based on the
difference of similarity between & nearest neighbors from the same class and & from differently
labeled classes. The results, given in table 1 demonstrate that similarity should be preferred over
distance on non-textual collections also like Balance (gain of 7.6%), Wine (gain of 8%), Iris (gain
of 0.9%), lonosphere (gain of 1.7%) etc.

The results further show that the algorithm eSiLA performs better as compared to standard kNN
on Wine (gain of 1.9% with SKNN-A), lonosphere (gain of 1.9% with both kNN-A and SkNN-A)
and Pima (gain of 0.8% with SKNN-A) . All methods have comparative performance on Soybean
and Glass (since base accuracy is already too high with just using cosine). SiLA improved the
base results (with KNN-cos) on Balance, Wine, lonosphere and News.

eSiLA performs better than SiLA on Wine (gain of 1.2%), while they are comparable on
lonosphere, Pima and Soybean.
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TABLE 1: Results on all collections

kNN-eucl kNN-cos kNN-A SkNN-cos SkNN-A

Balance 0.883 0.959 0.979 0.969 0.983
Wine 0.825 0.905 0.916  0.909 0.916
Wine (eSiLA) 0.825 0.905 0.926  0.909 0.928
Iris 0.978 0.987 0.987 0.982 0.987
lonosphere 0.854 0.871 0.911 0.871 0.911
lonosphere (eSiLA) 0.854 0.871 0914 0.871 0.914
Soybean 1.0 1.0 0.994  0.989 0.989
Soybean (eSiLA) 1.0 1.0 1.0 0.989 0.989
Glass 0.998 0.998 0.997 0.998 0.997
Pima 0.698 0.652 0.647 0.665 0.678
Pima (eSiLA) 0.698 0.652 0.659 0.665 0.673

5. SIMILARITY LEARNING AND INFORMATION RETRIEVAL

SiLA or eSiLA can be used in Information Retrieval, where the matrices can be tuned by
incorporating user feedback. The similarity is calculated between a query ¢ and a document d. The
basic theme rests the same: try to bring target documents (documents relevant to g) closer to ¢
while pushing away irrelevant documents which in turn yields matrix A. The top rated documents
are presented to the user who can then change the order. This order is learnt by updating the
weights in the same way as in SiLA and eSiLA.

6. CONCLUSION

In this paper, we have discussed an approach to apply similarity learning algorithms namely,
SiLA and eSiLA, in the context of Information Retrieval. Both SiLA and eSiLA not only outperform
standard euclidean distance on some collections, but also improve the base results using standard
cosine. We have described a mechanism to incorporate user feedback in order to update the
similarity matrix.
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Abstract

The existing search engine interaction paradigm of typing in keywords and getting
an enormous list of links is not suited for a lot of information seeking tasks. We see
synthesis or summarization of information to satisfy users’ information needs as an
important step on the way to next generation information access systems. The idea
is to explore the alternative geometrical models of meaning [14] based on the theory
of Quantum Mechanics and Hilbert Spaces as a unifying framework for integrating
semantic metadata into retrieval and summarization.

Keywords: Information Retrieval, Summarization, Question Answering, Geometrical Models of Meaning

1. MOTIVATION

A well-known paradigm of querying documents in a classical information retrieval system is by
inputting keywords and matching them against the terms by which the documents are indexed. In
reply, the user receives a list of links to be consulted. This is rather similar to searching, borrowing
and looking for relevant information in books in the library [10]. Paradoxically, "information” retrieval
has established itself as a pure document retrieval.

The so-called information overload causes the traditional library paradigm of information retrieval
systems to be reconsidered. As discussed in [13, 10], the existing search engine interaction
paradigm of typing in keywords and getting a list of results is not suited for a lot of information
seeking tasks. Though in the meantime we are able to extract named entities and patterns in
the textual information thanks to text analysis research, this kind of semantic metadata is still
insufficiently integrated in information seeking technology. Having detected certain entities and
relations in the text is not an ultimate goal. The next challenge is to make use of this information
to satisfy the user’s information needs. The vision is that information access systems should more
directly answer our information needs by information extracted from the documents and as far as
possible processed and synthesized into a coherent answer [10].

Thereby, synthesis or summarization of information as an answer to a user’s query is an important
step on the way to cooperative information access systems.

2. BACKGROUND AND RELATED WORK

This work is on the intersection of at least three distinct communities, where the research has been
conducted more or less independently of each other - information retrieval, open domain question
answering and summarization - and will draw, amongst others, upon the research from text
mining and cognitive information processing. As a representational formalism, multi-dimensional
geometrical models of meaning are being explored.

The 3rd BCS IRSG Symposium on Future Directions in Information Access

134



Summarization as a Means of Information Access

In the following, we briefly mention relevant work in corresponding disciplines and figure out the
weaknesses and potential intersections of current approaches. Section 3 points at some of the
research questions that emerge out of the latter.

2.1. Information Retrieval

At the Demo’08 panel session' discussing the future of the web, it has been emphasized by
the representatives of the biggest search companies? that the search should become “task-
centric” or "wish fulfilling”. "The search engine should read’ and synthesize the information to
solve the intent”, said Prabhakar Raghavan. The latter implies a fundamental change in the
design assumptions of search systems by moving them from document search to the tasks for
which people employ search. This is the idea behind this research - to synthesize information,
presumably in a structured way, depending on the user’s current intention.

2.2. Summarization and Open Domain Question Answering

Summarization is a rather new paradigm in information access and retrieval research. At the
same time there is a long term tradition of research on summarization in NLP community, also
specifically for purposes of open domain question answering. Automatic summarization here is
a task of extracting the most important content from information sources and presenting it to the
user in a condensed form and in a manner sensitive to the user’s or application’s needs [9].

The research in text summarization goes back to 1958, motivated by work of Luhn [8] who
developed the first system of sentence extraction and building extractive summaries. The early
work in open domain question answering goes back to the 90s. The ultimate goal of the latter has
been to build systems that are able to answer any question in any domain. However, similarly to
summarization and due to the inherent complexity of the task, this research focused mostly on
extracting passages or sentences that have been ranked as most relevant to the question. The
challenge here ended up in trying to get the most relevant sentence or passage as first-ranked.
Consequently, the dominant approach in both summarization and question answering is still
extraction rather then real abstraction, though both communities realize the need for abstraction
and true synthesis of information [6, 11].

2.3. Dual Document Representations

The idea to move away from the bag-of-words in IR research, e.g. by mapping terms to concepts
or accessing documents by extracted pieces of information, has been in the air for a while.
Harris [5] already in 1959 proposed to extract certain relations from scientific articles by means
of NLP and to use them for information finding. In order to achieve a kind of "conceptual” search,
indexing strategies where the documents are indexed by concepts of WordNet [4], of Wikipedia
[3] or ontology [1] have been used. It is just that the time is ripe how and information extraction
technology has matured enough to use it on a large scale [10]. Most of these approaches have
used either the one or the other way of "lhomogeneous” document representation. There are some
attempts on the way to realize dual document representations by utilizing statistical language
modelling (e.g. [2]). We are not aware, however, of any work aiming at integratation of dual text
representations by means of Hilbert Spaces.

3. RESEARCH DIRECTIONS

The goal of this thesis is to explore the ways to use the explicit semantic information, i.e. semantic
metadata attached to the documents, not only to improve retrieval, but also to propose new ways
of answering users’ complex information needs in an “information overload” era in a cooperative
way, i.e. by summarizing and allowing exploration based on the user’s information need.

Thttp://www.demo.com/watchlisten/videolibrary.html?bcpid=1127798146bclid=1782597597bctid=1790936412
2peter Norvig from Google and Prabhakar Raghavan from Yahoo!
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For this, the plan is to explore geometrical models of information retrieval [14] based on the
theory of Quantum Mechanics and Hilbert Spaces, e.g. Tensor Space Models [7]. We believe,
it is a promising alternative to leverage semantic metadata into the retrieval and summarization
process.

Thereby, the suggested research is twofold:

1. to investigate the new geometry of IR and to exploit the possible ways of leveraging semantic
metadata in the geometrical models of meaning and retrieval;
2. to explore the new ways of addressing users’ information needs by means of summarization.
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Abstract

In the last years several works have investigated a formal model for Information
Retrieval (IR) based on the mathematical formalism underlying quantum theory [1, 2, 3,
4, 5]. These works have mainly exploited geometric and logical-algebraic features of
the quantum formalism, for example entanglement, superposition of states, collapse
into basis states, lattice relationships. In this poster | present an analogy between
a typical IR scenario and the double slit experiment. This experiment exhibits the
presence of interference phenomena between events in a quantum system, causing
the Kolmogorovian law of total probability to fail. The analogy allows to put forward
the routes for the application of quantum probability theory in IR. However, several
questions need still to be addressed; they will be the subject of my PhD research.

Keywords: document ranking, interdependent document relevance, quantum probability theory, interference,
formal models

1. INTRODUCTION

Recently there has been an increasing interest on formal IR models inspired by the mathematical
formalism of quantum theory. Some classical IR models, such as the vector space model, the
probabilistic model, the logical model [3], and the logical imaging technique [5] have been
expressed into the Hilbert space framework proper of quantum theory. In [4], the concepts of
non-relevancy and negation of a term have been translated in orthogonality between subspaces
of a Hilbert space. In [1], the role of context for word association is modeled by means of direct
entanglement between words in high dimensional semantic spaces. Logic relationships between
terms and the context surrounding them has been introduced in [2] by means of transformations
on the text, the selective erasers, inspired by quantum measurements.

However, no previous work has been focusing on the nature of probabilities in IR. In particular,
the use of quantum probability theory as feasible modeling tool for IR has never been explored. In
the following, | introduce an analogy between the double slit experiment and a user examining a
ranking of documents that have been retrieved by an IR system in response to his/her information
need. The double slit experiment exhibits the arising of the interference phenomena; the presence
of interference causes the violation of the Kolmogorovian law of total probability.

2. THE ANALOGY

The double slit experiment consists of shooting a physical particle towards a screen with two
slits, named A and B (Fig. 1(a)). Once the particle passes through one of the slits, it hits a
detector panel, positioned behind the screen, in a particular location = with probability pas(z).
The (complex) probability amplitude associated to the events of passing through A (alternatively,
B) when slit B (A) is closed and being detected at x is indicated by ¢4(x) (¢5(x)). Amplitude
probabilities are linked to probabilities by the following equations: pa(z) = |¢A(x)|2, pp(z) =
|¢B(a:)|2. Intuitively, we would expect that the probability of the particle being detected at = when
both slits are open is the sum of the probability of passing through A and being detected at «,
pa(z), and the probability of passing through B and hit the detector panel in z, pg(z). However,
experimentally it has been noted that pag(z) # pa(x) +pgr(z). Instead, the probability distribution
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obtained measuring pap(x) across the detection panel presents an interference pattern akin to
waves that would pass through both slits and hit the detector panel. In particular, the (complex)
probability amplitude of a particle being measured at position = after passing through either slit
A or B (indicated as ¢4p5(z)) is the sum of the probability amplitude associated to the event of
opening just slit A plus the counterpart event of having open just slit B: ¢ap(z) = ¢pa(z) + ¢p(x).
In terms of probabilities,

pan(@) = dan @) = |94 (@) +¢5(@)*+(0a(2) ¢5(2) + pa(2)$5(2)) = pa()+pp(2)+an(x)

(1)
where term I,5(x) represents the quantum interference term, which is modulated by the phase
difference between the amplitudes ¢ 4 (z) and ¢5(z). In fact, by expanding 145 (z) and letting 045
being the phase difference between the probability amplitudes ¢ 4(x) and ¢5(x), we obtain

Iap(x) = ¢a(x) 05(x) + ¢a(®)dp(x)" = 2|pa(x)||¢5(7)| cosban ()

The analogy between the double slit experiment and the IR situation follows. The particle is
associated with the user and his information need, while each slit represents a document
(Fig. 1(b)). The event of passing through a slit is seen as the action of examining the ranking
of documents, e.g. read the associated snippets or the documents themselves. Measuring at «
stands for assessing the satisfaction of the user given the list of documents, or more concretely the
decision of the user to stop his search (event x, the user is fully satisfied) or continue searching (z,
he is not completely satisfied by the documents). In these settings, being detected with probability
pap(x) at position « on the panel means choosing to stop the search with probability p s (z) after
being presented with documents A and B. Analogously to the double slit experiment, | propose
that in the IR scenario the probability of the user being satisfied by the ranking of documents
A and B is given by the sum of the probability of the single events (satisfied by document A,
satisfied by document B) and the additional probability associated to the interference term. Thus,
the satisfaction of the user does not depend just upon the relevance/satisfaction provided by
each document independently (as it is commonly assumed in IR). Conversely, it is affected by
the interference between the relevance/satisfaction of the entire document ranking. This suggests
that a model of document ranking based on quantum probabilities might exploit interdependent
document ranking.

pap(z)

Gﬂo _ paglr) %

L

(a) The double slit experiment (b) The IR view of the double slit experiment.

FIGURE 1: Schematic representation of the analogy between the double slit experiment and the IR document
ranking problem.

3. CONCLUSIONS

In this poster | have presented an analogy between the double slit experiment and a typical IR
scenario. The analogy suggests that when calculating the probability of a document ranking being
relevant to an user’s information need the interference between the relevancy of the documents
themselves should be accounted for. At this stage, several questions need to be investigated and
they will be part of my PhD research. Among those, the most urgent are: What are the implications
for IR? What do complex probabilities mean in IR? What does the interference term represent in
IR? What is the behaviour of the interference term? How the interference term can be computed
in IR?
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Abstract

Automatic schemes for the analysis of Natural Language based on word co-
occurrence counting have been very successful in capturing meaning, like
automatically grouping words referring to similar concepts, or documents about
similar topics. In this work, a more general framework is proposed to represent
documents and measurements geometrically, in a way directly related with the
representation of measurement in Quantum Theory.
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Text

1. INTRODUCTION

Co-Occurrence of terms in text has been successfully used for automatically extracting semantic
information from text documents (see [3], [4]). In this work, a different approach is proposed,
based in transformations that act on documents in a way that is analogous to how projectors
act on vectors. These transformations, called Selective Erasers, are defined in section [2| The
underlying assumption behind this work is that suitably defined order relations between these
measurement transformations are able to capture semantic contents of the text.

2. SELECTIVE ERASERS (SE) AND THEIR INCLUSION RELATIONS

A SE is defined as a transformations that find the occurrences of certain low-level feature in
the document, preserve the surroundings, and erase the rest. This general definition is not very
useful, because it does not specify what kind of low-level feature can be preserved fogether with
its surroundings, and how these surroundings to be preserved can be defined. A more usable
definition of a SE is given in [2] for the particular case of term occurrences (as low-level features)
in text documents:

A SE is a transformation E(t,w) which erases every token that does not fall within any
window of w positions around an occurrence of term ¢ in a text document. These Erasers
act as transformations on documents producing a modified document with some erased
tokens, much as projectors act on vectors or other operators.

This concept was first introduced in [1], where some of their properties are shown, in particular,
those they share with measurements as described in Quantum Theory. They can also be shown to
include well known measurements such as occurrence and co-occurrences of terms and n-grams.

A very important characteristic is that some erasers will include others, which means that there
will be pairs of Erasers such that what one preserves is included in what the other preserves. Each
eraser will preserve small "windows" of text; when those corresponding to eraser A include within
them those corresponding to eraser B, we can say that eraser A includes B for the considered
text. The structure of these relations has been discussed in [2]. The formal condition for an
inclusion relation between erasers (which will be denoted E(¢1,w;) »p E(t2,w2) when it holds
on document D) would be then:

E(tl,wl) =D E(tg,’ll)g) < E(tQ,'[UQ)E(tl,U}l)D = E(tg,’wg)D (1)
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3. FROM ERASERS TO PROJECTORS

Equation defines a relation that is analogous to the inclusion relation between projectors
on subspaces of a vector space. Changing SEs by projectors, and documents by vectors, the
relations stand in the same way. The problem of representing Erasers and documents can be
addressed through the following ansatz: For a certain term ¢, the family of Erasers centred on
it £(t, w) would be accurately represented by a set of commuting projectors with rank f(w),
where f is a monotonic function, This way relation E(¢, w) = E(t,w+§) are guaranteed for any
integer, positive §. The correspondence would be:

fw)
B(t,w) =T, = Y [1:)(1i| where for any two vectors [1:), [v;)  (illvs) = 0up  (2)

=1
Two projectors of the same rank corresponding to different central terms can be converted to each
other by a unitary transformation, just like a term-swapping would convert the corresponding SEs:

E(Aw) =4, = Unep)lpw(Un=p))" = T(a=p)E(B,2) 3)

4. RANK OF PROJECTORS

A topic can be thought of as the set of documents about it, and can therefore be represented by
inclusion relations. Suppose that for a document D, it is the case that E(A4,w;) »p, E(B,ws),
and for document D5, dealing with the same topic, it holds that E(A,ws) =p, E(B,ws). The
relation that holds for both documents would therefore be descriptive of the topic:

(E(A,wl) D, E(B,UIQ)) AN (E(A7w3) > Do E(B,w4))
= FE(A, max(w,ws)) ={(D1,Ds} E(B,min(ws,wy)) (4)

The increase in the width difference necessary to produce inclusion relations is crucial to
determine the geometric representation of the Erasers. In the example of (4), the difference in
width increases from (w; —ws) or (w3 —wy) 10 (max (w1, w3) —min(ws, wy))). EMpirical evaluations
shown in the figure suggest that this width can increase linearly with the number of documents
considered.

To draw a vector analogy, we can consider the width factor of a SE can be considered as

analogous to the rank of a projector. The join of two projectors will always include both of them,
S0 join projectors can be related in this analogy to an including SE.

RANK of join of random rank-1 projectors
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FIGURE 1: Measurement of widths required to produce inclusion relations, on approximately 2000
documents from TREC-1 that were assessed as relevant to 50 different topics. The linear increase of width
suggest not to establish direct proportionality between width and rank of the corresponding projector. In the
figure on the right, the average rank of joins made with random rank-1 projectors are shown. The different
curves represent different threshold criteria to consider a vector as lying in a subspace (threshold ¢ for inner
product). The less tight the threshold, the more the line gets closer to the straight line
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Let us set a finite threshold for overlap 1 — € to consider a unitary vector as lying in a subspace.
Projector II can be considered as the join of R disjoint 1-dimension subspaces, where R is its
trace. A random rank-1 projector will only increase the rank if it is not included in any of these,
and since these non-inclusions are independent events, the probability of increasing rank is the
product of R = T'r(II) identical terms

P(Tr(ITU ) () = Tr(I1) + Tr(j) (6]) ) = (1 — &)™ (5)

The curve showing the expected increase of rank with random vector in a space of dimension
100 is shown in figure 1] suggests that the dimension required to represent erasers as projectors
is behind 40. The point where the curve starts showing a negative curvature, like that of the rank
curves for projectors, will probably be only approached with bigger collections or more frequent
terms. A closer study of this kind of curves could suggest which is the number of dimensions
required to represent sets of Selective Erasers as projectors on subspaces of a Hilbert space.
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