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ABSTRACTThe s
ope hypothesis in Information Retrieval (IR) statesthat a relationship exists between do
ument length and rel-evan
e, su
h that the likelihood of relevan
e in
reases withdo
ument length. A number of empiri
al studies have pro-vided statisti
al eviden
e supporting the s
ope hypothesis.However, these studies make the impli
it assumption thatmodern test 
olle
tions are 
omplete (i.e. all do
uments areassessed for relevan
e). As a 
onsequen
e the observed evi-den
e is misleading. In this paper we perform a deeper anal-ysis of do
ument length and relevan
e taking into a

ountthat test 
olle
tions are in
omplete. We �rst demonstratethat previous eviden
e supporting the s
ope hypothesis wasan artefa
t of the test 
olle
tion, where there is a bias to-wards longer do
uments in the pooling pro
ess. We evalu-ate whether this length bias a�e
ts system 
omparison whenusing in
omplete test 
olle
tions. The results indi
ate thattest 
olle
tions are problemati
 when 
onsidering MAP as ameasure of e�e
tiveness but are relatively robust when usingbpref. The impli
ations of the study indi
ate that retrievalmodels should not be tuned to favour longer do
uments, andthat designers of new test 
olle
tions should take measuresagainst length bias during the pooling pro
ess in order to
reate more reliable and robust test 
olle
tions.
Categories and Subject DescriptorsH.3.4 [Information Storage and Retrieval℄: InformationSear
h and Retrieval
General TermsExperimentation, Performan
e
KeywordsInformation Retrieval, Do
ument Length, Relevan
e, Eval-uation, Pooling
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1. INTRODUCTIONThis paper investigates the assumed relationship betweenrelevan
e and do
ument length. As highlighted by Robert-son and Walker [14℄, the relationship between do
ument rel-evan
e and length 
an be explained either by: i) the s
opehypothesis, the likelihood of a do
ument's relevan
e in
reaseswith length due to the in
rease in material 
overed; or ii) theverbosity hypothesis, where a longer do
ument may 
over asimilar s
ope than shorter do
uments but simply uses morewords and phrases.It is 
urrently believed that the s
ope hypothesis prevailsover the verbosity hypothesis. This belief is supported bya number of empiri
al studies investigating the relationshipbetween do
ument relevan
e and length. The probabilityof a do
ument's relevan
e (to an information need) is 
on-sidered to be positively 
orrelated with the length of thedo
ument. For instan
e, Singhal et al. illustrated that do
-ument relevan
e in
reases proportionally with length a
rossa number of early TREC test 
olle
tions [16℄. Similar resultshave also been reported for later �ad ho
� test 
olle
tions [10,9℄ 1.A

ounting for do
ument length during retrieval was re
-ognized as an important resear
h topi
 in early indexingmodels [7℄. Re
ently, it has been reported that retrieval per-forman
e 
an be improved through appropriate term weight-ing strategies based on do
ument length [6℄. Therefore, de-signing IR models with an a priori preferen
e for longer do
-uments has been viewed as a way to improve retrieval perfor-man
e [8, 10, 11, 12, 9, 2℄. Additionally, a number of studieshave proposed adjustments to well known retrieval modelsin order to a

ount for do
ument length appropriately. Forinstan
e, pivoted do
ument length normalization [16℄ wasde�ned to 
orre
t the ex
essive promotion of shorter do
-uments in the 
osine similarity measure within the Ve
torSpa
e IR model. Similarly, the probabilisti
 model OkapiBM25 was extended to minimise the bias towards longerdo
uments [15℄. The do
ument length 
orre
tion that is in-herent to Statisti
al Language Models of IR has also beenstudied in depth [19, 1, 12℄.1This paper fo
uses solely on the relationship between rel-evan
e and do
ument length in the 
ontext of the ad ho
retrieval task. However, for other tasks the relationship be-tween do
ument length and relevan
e has found to be dif-ferent. For instan
e, on the web entry page task in the web
olle
tions, there was no 
orrelation found between do
u-ment length and relevan
e [11℄.



# Uniq. Mean. do
 Bin TRECCol. # Do
s Terms length size topi
sTREC-2 741856 615087 415 14838 101-150TREC-3 741856 615087 415 14838 151-200TREC-4 567493 572107 483 11350 201-250TREC-5 524929 686358 533 10499 251-300TREC-6 556077 722085 514 11122 301-350TREC-7 528155 629880 481 10564 351-400TREC-8 528155 629880 481 10564 401-450Table 1: Basi
 statisti
s of the TREC adho
 
olle
-tions, in
luding sizes of the bins for the do
umentlength study.A 
ommon theme throughout these studies has been theimpli
it assumption made that the underlying test 
olle
-tions are 
omplete (i.e. the assumption that all do
uments inthe 
olle
tion have been assessed for relevan
e for all topi
s).However, modern 
olle
tions are in
omplete due to fa
torsrelated to 
olle
tion size, 
ost and e�ort [6℄. In this paperwe re-investigate the 
orrelation between relevan
e and do
-ument length in the 
ontext of in
ompleteness a
ross sevenTREC ad ho
 test 
olle
tions. We illustrate that the posi-tive 
orrelation between do
ument length and relevan
e is a
onsequen
e of assuming that test 
olle
tions are 
omplete.When in
ompleteness is taken into 
onsideration a very dif-ferent trend is observed: the probability of relevan
e doesnot linearly in
rease with do
ument length. Therefore, theprevious trends observed 
annot simply be assumed to bea 
ausal link between relevan
e and do
ument length butpotentially an artefa
t of test 
olle
tion 
reation. This �nd-ing provides strong eviden
e refuting the s
ope hypothesisand the naive heuristi
 of favouring longer do
uments forretrieval performan
e improvement.The remainder of this paper is as follows. In se
tion 2, we�rst repli
ate and extend the original 
olle
tion wide analy-sis of do
ument length and relevan
e performed in previouspapers [16, 11℄, to in
lude all available TREC ad ho
 
ol-le
tions available. We then go beyond existing analysis bytaking into a

ount test 
olle
tion in
ompleteness by per-forming a pool wide analysis. This analysis shows distin
-tive trends providing eviden
e to refute the hypothesis: astrong 
orrelation exists between relevan
e and do
umentlength. In se
tion 3, we perform an extensive investigationinto whether the length bias within the pools a�e
ts the
omparison between systems in terms of both ranking andperforman
e. Finally, in se
tion 4 we summarize the resultsof this study and dis
uss the impli
ations of this work onthe 
omparison, design and evaluation of IR systems.
2. DOCUMENT LENGTH AND RELEVANCEIt has been 
ommonly regarded that longer do
umentshave an in
reased likelihood of relevan
e. This is a longheld belief stemming from studies su
h as the one reportedin [16℄, where it was shown that relevant do
uments tendto be longer than do
uments within the entire 
olle
tion.Similarly, in [10, 11℄, the authors show that the probabilityof relevan
e is 
orrelated with do
ument length for a num-ber of adho
 and web TREC 
olle
tions. In order to studythese issues in depth and over time, we 
onsider the sevenadho
 
olle
tions from the well-established TREC ben
h-marks (from TREC-2 to TREC-8). We now outline thisanalysis.

2.1 Experimental SetupFor ea
h test 
olle
tion, we used the Lemur toolkit2 toindex the 
olle
tions. Do
uments were prepro
essed usingPorter's stemmer [13℄ but no stop wording was applied. Asa result, all lengths reported are based on the 
ount of allthe tokens o

urring within the do
uments. To 
omputethe di�erent length patterns (i.e. the distribution of rele-van
e given length), the methodology designed in [16℄ wasadapted as follows. For ea
h test 
olle
tion, we ordered thedo
uments in the 
olle
tion by the length and then dividedthem into equal size bins. Next, we 
omputed the probabil-ity of relevan
e asso
iated to ea
h bin. We set the bin sizeto be 2% of the 
olle
tion size (i.e. 50 bins per 
olle
tion).The statisti
s about ea
h test 
olle
tions, the TREC topi
sand bin sizes are reported in Table 1.
2.2 Collection Wide AnalysisThe 
omputation of the relevan
e pattern in the 
olle
tionis performed using the 
orresponding set of relevan
e judg-ments available for ea
h TREC adho
 test 
olle
tion. Thenumber of (query, relevant do
ument) pairs are 
ounted and
p(d ∈ bini|d is rel) is 
omputed as the ratio between thenumber of pairs that have their do
ument from bini, andthe total number of (query, relevant do
ument) pairs. Thisrelevan
e pattern is shown as a solid line (labeled as Rel.)in �g. 1. These 
urves show the trends reported also in[16, 10℄: the probability of relevan
e grows with the length ofthe do
uments. The general tenden
y is that the bins withlonger do
uments have a higher probability of relevan
e.
2.3 Pool Wide AnalysisOne might be tempted to infer that relevan
e evolves asshown in the solid lines in �g. 1. However, 
aution must betaken when 
onsidering these patterns, as these test 
olle
-tions are 
reated through a pro
ess known as system pooling.System pooling is used to address the intra
tability of the
ompleteness assumption [6℄. Pooling is a fo
used samplingof the do
ument 
olle
tion that attempts to dis
over all po-tentially relevant do
uments with respe
t to a sear
h topi
(e.g. approximate the a
tual number of relevant do
umentsfor a given topi
). To do so, a number of (diverse) retrievalstrategies are 
ombined to probe the do
ument 
olle
tionfor relevant do
uments. Ea
h system will rank the 
olle
-tion for a given topi
, then the top λ do
uments from thesubsequent ranked lists are 
ollated, removing dupli
ates,to form a pool of unique do
uments. All do
uments in thispool are then judged for relevan
e by human assessors.As a 
onsequen
e, the question we need to ask is: is theset of do
uments assessed representative of the 
olle
tion interms of length? For example, if the assessed do
uments arelonger in length relative to the 
olle
tion then there is anin
rease in un
ertainty 
on
erning the relevan
e of shorterdo
uments. In this 
ase, the probability of relevan
e as-so
iated to shorter do
uments may be ina

urate be
ausea smaller proportion of shorter do
uments will have beenassessed for relevan
e.To determine whether this is problemati
, we 
ounted thenumber of assessed do
uments per bin and 
omputed theprobability p(d ∈ bini|d is judged) as the ratio betweenthe number of assessed do
uments from bini, and the totalnumber of assessed do
uments. This assessment pattern is2http://www.lemurproje
t.org
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Figure 1: Probability of �nding relevant (solid line),assessed (dash-dot line) and 
olle
tion (dotted line)do
uments given ea
h bin in the seven TREC adho

olle
tions. The X axis denotes the bins in in
reas-ing order of length. The Y axis denotes the proba-bility of a do
ument being drawn from this bin fora parti
ular group (i.e. the entire 
olle
tion (Col.),the pool of judged do
uments (Pool), or the set ofrelevant do
uments (Rel.))

presented in �g. 1 as a dash-dotted line (labeled as Pool). Ifthe do
uments were a representative sample from the 
olle
-tion, then we would expe
t that the number of do
umentsin ea
h bin would be approximately equal. However, the�gure indi
ates that the bins representing longer do
uments
ontain more assessed do
uments in 
omparison to thosebins with shorter do
uments. Overall, the bins with thelongest do
uments 
ontribute more to the pool of assesseddo
uments. A
tually, in terms of the proportion of their
ontribution there is a very substantial di�eren
e betweenthe last few bins and the others. In fa
t, between 10% and20% of the assessed do
uments were found in the last bin.This suggests that the reason for longer relevant do
umentsmay be be
ause more longer do
uments were assessed, asopposed to longer do
uments being in
reasingly more likelyto be relevant.The mean and median of do
ument lengths for the 
ol-le
tion, pool of assessed do
uments, set of relevant, and setof (assessed) non-relevant do
uments are reported in Table2. To determine the di�eren
es between the length distri-butions, we formally tested whether the distribution of do
-ument length within these sets were statisti
ally di�erentusing the Mann-Whitney U-test. In all 
ases, the hypothe-sis that the do
uments 
ome from the same distribution wasreje
ted at a 5% signi�
an
e level. Further, we found thatthe relevant do
uments are signi�
antly longer on averagethan the entire do
ument 
olle
tion and that the pool ofassessed do
uments 
ontains do
uments signi�
antly longeron average than both the set of relevant do
uments and theentire do
ument 
olle
tion.Sin
e the pool of assessed do
uments is not representativeof the 
olle
tion in terms of do
ument length, as it is heavilybiased towards longer do
uments, the �nding that longerdo
uments are more likely to be relevant may be an artefa
tof the pooling pro
ess. In other words, the pool of assesseddo
uments is over-represented by longer do
uments. As aresult, there is a higher likelihood of longer do
uments beingjudged as relevant, whi
h in turn over-in�ates the estimateof the probability of relevan
e for longer do
uments.
2.3.1 Relevance pattern within the poolA more appropriate way to estimate a relevan
e pattern
onsists of restri
ting the analysis to the set of assessed do
-uments for ea
h topi
. Sin
e all do
uments in this set arejudged, there is no need to take any assumption about therelevan
e/non-relevan
e of non-assessed do
uments.The probability of relevan
e within the set of judged do
-uments 
an be 
omputed as follows. The probability p(d is

rel|d ∈ bini & d is judged) is estimated as the number of(query, relevant do
ument) pairs whose do
ument belongsto bini divided by the number of (query, judged do
ument)pairs whose do
ument belongs to bini. This analysis is re-liable and robust in 
omparison to the approa
h reportedabove. This is be
ause for ea
h bin the relevan
e 
ountsare divided by the number of assessments in the bin, andtherefore, the �nal 
urve is not in�uen
ed by the skeweddistribution of the number of assessments a
ross bins.The resulting relevan
e pattern is shown in �g. 2 (right-hand side). For 
omparison purposes, the relevan
e pattern
omputed assuming that non-judged do
uments are non-relevant, p(d is rel|d ∈ bini), is also shown in the �gure(left-hand side). There is a substantial di�eren
e betweenthe trends shown in these two sets of graphs. The left-hand



Col. Pool Rel. Non-Rel.Mean Median Mean Median Mean Median Mean MedianTREC-2 415 195 6977 747 1443 611 8241 791TREC-3 415 195 4524 667 1146 584 4902 685TREC-4 483 266 3774 662 1665 565 3945 674TREC-5 533 328 3954 542 2857 556 4001 541TREC-6 514 316 9222 633 2680 482 9668 646TREC-7 481 329 2304 505 1200 550 2372 502TREC-8 481 329 2861 676 1129 476 2961 688Table 2: The mean and median of do
ument lengths in TREC adho
 
olle
tions, pools, sets of relevant, andsets of (assessed) non-relevant do
uments
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Figure 2: Left: Probability of relevan
e given bin within the 
olle
tion. Right: Probability of relevan
e givenbin within the assessed do
uments. The X axis represents the bin number, ordered by in
reasing length, andthe Y axis represents p(d is rel|d ∈ bini) and p(d is rel|d ∈ bini & d is judged), respe
tively.



graph provides eviden
e to a

ept the s
ope hypothesis, asit 
learly shows that probability of relevan
e in
reases withlength. However, the right-hand graph, whi
h is based ononly the assessed do
uments provides strong eviden
e to re-je
t the s
ope hypothesis.The distribution of relevan
e within the assessed do
u-ments (right-hand graph) tends to be more uniform thanthe distribution of relevan
e in the p(d is rel|d ∈ bini) pat-tern (left-hand graph). In the right-hand graph, the binswith highest probability of relevan
e are those 
ontainingdo
uments of average length (i.e. bins 20-40) and the prob-ability of relevan
e falls dramati
ally for the longest do
u-ments (last bins). For the early bins (1-20) the probabilityof relevan
e is usually somewhat lower, presumably be
ausea do
ument needs to be large enough to provide su�
ientdetails in order to be relevant. Also, it was observed thatthe probability of relevan
e tends to be �atter in the latterTREC 
olle
tions.This analysis provides important new insights into the is-sue of do
ument length and relevan
e. In parti
ular, thisstudy indi
ates that previous empiri
al eviden
e supportingthe s
ope hypothesis is over-exaggerated. In the next se
-tion, we study whether these length biases a�e
t the evalu-ation of systems that retrieve many short do
uments.
3. TEST COLLECTION ANALYSISIn this se
tion we evaluate whether the do
ument lengthbiased pools asso
iated with ad ho
 test 
olle
tions a�e
tevaluation. In other words, do systems that retrieve longerdo
uments on average perform better than systems that re-trieve shorter do
uments? To answer this question, we 
on-du
t a thorough analysis on the reliability and robustnessfor system 
omparisons under in
ompleteness.
3.1 The process of PoolingAs explained in se
tion 2, the 
reation of a 
omplete test
olle
tion is impra
ti
al [6℄. Therefore, only a small fo
usedsample of do
uments are judged (i.e. assessed) for relevan
e.The goal of pooling is to maximise the number of relevantdo
ument found within a 
olle
tion while minimising theamount of e�ort required to perform the assessments. Thus,a small subset of the 
olle
tion 
an be assessed in order toobtain a relatively good estimate on the number of relevantdo
uments in the 
olle
tion.A fundamental assumption required for pooling is thatea
h run that 
ontributes to the pool is assumed to be inde-pendent [17℄. If runs are independent then the more runsparti
ipating in the pooling the more diverse the relevantdo
uments found are. However, in the 
onstru
tion of thead ho
 TREC 
olle
tions, the independen
e assumption hasbeen somewhat relaxed. Many pooled systems implementsimilar retrieval strategies and, additionally, runs from thesame group are likely to show high overlap. This systemreinfor
ement bias and the e�e
t of pooling on systems thatdid not parti
ipate in the pool (system omission) have beenpreviously evaluated in the literature [20, 18℄. It has beenshown that the relative order of the systems is quite stable(i.e. the system rankings 
onstru
ted in de
reasing order ofa given performan
e measure su
h as Mean Average Pre
i-sion (MAP) are not signi�
antly a�e
ted by reinfor
ementor omission). However, no one has spe
i�
ally 
onsideredwhether the length bias within pools a�e
ts the evaluationof systems. For instan
e, it might be the 
ase that pooling is

fair to most of the omitted systems (i.e. their position in therank would not 
hange signi�
antly when they are in
ludedinto the pool) but it is unfair to a few omitted systems thatfavor short do
uments.In the remainder of this se
tion, we test to determinewhether the pools from the ad ho
 test 
olle
tions enablerobust 
omparisons; su
h that the relative performan
e ofsystems that favor longer or shorter do
uments is not overor underestimated be
ause of the non-representative sam-ple used to form the pools. In order to examine whetherthe pools provide a robust evaluation against length, wehave 
reated di�erent samples of assessments from the o�-
ial judgments with varying distribution of do
ument length.This helps to study the in�uen
e of do
ument length on theevaluation. The relative 
hanges in system rankings and themagnitude of the 
hange in performan
e s
ores are 
arefullyanalyzed. In parti
ular, we study the 
orrelation betweenthese variations and the length of the do
uments retrievedby the systems involved.
3.2 Pool samplesIn what follows, poff(.) refers to the probabilities 
om-puted from the original set of o�
ial assessments whereas
psam(.) refers to the probabilities 
omputed from a givensample of the original assessments.To evaluate how sensitive the relative performan
e of thesystems is with respe
t to the length of the assessed do
-uments, we 
reated the following samples from the o�
ialrelevan
e assessments:

• A sample of the relevan
e assessments that follows adistribution of lengths as indi
ated by poff (d is rel|d ∈
bini & d is judged). The rationale behind this methodis that poff(d is rel|d ∈ bini & d is judged) is a reli-able indi
ation of how relevan
e evolves against do
u-ment length and, therefore, making that the sampledassessments follow this distribution (instead of takingthe whole set of assessments whi
h, as argued above,
ontains many long do
uments) we ensure that thebins with more assessed do
uments are those wherethe probability of relevan
e is higher. This 
an bethought of as sampling method that promotes the do
-ument lengths that have higher probability of relevan
e(rather than simply promoting higher lengths). Thisbasi
ally means that a number of judgments asso
iatedto long do
uments are removed from the original as-sessments and the �nal shape of the relevan
e 
urve inthe new assessments (psam(d ∈ bini| d is rel)) resem-bles the right-hand pattern shown in �g. 2. We there-fore simulate a situation in whi
h the input to the judg-ment pro
ess is more uniform with respe
t to do
u-ment length and, thus, the output of the judgment pro-
ess is not strongly biased towards high lengths. Thissample will be referred to as towards_prel_in_pool.

• A sample from the original assessments where the top25% longest do
uments are removed. This sample willbe referred to as long_removed.
• A sample from the original assessments where the top25% shortest do
uments are removed. This samplewill be referred to as short_removed.
• A sample from the original assessments where the top



# Original # Sampled PoolColle
tion Pool tpip lr,sr trTREC-5 133682 46805 100261 66841TREC-6 72271 23241 54203 36135TREC-7 80346 32688 60259 40173TREC-8 86831 29058 65123 43415Table 3: Size of the original assessments vs Sizeof the sampled assessments: towards_prel_in_pool(tpip), long_removed (lr), short_removed (sr) andtails_removed(tr)25% shortest and top 25% longest do
uments are re-moved. This sample will be referred to as tails_removed.These samples help to study the e�e
t of do
ument lengthbias on the relative 
omparison of systems: ea
h samplesimulates a pooling s
enario related to a spe
i�
 form oflength bias. The in�uen
e of this bias was then evaluatedover a large number of system 
omparisons.
3.2.1 Sample CreationThe last three samples are straightforward to 
onstru
t.We ordered the do
uments in the pool in de
reasing orderof length and the top 25% do
uments are removed (long_removed), the bottom 25% do
uments are removed (short_removed) or both the top 25% do
uments and the bottom25% do
uments are removed (tails_removed). This re-moval pro
ess was done globally rather than on a query-by-query basis3.To obtain the towards_prel_in_pool sample we �rst 
om-pute the sample size. This is determined by the numberof assessments in the original pool, the distribution of as-sessments a
ross the bins and the distribution poff (d is

rel|d ∈ bini & d is judged) (whi
h is the probability dis-tribution we want the sample to follow). Next, we drawrandomly do
uments from the original assessments, ensuringthat ea
h bin obtains the required number of assessments.The new sample of assessed do
uments now re�e
ts a pat-tern similar to the relevan
e pattern within the set of originalassessments. More spe
i�
ally, when taking these sampledjudgments to estimate the probability of relevan
e withinthe 
olle
tion as a whole (i.e. assuming that non-judgeddo
uments are non-relevant) one 
an observe that the shapeof the 
urve re�e
ts now the probability pattern within theassessed do
uments. This is shown in �g. 3, whose rele-van
e pattern resembles the one shown in �g. 2 (right-handgraph). This means that the new set of judgments is morerepresentative of the relationship between relevan
e and do
-ument length.The size of the original assessments and the size of allthese sampled assessments are reported in Table 3.
3.3 The stability of system rankingsIn this se
tion we 
he
k whether or not the measured rel-ative performan
e of TREC parti
ipants is reliable. As ar-gued above, one might be tempted to think that systemsbiased towards short do
uments 
ould be harmed by thehigh population of long do
uments in the TREC pools. For3We also 
ondu
ted the same experiments following a query-by-query sampling and the trends and 
on
lusions found arethe same as those dis
ussed here.
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Figure 3: Probability of relevan
e given bin 
om-puted from the towards_prel_in_pool sampled assess-ments. The X axis represents the bin number andthe Y axis represents p(d ∈ bini|d is rel).this part of the study, we used the pooling runs submittedto the TREC adho
 task from TREC-5 to TREC-8, whi
hwere provided by NIST4. Given the o�
ial relevan
e assess-ments and the four sets of assessments reported in the lastse
tion, we 
omputed the system rankings using both bprefand MAP. Unlike MAP, bpref does not assume that non-assessed do
uments are non-relevant but estimates perfor-man
e using the judged set of do
uments only [4℄.The asso
iation between the di�erent system rankings wasquanti�ed applying Kendall's tau. A similar method wastaken in [18℄, where Voorhees evaluated the stability of sys-tem rankings with respe
t to judgments 
reated by di�er-ent sets of human assessors. Kendall's tau is de�ned asthe minimum number of transpositions required to turn oneranking into the other. This number is normalized su
hthat two identi
al rankings produ
e a 
orrelation equal to1, whilst the 
orrelation between a ranking and its inverseis equal to -1. The 
orrelation results are presented in Ta-ble 4. The table reports the 
orrelation between the rank-ing produ
ed from the o�
ial assessments and ea
h ranking4NIST 
ould not provide the information on the pooled runsfor earlier TREC years. Therefore, we fo
us our poolinganalysis on TRECs 5 to 8.



bpref MAPoff vs Corr. p-value Corr. p-valueTREC-5 tpip 0.9299 ≈ 10
−43

0.8665 ≈ 10
−37(101 runs) sr 0.9374 ≈ 10

−44
0.9026 ≈ 10

−41lr 0.9081 ≈ 10
−41

0.8887 ≈ 10
−39tr 0.9065 ≈ 10−41 0.8879 ≈ 10−39TREC-6 tpip 0.8763 ≈ 10

−16
0.8396 ≈ 10

−16(46 runs) sr 0.9014 ≈ 10
−16

0.8783 ≈ 10
−16lr 0.9169 ≈ 10

−16
0.8860 ≈ 10

−16tr 0.8628 ≈ 10
−16

0.8493 ≈ 10
−16TREC-7 tpip 0.9214 ≈ 10

−35
0.8411 ≈ 10

−29(84 runs) sr 0.9036 ≈ 10
−34

0.8927 ≈ 10
−33lr 0.8646 ≈ 10

−31
0.8371 ≈ 10

−29tr 0.8600 ≈ 10
−31

0.8663 ≈ 10
−31TREC-8 tpip 0.9042 ≈ 10−29 0.6893 ≈ 10−17(71 runs) sr 0.9050 ≈ 10−29 0.8680 ≈ 10−26lr 0.8221 ≈ 10−24 0.7642 ≈ 10−21tr 0.8592 ≈ 10−26 0.7755 ≈ 10−21Table 4: Kendall's tau 
orrelation betweenthe o�
ial system rankings and the systemrankings obtained with the sampled assess-ments: towards_prel_in_pool (tpip), long_removed(lr), short_removed (sr) and tails_removed(tr).produ
ed from every sample of assessments and every per-forman
e measure. Additionally, the table informs aboutthe p-values obtained for testing the hypothesis of no 
or-relation. The results are very 
on
lusive. For all 
olle
tionsand pairwise 
omparisons, there is a very high 
orrelationbetween the o�
ial system rankings and the rankings pro-du
ed from di�erent length-biased samples. This provideseviden
e to show that the o�
ial rankings are relatively in-sensitive to the distribution of do
ument lengths in the poolsof assessed do
uments. This is good news to 
urrent IR eval-uation standards as it shows that, although there is a bias infavour of long do
uments in these pools, this bias does notsigni�
antly a�e
t the general 
on
lusions drawn in TRECreports.Observe also that the 
orrelations 
omputed with MAPtend to be lower than the 
orrelations 
omputed with bpref.This demonstrates that bpref is less sensitive to the relevan
ejudgments utilized than MAP: the resemblan
e between thebpref system rankings 
omputed from the samples and theo�
ial bpref rankings is higher than the resemblan
e be-tween the MAP system rankings 
omputed from the sam-ples and the o�
ial MAP rankings. This is eviden
e tosupport bpref as a robust measure to deal with in
ompletejudgments.These 
orrelation values demonstrate 
learly that thereare only minor 
hanges in the systems rankings. Still, it
ould be the 
ase that the few systems that obtain a sub-stantially di�erent rank are somehow a�e
ted by its retrievaltrends against do
ument length. To further 
he
k this issue,we ordered the runs in in
reasing order of the average lengthof the do
uments retrieved in the top 100. Next, the runswere divided into four bins: the �rst bin 
ontains the runsthat retrieve shorter do
uments while the last bin 
ontainsthe runs that retrieve longer do
uments. For ea
h bin, we
omputed the average di�eren
e between the system rankobtained from the o�
ial judgments and the system rankobtained with the towards_prel_in_pool sample. If thisdi�eren
e is positive then the system was promoted by thesample. In 
ontrast, a negative value means that the sys-
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Figure 4: Di�eren
e between the rank obtained bya system with the o�
ial assessments and the rankobtained with the towards_prel_in_pool sampled as-sessments. The �gures refer to the mean di�eren
e
omputed a
ross the runs in the bin.tem was demoted by the sample. This permits to analyzewhether or not there is any promotion/demotion tenden
yagainst the length retrieval behaviour of the runs. The re-sults are reported in �g. 4. Two main observations 
an bemade here. First, the system rank 
omputed using bpref isquite stable a
ross bins, meaning that there is not any ten-den
y to promote or demote runs that retrieve either shorteror longer do
uments. Se
ond, with MAP, the runs that re-trieve shorter do
uments (bin 1) show a 
lear tenden
y tobe promoted by the sample, while the runs retrieving longerdo
uments (e.g. bin 4) tend to be demoted by the sample.This means that the o�
ial judgments tend to underrate(overrate) the runs that retrieve shorter (longer) do
umentswhen used to rank systems with MAP. Although the 
or-relations reported above show that the rankings with theo�
ial judgments and the rankings with the sampled judg-ments are quite similar, we found here that the variationsare not distributed uniformly a
ross runs but there is a ten-den
y to harm runs that retrieve shorter when the o�
ialjudgments are used. This is strong eviden
e to reje
t MAPas a performan
e measure to rank systems be
ause MAP,together with the biased pools, establish a preferen
e forparti
ular types of systems. In 
ontrast, bpref handles wellthe in
ompleteness of the judgments and treats fairly theruns that retrieve shorter do
uments.
3.4 System omissionHaving analyzed pooling for the systems that 
ontributedto the pools, it is also interesting to analyze the e�e
t oflength for runs that did not have an opportunity to 
on-tribute to the pool. A given test strategy might be reliablefor relative 
omparison of the systems that parti
ipated inthe pooling pro
ess but, in 
ontrast, the 
olle
tion might benot reusable be
ause it does not handle fairly the non-pool



bpref improvementso�
ial vs LOU o�
ial vs LOUGmean max min std dev mean max min std devTREC-5 +1.45% +50% +0.0% 6.4 +2.34% +66% −0.05% 8.79TREC-6 +2.32% +46.67% +0.0% 6.91 +2.44% +46.67% +0.0% 6.88TREC-7 +0.25% +3.19% −0.13% 0.47 +0.50% +6.47% −0.13% 1.07TREC-8 +0.61% +7.03% +0.0% 1.34 +0.75% +7.03% +0.0% 1.56MAP improvementso�
ial vs LOU o�
ial vs LOUGmean max min std dev mean max min std devTREC-5 +0.35% +3.02% +0.0% 0.57 +0.91% +5.21% +0.0% 1.31TREC-6 +2.13% +33.3% +0.0% 5.07 +2.32% +33.3% +0.0% 5.07TREC-7 +0.34% +5.36% +0.0% 0.76 +0.54% +5.36% +0.0% 0.95TREC-8 +0.59% +5.61% +0.0% 1.21 +0.82% +10.49% +0.0% 1.96Table 5: Improvement in performan
e 
omputed as the per
entage di�eren
e between bpref/MAP on theo�
ial pool and bpref/MAP on the LOU/LOUG modi�ed pool. The table in
ludes the mean, the maximumand the minimum improvement obtained over all pool runs and the standard deviation.runs.To investigate this issue, we adopt the methodology pro-posed by Zobel [20℄, whi
h was later referred to as Leave OutUniques (LOU) [3℄. Ea
h run that 
ontributed to the poolis evaluated �rst against the o�
ial assessments and, next,the same run is evaluated using the pool with the do
uments
ontributed only by the run removed. The latter evaluationsimulates the situation where the run did not parti
ipatein the pools. The di�eren
e in the evaluation ratios be-tween both 
ases (averaged over all runs) is a measure ofthe degree to whi
h 
ontributing to the pool improves e�e
-tiveness. This measurement is a natural way to 
he
k thereusability of a given 
olle
tion.Sin
e runs from the same group tend to show a high over-lap in the retrieved do
uments, it is also interesting to testan alternative to the LOU test that 
onsists of removingall do
uments from the judgment set that were 
ontributedsolely by runs from the same organization. This method wasproposed in [3℄ as a more stringent variant of the LOU test.In the following, LOU refers to the original test as proposedby Zobel whereas LOUG (Leave Out Uniques Group) standsfor the group-oriented variant.Table 5 presents the results obtained with bpref and MAPfor both LOU and LOUG test. It is interesting to observethat there are not major di�eren
es here between bpref andMAP. Both measures show small improvements in perfor-man
e, similar to those reported in [20℄. This supports thebelief that TREC 
olle
tions are reusable be
ause, on av-erage, parti
ipating in the pool does not produ
e a majorbene�t in terms of performan
e.It is interesting to observe that TREC-7 and TREC-8 ap-pear more reliable be
ause the average improvements aresmaller in these 
olle
tions. This 
an be explained as follows.First, the mean length of the do
uments in the pools is lowerin TREC-7 and TREC-8 than in TREC-5 and TREC-6 (re-fer to Table 2). Se
ond, if we 
onsider the ratios betweenthe average lengths5 of the pool and 
olle
tion for ea
h ofthe su

essive TREC years, we 
an 
onsider the trend over5avg(col) (median(col)) is the average (median) do
u-ment length in the whole 
olle
tion, while avg(pool)(median(pool)) is the average (median) do
ument length ofthe assessed do
uments.
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Figure 5: Evolution a
ross the years of the ratios ofmean and median do
ument length in 
olle
tion andpool.time. Figure 5 illustrates that the ratio tends to de
reasewith ea
h new TREC 
olle
tion. This observation would ap-pear to indi
ate that over time those IR systems 
ontribut-ing to the pooling pro
ess 
ompensate more appropriatelyfor do
ument length, su
h that pools from the latter TREC
olle
tions are less biased in terms of length and more rep-resentative of the 
olle
tion.Returning to the main point of our analysis, we were in-terested in analyzing 
arefully the improvements in perfor-man
e against these do
ument length retrieval trends. Todo so, we grouped the system runs into bins using the samestrategy explained in the previous se
tion. Figure 6 plotsthe relative improvement in performan
e (averaged a
rossthe runs in the bin) obtained from the parti
ipation in thepool against the bin number. The graph in
ludes a plotfor ea
h 
ombination of performan
e measure and type ofleave-out test. In this way, we 
an 
he
k whether or notthere exists any length e�e
t. If a given set of non-pool runspromoting short do
uments was unfairly penalized by the of-



1 2 3 4

0

1

2

3

4

5

bin #

A
v
g

 i
m

p
ro

v
e

m
e

n
t

TREC−5

 

 

1 2 3 4

0

1

2

3

4

5

bin #

TREC−6

 

 

1 2 3 4
0

0.5

1

1.5

2

bin #

A
v
g

 i
m

p
ro

v
e

m
e

n
t

TREC−7

 

 
LOU−MAP

LOU−bpref

LOUG−MAP

LOUG−bpref

1 2 3 4
0

0.5

1

1.5

2

bin #

TREC−8

 

 

Figure 6: Improvement in performan
e 
omputedas the per
entage di�eren
e between MAP/bpref onthe o�
ial pool and MAP/bpref on the LOU/LOUGmodi�ed pool. The �gures refer to the mean im-provement 
omputed a
ross the runs in the bin.�
ial judgments then it would get substantial improvementswhen in
luded in the pools. Conversely, non-pool runs pro-moting long do
uments would obtain little bene�t be
ause
urrent pools are mostly populated by long do
uments. Inthe �gure, we 
an observe that the improvements are tinyand relatively uniform a
ross bins in TREC-7 and TREC-8.In 
ontrast, in TREC-5 and TREC-6, the runs retrievingshorter do
uments (bins 1 and 2) tend to present higher im-provements. This indi
ates that, in these 
olle
tions, thereis a disproportionate tenden
y to underrate non-pool runsthat retrieve shorter do
uments. In 
onjun
tion with thetrend analysis above, this provides supporting eviden
e tosuggest that the more representative the pool is in terms oflength the more reusable the 
olle
tion will be.
4. DISCUSSION AND CONCLUSIONThis paper provides statisti
al eviden
e to reje
t a 
om-monly held assumption made in the IR literature [16, 10, 9,8, 2℄, the s
ope hypothesis: the hypothesis that the proba-bility of relevan
e in
reases with do
ument length in ad ho
retrieval. The link between length and relevan
e has beenbased on a series of empiri
al studies. These studies makethe impli
it assumption that test 
olle
tions are 
omplete,overlooking the methods used to 
onstru
t the test 
olle
-tions su
h as system pooling. As a result, the presen
e oflonger do
uments returned from pooling (relative to the av-erage do
ument length in the 
olle
tion), strongly in�uen
esthe shape of the relevan
e pattern.In the 
ontext of test 
olle
tions, this investigation illus-trated that for all TREC ad ho
 
olle
tions, the pool ofassessed do
uments have a larger frequen
y of longer do
-uments in 
omparison to the test 
olle
tion. However, theprobability of relevan
e asso
iated with the longest set of

do
uments is lower than the probability of relevan
e asso
i-ated to the smallest set. This is an indi
ation that systemsforming the assessment pool bias towards longer do
uments.The pool is therefore a biased sample of the 
olle
tion. Moreimportantly, the assessment pool of do
uments is not rep-resentative when 
onsidering the sample of relevan
e andjudged do
uments. Additionally, the probability of rele-van
e given do
ument length is more uniform in the later
olle
tions, where the bias towards longer lengths is less ex-treme. This is an important result indi
ating that relevan
eis not strongly asso
iated with do
ument length.Therefore, it was 
ru
ial to assess whether these length-biased pools were problemati
 for 
omparing IR algorithms.Here, we showed that the rankings of the systems parti
-ipating in TREC were not signi�
antly a�e
ted by su
hbias. However, our study did indi
ate that when using MAPto estimate system performan
e, the performan
e of thosesystems retrieving longer do
uments tended to be overes-timated, while the performan
e of those system retrievingshorter do
uments was underestimated. In 
ontrast, the sys-tem rankings 
omputed using bpref are quite insensitive tothis do
ument length bias. This highlights an important dis-tin
tion between bpref and MAP. In 
omparison to measuressu
h as MAP, bpref does not make the assumption that thosedo
uments not assessed are not relevant. Instead, bpref es-timates performan
e using only the judged set of do
umentsthereby minimising potential bias, and providing a more ro-bust IR measure.A further general �nding from the study indi
ated that theTREC-7 and TREC-8 
olle
tions appear to be more reusablethan TREC-5 and TREC-6. This is be
ause the earlier 
ol-le
tions tend to underestimate signi�
antly the performan
eof those systems that were not in
luded within the poolingpro
ess whi
h retrieve shorter do
uments on average. Asstated previously, to minimise this potential system omis-sion bias, metri
s that a

ount for in
ompleteness, su
h asbpref, should be 
onsidered over MAP.In the 
ontext of retrieval algorithms, this study indi
atedthat the probability of relevan
e does not ne
essarily in-
rease with do
ument length. Therefore, the assumptionthat longer do
uments are more likely to be relevant, im-pli
it in many retrieval models, should be re
onsidered. Forexample, a model that sets a do
ument prior that grows in-
reasingly with do
ument length will appear to obtain bet-ter performan
e. However, this is be
ause the model is over-�tted towards the set of length-biased relevan
e assessments.As a result, the retrieval model may have limitations whengeneralising to other topi
s, 
olle
tions, or even to updatesin the 
olle
tion.This paper opens new resear
h lines into IR evaluationte
hniques. We argue that this bias in the pooling pro
ess,towards longer do
uments, should be 
orre
ted. Instead ofsimply taking the union of the top λ retrieved do
umentsfrom a series of 
ontributing systems, the pools 
ould be
onstru
ted taking into a

ount the shape of the relevan
epattern against do
ument length. In other words, form arepresentative sample taking into a

ount the a
tual rele-van
e pattern against do
ument length. This line of resear
his similar to the one followed in [20, 5℄, where the authorsdesigned new pooling methods that �nd more relevant do
-uments in fewer total do
uments judged. In [20℄, Zobel ap-plied variable-depth pooling to judge more do
uments fortopi
s that are predi
ted to have many relevant do
uments.



In [5℄, the authors suggest to insert more do
uments intothe pools from the runs that returned more relevant do
u-ments re
ently. However, none of these studies 
onsider anydo
ument length poli
y. Our future work will 
onsider theseissues.Finally, another interesting line of resear
h 
onsists of 
on-du
ting a real world study into length and relevan
e andanalyzing what kind of relationship exits outwith the lab-oratory setting e.g. within the 
ontext of an informationseeking study.
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