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ABSTRACT
Typically, Information Retrieval evaluation focuses on mea-
suring the performance of the system’s ability at retrieving
relevant information, and not the query’s ability. However,
the effectiveness of a retrieval system is strongly influenced
by the quality of the query submitted. In this paper, the
effectiveness and effort of querying is empirically examined
in the context of the Principle of Least Effort, Zipf’s Law
and the Law of Diminishing Returns. This query focused in-
vestigation leads to a number of novel findings which should
prove useful in the development of future retrieval methods
and evaluation techniques. While, also motivating further
research into query side evaluation.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval:Search process

General Terms
Theory, Experimentation

Keywords
Information Retrieval, Evaluation, Simulation

1. INTRODUCTION
A standard evaluation within Information Retrieval (IR)

typically involves measuring the ability of a retrieval system
to retrieve relevant documents in response to a representa-
tive set of information needs (denoted by topics). For each
topic a query is formulated as the user’s input to the re-
trieval process [6]. The response from the system is a ranked
list of documents in decreasing order of estimated relevance.
Usually, the subject of enquiry is the influence the system
has upon the retrieval effectiveness; where the typical IR
experiment is to determine whether model/method/system
A performs better than model/method/system B. However,
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a source of major variation in effectiveness is the query. For
any given topic, numerous queries could be posed which will
result in vastly different levels of retrieval effectiveness. By
focusing evaluation on the query, as opposed to the system,
a number of interesting research questions emerge, such as:

• how do user’s generate queries and how can this be
modeled,

• how difficult is it to pose an effective query,

• how much effort should be spent querying, and,

• what is the relationship between query effort and re-
trieval effectiveness.

Despite the vast amount of research performed on analyzing
and comparing systems, relatively little research has been
performed investigating query side evaluation issues. In or-
der to develop better systems it is imperative that a detailed
understanding of the entire retrieval process is acquired.
Currently, little is known about the influence a query has
on effectiveness despite the amount of research conducted
on estimating query performance (e.g. [10, 17, 18, 20]).
This is because for any given topic, there exists only a few
queries. So it is not possible to deeply analyze variations in
performance given the array of possible queries for a given
topic. This presents a major obstacle in performing such
research.

In this paper, an investigation into the influence of the
query on effectiveness is undertaken. In order to do so, we
propose a novel method for generating queries for ad-hoc
topics to provide the necessary data for this comprehensive
analysis of query performance. To provide the theoretical
underpinning of this study, the Principle of Least Effort is
considered within the context of the retrieval process; where
the interaction between the user and system is seen as a form
of communication. This interpretation leads to the hypoth-
esis that retrieval effectiveness follows Zipf ’s Law for a given
topic, such that there will be many queries that will perform
poorly, while a few perform well (i.e. follow a power law). If
the performance of queries can be characterized by a power
law it will be possible to succinctly describe the distribution
of retrieval effectiveness. This would be particularly useful
in a number of areas, such as query performance predic-
tion and the comparison/evaluation of IR systems. To this
aim, we conducted an empirical study examining the effec-
tiveness of queries on a number of ad hoc TREC Test col-
lections. The observations and findings from this empirical
study provide a detailed understanding of the interactions
at play between the query and the system. For instance, as



the length of the query increases the retrieval effectiveness
follows the Law of Diminishing Returns.

The remainder of this paper is as follows: in Section 2
we provide an overview of the Principle of Least Effort and
Zipf’s law in Search. Then, in Section 3, we shall describe
the experimental setup used, which includes our proposed
method for generating ad-hoc queries. Section 4 reports
the main results and findings from our analysis, before we
conclude with a summary and outline directions for future
work.

2. PRINCIPLE OF LEAST EFFORT
The Principle of Least Effort states that a person attempt-

ing to apply a tool to a job does so in order to minimize
the expected effort in using that tool for the given job [1].
Applied to the context of communication between an au-
thor and a reader, Zipf argues the following case: (i) an
author will use as few terms as possible to accomplish the
task of communication (i.e. minimize the effort of expres-
sion), whereas (ii) the reader prefers different terms to repre-
sent different situations in order to minimize ambiguity (i.e.
minimize the effort of interpretation). An intuitive example
from [6], is that an author wants to refer to something in the
world (i.e. pointing to different objects). The least amount
of effort that they could expend is by using the same word
to refer to each object (i.e. “that, that, that, that”). On
the other hand, the reader wants distinct references to ob-
jects, where every possible interpretation is characterized by
a unique term so that all ambiguity is removed (i.e. “book,
cup, apple, glass”). This would minimize the reader’s ef-
fort in interpretation. The writer creates pressure towards
the unification of the vocabulary, while the reader creates
pressure towards the diversification of the vocabulary. Ac-
cording to Zipf, balancing between these two opposing objec-
tives is believed to result in a power law distribution which
characterizes the usage of terms in text. This so called, vo-
cabulary balance between general and specific terms is when
communication is most efficient. Empirical observations led
to Zipf’s law, where the fraction of terms at rank k is given
by:

P (X = k) = Ck
−s (1)

for k >= k0 with C a normalizing constant, s the scaling
parameter, and k0, a lower bound from which onwards the
power-law holds [3]. Figure 1 shows the power-law of term
usage in the Aquaint Corpus, where s = 1.52 and k0 = 1.

2.1 Applied to Search
Zipf’s law has been applied to many search related phe-

nomena (e.g. Heaps’ law[2], Lotka’s law[15], Bradford’s
law[8]). Here, we focus on the context of the retrieval of
documents through an IR system. Previously, Blair [7] con-
sidered Zipf’s Law in this context, where he argues that
the terms used to index documents need to maintain this
vocabulary balance. If general terms are used to describe
documents, then when the user poses a query with these
terms the recall will be high, but the precision low. While,
if specific terms are used to describe documents, then preci-
sion will be high, but recall will be low. This leads to a trade
off between precision and recall. Blair argues that one of the
main reasons that IR systems fail is due to the imbalance in
the vocabulary used to describe documents. While these ar-
guments were put forward they were never tested or shown
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Figure 1: Zipf’s Law: the log-log plot of term usage
versus rank on the Aquaint Corpus.

– the empirical study performed here lends some weight to
support Blair’s arguments. However, here, we take a query
centric view of the problem.

In this paper, we consider the application of the Principle
of Least Effort in the context of communication between a
user and an IR system, and aim to determine whether ef-
ficient communication between the two parties is achieved
i.e. communication is efficient when the retrieval effective-
ness is maximized and effort is minimized1. Under this in-
terpretation, in communicating with the IR system, the user
wants to expend minimum effort in explaining their infor-
mation need to the system; whereas the system wants to
expend minimum effort in interpreting the query in order to
return relevant documents. Consequently, the system would
like longer and more precise queries, which uniquely identify
relevant documents, whereas the user would like to submit
short and vague queries. We posit that the effectiveness of
queries given a particular topic follows Zipf’s Law: such that
there will be many queries that could be submitted which
would perform poorly, while there will be few queries that
perform well (i.e. a power law of retrieval effectiveness).
This results from the trade off between precision and recall,
stemming from the use of general and specific terms in the
queries expressed. The extent to which this communication
is successful can be measured through the retrieval effective-
ness.

Despite the intuitiveness of the hypothesis, no study has
been performed in order to confirm or deny this hypothesis.
Does retrieval effectiveness follow a power law distribution?
If the performance of queries can be characterized by a power
law it will be possible to succinctly describe the probability
of the retrieval effectiveness for a topic. This could be used
in a variety of applications from describing the retrieval po-
tential of a system, to improving retrieval algorithms and
methods.

3. EMPIRICAL STUDY
The following study was performed to examine the hy-

pothesis that retrieval effectiveness follows a power law, along
with the following research questions:

1Note that in this paper, the simplifying assumption that
effort is proportional to query length is made.



• What is the distribution of the retrieval effectiveness
for ad hoc topics?

• How does the distribution change with different query-
ing strategies?

• How does the distribution change according to length?

• And, what is the most efficient query length (i.e. when
is performance maximized and length minimized)?

As previously mentioned, in order to conduct this study a
sufficiently large number of queries for a given topic is re-
quired. In this section, we first describe the data and re-
trieval models used as part of this study (see §3.1) , before
detailing a novel technique for generating ad-hoc queries
from pre-existing topics/test collections (see §3.2). This
technique is used as part of the methodology in our con-
trolled study (see §3.3).

3.1 Experimental Setup
For the purposes of this study, three TREC Test Collec-

tions were used: AP and WSJ using the TREC 1 and 2
Topics, respectively, and the Aquaint Collection using the
TREC 2005 Robust Topics. Each test collection was in-
dexed using the Lemur toolkit2, where the documents were
preprocessed using Porter’s Stemming and a standard stop
list. Three retrieval models were used to explore the rela-
tionship between effectiveness and length, two probabilistic
models, BM25 and a Language Model with Dirichlet Prior
Smoothing, and a vector space model using TF.IDF. The
scope of this study is therefore limited to Best Match mod-
els, and restricted to the effectiveness of ad-hoc topics in
this domain; where the following measures of retrieval effec-
tiveness were considered, Average Precision (ap), Precision
at 10% recall (p@10%) and the Precision at 20 documents
(p@20).

Collection Docs Terms Topics s

AP 164,597 196,875 51-100 1.5*
WSJ 173,252 174,670 101-150 1.6*

Aqauint 1,033,461. 663,158 Robust 05 1.52*

Table 1: Collection Statistics along with the Scaling
Parameter s for Zipf’s Law. * indicates the distri-
bution of the vocabulary fits a power law.

3.2 Generating Simulated Ad Hoc Queries
Simulating user behavior is a recognized approach to eval-

uate different possible user search strategies and interac-
tions. The main advantage is that simulation provides a
cost-effective alternative to manually building test collec-
tions [5, 11, 12]. With recent developments in formal models
for simulating user querying behavior it is now possible to
generate queries in a variety of different styles and lengths in
order to perform controlled experimentation inexpensively
[5, 12]. While arguably simulation may be somewhat artifi-
cial and not truly representative of actual user behavior,
progress has been made towards replicative valid models
of query generation. In [5], the authors propose a gener-
ative probabilistic model that produces known-item topics

2http://www.lemurproject.org

(query and document pairs) which obtain performance sim-
ilar to the performance of actual user topics/queries. Con-
sequently, we propose an extension of this model and adapt
it for the generation of queries for ad-hoc topics.

The query generation process can be described as follows:
a user imagines an ideal relevant document, from this doc-
ument they select query terms, sometimes the query terms
will be on topic, while other times it will be off topic. This
is modeled formally by a Hidden Markov Model [5, 16]:

p(t|θquery) = (1 − λ)p(t|θtopic) + λp(t) (2)

where the probability of selecting a term t given the query
language model θquery is a mixture between selecting from
the topic language model θtopic and the background collec-
tion model p(t), which is controlled by λ. The probability
of term appearing in the collection, p(t), represents terms
which are off topic. Whereas, the topic model represents
the distribution of terms in the ideal document, and repre-
sents the user’s background knowledge about the topic from
which they can draw query terms. By repeatedly sampling
m times from θquery, a query of length m can be generated
for the given topic. And by repeating the entire process,
numerous queries can be produced.

Topic Models The estimation of the topic model p(t|θtopic)
encapsulates a possible strategy a user may employ when
formulating a query. Two previously proposed user query-
ing strategies are: Frequent and Discriminative. In the first,
a user will select terms that are likely to appear in the rele-
vant documents, and in the second, a user will select terms
that are likely to be more informative in the relevant doc-
uments. In [5], it was shown the Frequent (called Popular
in [5]) and Discriminative strategies delivered performance
that was most like that obtained from real queries/topics.
Queries of the first style were similar to real users, while the
second style tended to perform slightly better than real user
queries.

Here we propose another user querying strategy, called
Conditional. Instead of making the naive assumption that a
user will randomly sample terms in such a way, we condition
the selection on some a priori knowledge. This simulates
the case when a user may be given a brief about a topic and
this seeds their querying. For instance, given a brief about
“tropical storms”, or “airbus subsidies”, this would condi-
tion the query being generated. We believe this strategy
is more realistic of actual querying behavior, but we leave
exploring this direction for future work. For this approach,
we estimate the probability of a term given a topic using a
relevance model p(t|θrel) as it provides an estimate of the
conditional probability of a term given the seed query [14].
Formally, the three different strategies can be specified as
follows:

• Frequent: p(t|θtopic) =
P

d∈R
n(t,d)

P

d′∈R
n(d′)

• Discriminative: p(t|θtopic) =
P

d∈R
tf.idf(t,d)

P

d′∈R

P

t′∈V
tf.idf(t′,d′)

• Conditional: p(t|θtopic) = p(t|θrel) = p(t|q0)

where n(t, d) is the number of times a term appears in a doc-
ument d, tf.idf(t, d) is the term frequency inverse document
frequency of t in d, p(t|q0) is the conditional probability of
a term given the seed query q0, and R denotes the set of
relevant documents for the topic. By using relevant docu-
ments to describe the topic, we are assuming that the user
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Figure 2: Box Plot of retrieval effectiveness across topics on AP. Top m=2, middle m=5 and bottom m=30.

has some a priori background knowledge of the topic. How-
ever, this is offset by the amount of noise added to the query
model.

3.3 Experimental Method
For the purposes of the analysis we used all three differ-

ent query strategies to represent different possible ways a
user may formulate queries in order to satisfy their informa-
tion need. For each TREC test collection (documents and
topics), 1000 queries of a given query length m were gen-
erated per topic, using the corresponding relevance judge-
ments (and for conditional queries the title of the TREC
Topic was used as the seed query.). A small amount of noise
was added where λ was set to 0.2 which reflects the amount
of noise seen in real queries [5]. This process was repeated
for different lengths where m = {1, 2, 3, 4, 5, 10, 15, 20, 30}.
Length was controlled for two reasons: (i) there are large
variations in performance due to length, and (ii) length pro-
vides an indication of the amount of effort involved in pos-
ing a query. The total number of queries generated per
topic was 27,000, and per test collection was approximately
1.35 million. Each query set was then executed against each
different retrieval model and the retrieval effectiveness of
each query was evaluated against the corresponding rele-
vance judgements for that topic. The performance measures:
ap, p@10% and p@20 were recorded.

Given the retrieval measurements taken for a particular
query set and length, we determined whether the retrieval
effectiveness followed a power law distribution by applying
the statistical methods by Clauset et al [3]. Their methods
automatically estimate the scaling parameter s, by select-
ing the fit that minimizes the Kolmogorov-Smirnov (KS)
D − statistic. The KS test compares the empirical data
against a power law distribution. The null hypothesis is
that the data fits a power law with scaling parameter s.
This holds if the D − statistic is less than the critical value
0.043 denoting 5% significance level. Since ap, p@10% and
p@20, measures are bound between 0 and 1, we performed
a transformation to discretize the values into 50 buckets,

representing precision values of 0-0.02, 0.02-0.04 and so on
until 0.98-1.00. The hypothesis is that the probability of a
query having retrieval effectiveness that lies in bucket k, is
then given by Equation 1.

4. ANALYSIS
To facilitate the reporting of the general findings, we shall

concentrate on discussing the results obtained on the exper-
iments performed on AP and on BM25 using Average Pre-
cision only (though statistics from the other collections are
reported). Please note that: the trends and the findings
presented are indicative of those found on the other collec-
tions, retrieval models and measures. The remainder of this
section will present the main findings on the distribution of
retrieval effectiveness.

4.1 Overview of Performance
Figure 2 provides an overview of the performance obtained

from the 1000 Discriminative queries on each of the 49 topics
in 51-100 for AP. As can be seen from the box plots, when
the query length is short the effectiveness of most queries is
close to zero. As query length grows the effectiveness also
increases: for m = 30 there are even a number of topics
where the mean effectiveness is greater than 0.3 ap. From
these subplots, it is also possible to obtain an idea of the
variation in performance between topics and across different
query lengths.

In Table 2, we have divided the queries into two groups ac-
cording to their effectiveness, the top 10% and bottom 90%
per topic and took the mean across topics of the median
performance in that group. This is reported for each length.
The top 10% of queries perform substantially better than
the remaining 90% for the shorter queries, but as length
increases the difference in effectiveness decreases. This sug-
gests that a power law may hold for shorter queries but is
unlikely for longer queries.

When the queries were conditioned on the title topics, the
performance for short queries dramatically improved, com-
pared to the other query sets. This is probably due in part to



the title bias in TREC Topics [9], but also because the other
query strategies assume a less informed user scrambling to
pose a query out of vague background knowledge. In pre-
vious work, studies on the influence of length has typically
been constrained to a small subset of queries (for instance,
title and title and description queries [19], or a couple of
hundred user queries [13], which is insufficient to estimate
retrieval performance for particular query lengths). Table 2
provides a precise breakdown over length. This will lead to
an interesting observation in Section 4.3.

4.2 Distribution of Retrieval Effectiveness
Figure 3 presents the log-log plot of the distribution of

retrieval effectiveness for one topic in AP for m = 2, 5 and
30 for each of the querying strategies. It is of note that the
distributions are quite similar between the different query-
ing strategies. From the first two plots we can see that a
linear relationship between the proportion of queries and
the performance holds until 0.8 ap, which is indicative of a
power law. However, for the long queries in the third plot
quite a different distribution is witnessed. The proportion of
queries is roughly uniform until about 0.4 ap. While there
was variance between topics, the same trends were present
across the different topics, collections and models.

Fitting Power Laws to Retrieval Effectiveness: For
each topic and query set, we attempted to fit a power law to
the distribution of retrieval effectiveness using the methods
provided by Clauset et al [3]. For each test, we obtained a
scaling parameter s, the k0 minimum and the goodness of
fit statistic D obtained from the Kolmogorov-Smirnov test.
Figure 4 shows the mean scaling parameter and the mean
D−statistic along with the standard error bars across query
lengths for AP for each of the different query strategies.
From the goodness of fit plot we can clearly see that the
best fits occurred when the query length was between two
to five; where the scaling parameter was between 2.6-2.7.
We can see in Figure 3 that as the query length increases,
the linear relationship between the variables becomes pro-
gressively worse. Note that on average the D − statistic

was seldom less than the critical value (and thus the em-
pirical data was usually significantly different from a power
law distribution). In fact, out of all the tests performed
only a handful of power laws were witnessed. These were
mostly found in the range of 2-5 query terms (as suggested
by the bottom plot in Figure 4). This finding suggests that
the distribution of retrieval effectiveness does not follow a
power law distribution. However, for short queries between
2-5 terms, the distribution closely resembles a power law
distribution between 0 and 0.8 ap3. Stated in another way,
the communication with system appears to be the most ef-
ficient, but not optimal, when two to five query terms are
used.

4.3 Law of Diminishing Returns
While shorter queries appear to be most efficient in terms

of communicating with the system, they do not, on aver-
age, provide the best total retrieval performance (which is
obtained when the query length is 30.). Here, we perform a
follow up analysis to study the relationship between retrieval
effectiveness and effort (in terms of length) to determine
when effectiveness is maximized given effort. This assumes

3This was also similar for the other performance measures
evaluated.
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Figure 4: Power Law Fits: the top plot shows
the estimated Scaling Parameter s, while the bot-
tom plot shows the Goodness of Fit Statistic (both
plots include standard error bars). The bottom plot
indicates that most of the KS-Tests resulted in a
D − statistic greater than the critical value 0.043
(i.e. the data does not follow a power law). The
range which provided the closest fits was when query
length was between 2 and 5.

a user wants to maximize the effectiveness of the communi-
cation, while expending the minimum effort (i.e. get the job
done with least effort [1]). Given the empirical distributions
of retrieval effectiveness for each query length for a given
topic it is possible to perform an economic analysis of the
productivity of querying4.

In a production system with variable inputs (such as unit
of labor), an analysis of the output of the system can be
conducted to determine when certain criteria are optimized.

4In Varian’s SIGIR 1999 keynote address “Economics and
Search” three suggestions are presented on how economics
could be useful in a number of different ways within IR.
One suggestion was to consider the Economic value of In-
formation, “where a consumer is making a choice to max-
imize expected utility or minimize expected cost”. Under
the Principle of Least Effort the consumer/searcher aims to
minimize their expected cost/effort and maximize their ex-
pected utility.



Collection % Queries 1 2 3 4 5 10 15 20 30

AP Top 10% Freq. 0.083 0.18 0.21 0.25 0.27 0.35 0.39 0.42 0.46
Bot. 90% Freq. <0.01 0.01 0.025 0.043 0.062 0.13 0.18 0.23 0.29
Top 10% Discrim. 0.14 0.24 0.28 0.31 0.33 0.4 0.44 0.47 0.5
Bot. 90% Discrim. 0.002 0.03 0.054 0.081 0.1 0.2 0.26 0.31 0.36
Top 10% Cond. 0.083 0.29 0.33 0.35 0.37 0.43 0.46 0.48 0.5
Bot. 90% Cond. <0.01 0.079 0.17 0.19 0.21 0.27 0.31 0.33 0.37

WSJ Top 10% Freq. 0.074 0.14 0.17 0.19 0.21 0.28 0.32 0.34 0.38
Bot. 90% Freq. <0.01 0.011 0.014 0.019 0.026 0.081 0.13 0.16 0.21
Top 10% Discrim. 0.13 0.2 0.22 0.24 0.27 0.33 0.37 0.4 0.43
Bot. 90% Discrim. 0.011 0.017 0.03 0.058 0.074 0.15 0.2 0.23 0.28
Top 10% Cond. 0.14 0.21 0.23 0.25 0.27 0.33 0.38 0.44 0.47
Bot. 90% Cond. 0.01 0.02 0.05 0.06 0.08 0.16 0.24 0.27 0.33

AQ Top 10% Freq. 0.033 0.072 0.1 0.13 0.14 0.22 0.26 0.3 0.34
Bot. 90% Freq. <0.001 <0.001 <0.01 <0.01 <0.01 0.044 0.085 0.12 0.18
Top 10% Discrim. 0.08 0.12 0.15 0.17 0.19 0.27 0.32 0.35 0.34
Bot. 90% Discrim. <0.01 <0.01 <0.01 0.019 0.034 0.093 0.14 0.19 0.14
Top 10% Cond. 0.07 0.13 0.17 0.18 0.22 0.29 0.34 0.36 0.37
Bot. 90% Cond. <0.01 <0.01 0.03 0.05 0.06 0.08 0.15 0.19 0.21

Table 2: Average median ap of the top 10%/bottom 90% of queries across topics for each query length.
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Figure 3: Power Law Estimates for different query lengths on one topic: left m=2, middle m=5, right m=30.

This is performed by measuring the output as more input
units are added. For each additional unit of labour, the total
output, marginal output and average output are plotted on
a graph, where the marginal output is the change in output
divided by the change in input units, and average output
is the total output divided by the number of input units.
According to the Law of Diminishing Returns, there will be
a point beyond which each additional unit of input will pro-
duce less and less output. At this point the production sys-
tem’s output per unit is maximized. Applying this analysis
in the context of querying, each query term is treated as the
unit of input, reflecting effort, and the output is the retrieval
effectiveness. Then, maximizing the Marginal Performance
corresponds to maximizing the retrieval effectiveness using
the least effort.

In Figures 5 and 6, we show the analysis performed on
the top 10% best performing queries from each topic, and
on all the queries, respectively. Each plot contains the Total
Performance, the Average Performance, and the Marginal
Performance. For each curve, we computed the Total Perfor-
mance by taking the mean of the effectiveness of queries for

that length. The Average Performance is the Total Perfor-
mance divided by the length of the query, and the Marginal
Performance is the change in the Total Performance divided
by the change in length. In each figure, the left plot corre-
sponds to Frequent queries, the middle plot for Discrimina-
tive queries and the right plot for Conditional queries.

For the best case scenario shown in Figure 5, we can
see that the Marginal Performance is maximized when the
length of the queries is two. After this point the law of di-
minishing returns applies. That is, each subsequent query
term added is likely to result in an increase in performance
but at a decreasing rate of return. From these plots, it ap-
pears that for the Conditional queries (and to a lesser extent
the other queries) the returns are exponentially diminishing.

Figure 6 shows the overall picture across all queries. Here
the situation is slightly different, for Frequent queries dimin-
ishing returns are not witnessed until query length is five,
for Discriminative queries, it is between 2-4 query terms,
while for Conditional queries it is not until a query length
of 3. Nonetheless, we still witness the law of diminishing re-
turns, and that for Conditional queries the returns diminish
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Figure 5: The Total, Average, and Marginal Performance of the top 10% of queries from each topic. The
maximum Marginal Performance is obtained when query length is two. After this point the law of diminishing
return applies and the Marginal Performance appears to decrease at an exponential rate. The X-axis denotes
query length.
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Figure 6: The Total, Average, and Marginal Performance for all the queries from each topic.

far more rapidly than for the other query strategies.In summary, the main finding is apparent, queries of length
two, until to five, tend to maximize the Marginal Perfor-
mance depending on the querying strategy. This region is
where the user gets “the most bang for their buck” and cor-
responds to the region where communication is most efficient
given the results from the previous section. This empirical
analysis provides an economic justification for posing short
queries.

5. DISCUSSION AND CONCLUSION
In this paper, we have performed an empirical study ex-

amining the effectiveness of queries, in order to character-
ize the distribution of retrieval effectiveness. Motivated by
Zipf’s Law, we hypothesized that retrieval effectiveness would
follow a power law. When we tested this hypothesis for each
topic, given the different collections, retrieval models and
querying strategies, the empirical data did not fit a power
law. However, the best fits were in the region of two to five
query terms: suggesting that communication is most effi-
cient in this region. In a follow up analysis, we found that
it was also in this region that the marginal performance was
maximized. After this point the Law of Diminishing Re-

turns took hold: such that additional query terms resulted
in smaller and smaller increases to performance. These find-
ings regarding the most efficient query length closely match
the lengths of queries that users actually express [4]. But
here, we have provided a substantive analysis to show the
economics involved, along with a characterization of the dis-
tribution of retrieval effectiveness. Since our findings suggest
the distribution does not follow a power law, this analysis
also lends weight to Blair’s arguments that there is an im-
balance between general and specific terms as descriptors of
documents; and that communication with IR systems is not
as efficient as it could be. Addressing this imbalance could
lead to significant improvements in retrieval performance.

The main limitations of this study are: we have con-
strained our analysis to a particular set of query models
and retrieval models. It may be the case that other query
generation models or other retrieval models would result in
retrieval effectiveness which does follow a power law. Fur-
ther, this study was constrained to individually testing top-
ics for power laws for a given length – as opposed to a set
of queries composed of different lengths. It should also be
noted that we assumed that length is reflective of effort.



While this is a reasonable approximation it would be in-
teresting to examine other measures of effort (for instance,
the specificity or generality of terms as measured by IDF,
or some other query difficulty predictor [10, 17, 18, 20]).
We also employed the use of a novel method for generating
queries for ad-hoc topics which may have produced queries
that are not realistic. However, since we were interested in
all possible queries for a given topic to obtain an estimate of
the distribution of retrieval effectiveness, we believe this to
be a valid approach for the study undertaken. For further re-
search though, this limitation strongly motivates developing
better models of query generation in order to explore other
query side evaluation issues (and to better characterize user
querying behavior).

Nonetheless, we are confident, that despite these limita-
tions, the findings are revealing and show that the distri-
bution of retrieval effectiveness can not be adequately char-
acterized by Zipf’s Law under the considered conditions.
This means that an empirical estimate of the distribution of
retrieval effectiveness will have to suffice. However, future
work will investigate whether other long tailed distributions,
such as the negative binomial, could provide a better fit to
retrieval effectiveness. Given the query generation model
for ad hoc topics, it is now possible to obtain an estimate
of the empirical distribution of retrieval effectiveness. This
estimate could be useful in a number of different applica-
tion areas, such as: Query Performance Prediction, Query
Expansion, Topic Difficulty and Evaluation. In these ar-
eas, knowledge of the distribution of retrieval effectiveness
is not utilized by current methods, despite its underlying
importance. As it provides the necessary context to make
decisions: for instance, Figure 2 contextualizes the difficulty
of topics. Finally, there are many other interesting query
side evaluation research questions that can be investigated
(such as those raised in Section 1). Future work will consider
these directions.
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