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ABSTRACT

The availability of large volumes of interaction data and scalable data mining techniques have made possible to study the online behaviour for millions of Web users. Part of the efforts have focused on understanding how users interact and engage with web content. However, the measurement of within-content engagement remains a difficult and unsolved task. This is because of the lack of standardised, well-validated methods for measuring engagement, especially in an online context. To address this gap, we perform a controlled user study where we observe how users respond to online news in the presence or lack of interest. We collect mouse tracking data, which are known to correlate with visual attention, and examine how cursor behaviour can inform user engagement measures. The proposed method does not use any pre-determined concepts to characterise the cursor patterns. We, rather, follow an unsupervised approach and use a large set of features engineered from our data to extract the cursor patterns. Our findings support the connection between gaze and cursor behaviour but also, and more importantly, reveal other dependencies, such as the correlation between cursor activity and experienced affect. Finally, we demonstrate the value of our method by predicting the outcome of online news reading experiences.

Categories and Subject Descriptors

H.1.2 [User/Machine Systems]: Human factors ; I.5.0 [PATTERN RECOGNITION]: General
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1. INTRODUCTION

Central to most computer-mediated tasks and online activities is the ability to navigate through, and interact with, a digital environment. In most cases, this involves the use of a pointing device, such as mouse or trackball, that requires the execution of visually-guided movements (e.g., selecting, positioning, clicking). Usage of the mouse device can be thought of as consisting of a series of moves, aka gestures. Such each gesture is a specific and continuous physical process that is initiated and concluded by the user. Therefore, capturing and analysing cursor behaviour arises as a low-cost and scalable alternative, which can be easily deployed in an online setting. Unlike other tracking technologies, recording of the cursor position is simple to implement, can be performed in a non-invasive manner, and without removing the users from their natural setting.

Several works in this area have provided evidence indicating that the mouse cursor can act as a weak proxy of gaze [13, 18, 34] and offer an inexpensive alternative to eye tracking. The utility of mouse tracking has been demonstrated for a number of applications, such as understanding search result page examination [18, 19, 20], improving results ranking [7, 38], and performing relevance predictions [14, 16]. Although the importance of mouse tracking data in web search is now evident, very little is known about within-content engagement. An in-depth analysis on the interplay between web content and the quality of the user experience, based on reliable ground truth and validated engagement measures, has been missing so far.

The major caveat of existing techniques that study cursor behaviour is that they target very specific tasks. This limits to some extent the utility and applicability of these approaches to broader and more heterogeneous contexts. For example, a number of studies [4, 16] examined cursor interactions with search engine results pages (SERP) and reported cursor-related measures that are specific to particular areas of interest (AOI), e.g., the document rank position. Similarly, in [7, 15, 19, 20], the authors analysed cursor activity in the context of SERPs to understand and improve search. In these studies, the content layout may have introduced a bias to the cursor behaviour that is linked to the structured presentation of search results.

In this paper, we are interested in a more generalisable solution to measuring within-content engagement. Our work is motivated by the fact that millions of users interact with online content without providing any explicit feedback about the quality of their experience. Therefore, deducing in an online, implicit and scalable manner how they feel is considered a high-value task. Given this, our main objective is to understand how cursor behaviour can inform us about well known user engagement measures [29], such as affect, attention, and interest.
To this end, we conduct a small-scale, controlled user study, and record the cursor data of users that interacted with interesting and non-interesting web content like online news. We obtain and segment the cursor movements based on an anatomical interpretation that goes beyond a simple mapping of $xy$ coordinates. In particular, we consider cursor behaviour irrespective of the page layout, the elements it contains, or their relative position. Therefore, our method can be seen as a baseline regardless of the context of application. We then engineer a large set of features and use various clustering techniques, combined through a robust aggregation framework, in order to conduct our analysis. Through it, we identify how the frequency of such patterns changes over different degrees of engagement. We also derive a taxonomy of cursor patterns, which may generally characterize mouse behaviour. Finally, we demonstrate the value of our approach in a user engagement scenario, where we predict the outcome of online news reading experiences.

Overall, this paper makes the following contributions:

- We propose a scalable and non-invasive methodology for measuring within-content engagement, based on mouse gestures, that is applicable to different contexts.
- We deliver a taxonomy of mouse gestures using an unsupervised learning approach.
- We evaluate our methodology through a controlled user study, and identify tangible associations between certain types of mouse gestures and engagement metrics.
- As a validation step, and real-life use case, we consider the task of predicting within-content engagement (interestiness), solely on the basis of cursor interactions.

The rest of the paper is organized as follows. Section 2 presents related work. In section 3 we thoroughly describe our experimental design, followed by Section 4 where we present our analysis and main findings, which we integrate in a real application scenario, given in Section 5. In Section 6 we discuss our findings and their implications, followed by Section 7 which lays the ground for future work.

## 2. RELATED WORK

In the online industry, user engagement is defined as the amount of attention and time users are willing to spend on a website and how likely they are to return to it. Engagement is usually described as a combination of cognitive processes (in this paper we focus on affect, focused attention and interest) traditionally measured using surveys. User engagement is also measured at large-scale through analytic tools assessing users’ depth of interaction with a website, which include metrics such as dwell time and clickthrough rate. It has been argued that “within-page activity could inform [...] about the quality of the content on a page”, which could be measured by tracking mouse movements [9].

Previous work on mouse tracking has mainly focused on two problem domains: understanding web page usability and understanding user interactions with search engines. The latter problem domain has been addressed by studies that have investigated the eye-mouse alignment, prediction of eye gaze from mouse movements, and using mouse movements to estimate relevance and improve ranking.

One of the earliest studies in mouse and gaze alignment in search is from [34], which identified multiple patterns of eye-mouse coordination: the mouse following the eye in the $X$ and $Y$ axes, marking a result relevant, and remaining stationary while the eye inspected results. Further works showed that eye-mouse coordination [13] and gaze position [18] could be predicted to some extent by mouse movements, also in the context of non-linear layout SERPs [25]. Outside the search domain, [5] showed in a debugging task that mouse cursor behaviour was a significant indication of the level of difficulty and performance, and the observed cursor patterns were found comparable with the gaze patterns. These works demonstrate that gaze can be approximated with relative accuracy by mouse movements. Given that gaze has been shown to correlate with other engagement measures [1], mouse tracking becomes an attractive and scalable alternative to predicting user engagement. In this paper, we go beyond the prediction of eye-mouse coordination to inform directly about engagement measures.

Mouse tracking has been also used to understand web search behaviour (e.g., relevance, search intent, search success). For instance, hovering over a search result is highly indicative of relevance and can distinguish between good and bad abandonments [20]. In unsuccessful search sessions, mouse movements were shown to be more spread-out than in the successful ones and gravitated towards the lower part of the result page [15]. Accounting for pre- and post-click mouse movements led to substantial improvements in estimating search relevance and re-ranking search results [15, 19]. Mouse movements were also shown to be good predictors of general search intent [12], to be sensitive to the position and relevance of the search results [25], but also to estimate searcher attention on novel SERPs [7].

Within the same context, [21] proposed the use of frequent motifs (cursor movement patterns) extracted using the Dynamic Time Warping distance, which they heavily optimized to scale up. Their work focused on evaluating SERPs relevance, whereas ours aims to understand and measure user engagement. Our methodologies also differ, as we extract a large number of features and employ clustering, instead of relying on motifs obtained under a fixed-size sliding window and a single distance function. Motifs could be an additional feature in our case and and their contribution to predicting user engagement is left for future work.

Cursor movements as implicit indicators of interest on web pages has been also explored. For instance, in [35], the ratio of mouse movement to reading time was shown to be a better indicator of page quality than mouse travel distance and dwell time [35]. In the e-commerce domain, users’ second choice could be determined as the link on which they hesitated longest before clicking their first choice [23]. This further validated using mouse movements to measure user engagement, and in particular user interest.

Finally, mouse tracking has been used to study other cognitive processes. For instance, when hand motion was tracked by mouse movement, slow and arched mouse trajectories were shown to indicate ambiguous state of mind during decision-making [11]. In the context of the Web, mouse movements have been shown to predict with reasonably high accuracy whether a user was distracted, frustrated or had an unpleasant experience [24]. All these suggest that mouse movements can reveal important cognitive processes across domains. However, recent work has shown that mouse movement give no or little indication of user attention during relevance assessment tasks [36], indicating that not all cognitive processes can be modelled by mouse movement.
This paper expands on previous work presented in [1], where we investigate the effect of sentimentality and polarity of news articles on user engagement. We used a collection of online news articles and examined their variation in terms of the sentimentality and polarity of their content. We also demonstrated how gaze behaviour and attention differ across news articles of varying interestingness, through a controlled user study. In the current work, we take a more scalable approach to measuring engagement and look at the effect of “interestingness” on cursor behaviour. We also examine how cursor behaviour is linked to subjective measures of engagement such as affect and focused attention. Finally, we validate our approach against gaze metrics and reliable qualitative ground truth.

3. EXPERIMENTAL SETUP

There are several approaches to carrying out a study in our context: bucket testing, log analysis, and controlled user study. The first two methods allow the analysis of real-life or recorded data at large scale, but offer little flexibility for introducing new parameters. In addition, it is not easy to control certain parameters and observe the actual user experience. On the other hand, user studies are typically much smaller in scale [2], but a wider range of parameters can be explored in a controlled manner. The downside is the difficulty of generalising the findings. In our work, we choose to conduct a small-scale, controlled user study, and record the cursor data of users interacting with web content of varying interestingness. We use a collection of online news with relatively unstructured, heterogeneous content. In what follows, we provide an outline of our experimental setup and refer the reader to [1] for additional details.

3.1 News Dataset

Our dataset contained 383 news articles crawled from Yahoo News US over a period of two weeks, from three different genres: crime and law, entertainment and lifestyle and science. All news articles were presented in the same format. We kept the news articles that had between 300 – 600 words to mitigate any effects due to the uneven article length. We then randomly selected 45 articles from each genre and asked twenty-four human judges to rate them on a 5-point interestingness scale. The reported scores allowed us to pre-rank the news articles and narrow down our selection to three interesting and three uninteresting candidates per article genre, prior to conducting our study.

3.2 Participants

There were 221 participants (9 females, 13 males), free from any obvious physical or sensory impairment, through a campus-wide ad. Participants aged from 18 to 47 and were of mixed ethnicity. The majority (54.54%) had a master’s degree or some college degree (45.45%). They were primarily pursuing further studies while working (40.90%), although there were a number of students (40.90%) and full-time employees (18.18%). Participants were all proficient with the English language (18.18% intermediate level, 68.18% advanced level, 13.63% native speakers). To avoid any adverse effects because of language-specific bias, we evaluated their English language fluency during the tutorial.

3.3 Design

The experiment had a mixed design with two independent variables: article genre (three levels: “crime and law”, “entertainment and lifestyle”, “science”) and article interestingness (two levels: “interesting”, “uninteresting”). The primary dependent variable was participants’ online behaviour as determined by the mouse and eye tracking data. Other dependent variables were participants’ pre- and post-task affect, level of focused attention, as well as reported interestingness of the news articles.

The study consisted of two news reading tasks: one involving an interesting news article and one involving an uninteresting news article. The article interestingness was determined by asking the participants to rank 18 news titles (six per article genre) and assign the most interesting news title to the first position, the next most interesting news title to the second position, and so on. From each participant’s ranking, we selected the top-ranked news title for the interesting task and the bottom-ranked news title for the uninteresting task, thus personalising “interestingness”. Moreover, the participants were asked to read the news articles as they would normally do in their natural setting, allowing them to stop reading at any point in time they felt like. To control the order effects, the news article genre and the task assignment were counterbalanced using a Latin Squares design.

3.4 Procedure

The participants sat in a quiet room, facing the computer used to perform the news reading tasks. The session began by informing the participants about the purpose of the study, addressing privacy issues, and outlining the experimental procedure. They were then asked to complete an entry questionnaire and proceed with the news reading task. Throughout the study the participants were presented with two web browser windows: a window showing the news article and a window indicating the steps to follow along with the main questionnaire. Participants were instructed to read the news article at their own pace and for as long as they wanted. Upon finishing reading the news article, they had to switch to the questionnaire to answer the relevant section. The same procedure was repeated for the second task.

3.5 Measures of Engagement

A psychometric scale was used to capture the hedonic and cognitive aspects of user experience: the User Engagement Scale (UES) [30]. The UES items pertain to positive and negative affect, users’ felt involvement, and focused attention during the task. Affect refers to the emotion mechanisms that influence our everyday interactions and can act as the primary motivation for sustained engagement [37]. Focused attention [29] refers to the feeling of energised focus and total involvement, often accompanied by loss of awareness of the outside world and distortions in the subjective perception of time. We also tracked cursor activity and gaze.

PANAS: The Positive and Negative Affect Scale [37] was used to measure the affect before and after each task. PANAS includes 10 items measuring positive affect (PAS) and 10 items measuring negative affect (NAS). Participants were asked to respond on a 5-point Likert scale their agreement to the statement: “You feel this way right now, that is, at the present moment”, for each item. Affect was also mea-
sured by asking the participants to respond to the question “Overall, did you feel positive or negative while completing the news reading task?”.

**Focused Attention:** A 9-item focused attention subscale [29], was adapted to the context of the news reading task. The focused attention scale has been used in past work [28] to evaluate users’ perceptions of time passing and their degree of awareness about what was taking place outside of their interaction with a task. For our news reading task, participants were instructed to state on a 5-point Likert scale their agreement to each item (e.g., “I was so involved in my news task that I lost track of time”).

**Interest:** To validate the effectiveness of our experimental manipulation, we measured the perceived article interest at post-task by asking the participants to state on a 5-point Likert scale their agreement to questions such as “I found the news article interesting to read”, etc. The reported scores were converted into binary judgments by assigning disagreement or neutral opinion to the uninteresting condition and agreement to the interesting condition. The binary judgments were then compared against the pre-task labelling of the news article interestingness. The Chi-Square test revealed a significant association ($\chi^2 = 29.52, p < .001$) between the two measures, with a strong positive relationship ($\phi = .518, p < .001$), which confirms the effect of our experimental manipulation. The follow-up analysis is based on the levels of perceived article interestingness reported at post-task and consists of slightly imbalanced classes: 23 interesting and 21 uninteresting instances.

**Eye Tracking:** The importance of gaze in the assessment of engagement lies in the fact that, although looking might appear to be a process that is under voluntary control, conscious and deliberate control of fixation happens infrequently. Therefore, gaze is considered a strong indicator of attention [10] and the utility of eye tracking in information processing tasks like reading [3] and micro-blogging [6] is well known. In our study, eye movements were recorded using a Tobii 1750 eye tracker integrated into a 17” TFT monitor with a 1280×1024 resolution. The pupil locations were extracted at a rate of 50 Hz and were mapped to gaze locations on the screen. We compute the eye metrics reported in [1].

**Mouse Tracking:** We used smt2 [22], an open source, client-server architecture mouse tracking tool. The smt2 uses JavaScript to log mouse and browser-related events at a configurable frequency, and stores the data at fixed-time intervals. This process does not interfere with the user’s browsing experience or introduce delays associated with data capture. We set the recording rate at 40 ms, which provides a reasonable tradeoff between data quantity and granularity of the recorded mouse events [20]. Our relatively high recording rate allows us to pick up micro-pauses or ballistic movements, resulting in clearly-defined trajectories.

4. **MOUSE GESTURE RECOGNITION**

Our mouse gesture recognition approach is based on an anatomical interpretation of cursor movements that removes the effects of location and considers instead features stemming from rotation, speed, acceleration, spectral analysis, and other. In that respect, we analyse cursor data irrespective of the page layout and the relative position of the elements it contains. We follow an unsupervised learning approach and cluster together cursor movements that share similar properties, and then evaluate the results of our clustering. The best performing clustering setup is used to characterise the cursor data as mouse gestures.

4.1 **Cursor Data**

A mouse move is a continuous physical process: the cursor, controlled by the user, begins at a position $x_0, y_0$ with no motion, is accelerated in some direction, moving at non-zero speed for a time period $\Delta t$, and is finally brought to a halt at some position $x_1, y_1$. This trajectory has a specific beginning and ending and corresponds to a *mouse gesture*. Our aim is to identify segments of the cursor data corresponding to individual physical processes of this type. The data used in our analysis consists of uneven time series of cursor coordinates, which we cast into individual movements of the mouse. The assumption is that every movement has an intent, and that by tracking the movement and the manner of movement we may be able to discern that intent.

First, we need to split the recorded data into meaningful, deliberate movements performed by the user. Due to the nature of the cursor data, segmentation is not a self-evident task. Therefore, we perform this as follows. The data parser accepts a stream of $x_i, y_i, t_i$ coordinates, indicating the cursor position on the $X$ and $Y$ axes (relative to the top-left corner of the browser) at time $t_i$, measured in milliseconds (ms).

We use a sliding window of fixed size (three pairs of $x, y$ coordinates) over the data and examine two parameters: $\Delta t$ and $\Delta s$: $\Delta t$ measures time difference (in ms), whereas $\Delta s$ measures distance in pixels. On occasion, e.g. out-of-focus events, smt2 may interrupt the recording, thus making it possible for $\Delta t > 40 ms$, our sampling rate. Cases like that indicate that the browsing activity was interrupted, marking the end of the current mouse gesture. Furthermore, if $\Delta s < 5 px$ (the cursor has been moved less than 5 pixels away from its previously logged position), we consider that a *rest*, also signifying the end of the current mouse gesture. In either case, we start a new mouse gesture, and proceed with the remaining data, until we reach the end of the input stream. The resulting gestures are therefore *subsequences* of the original data, consisting of two or more consecutive points, excluding *rests*. Our dataset contains 176, 550 cursor positions, segmented into 2, 913 mouse gestures, collected during the 44 news reading tasks of our 22 participants.

4.2 **Features**

Our task is to predict within-content engagement and, in particular, the interestingness of online news content. To this end, we explore a large number of features engineered from the cursor data. Our features, presented in Table 1, are computed for each mouse gesture as a whole and for all consecutive pairs of points found in it, and are categorised under nine main headings depending on how or where the feature is obtained from.

We do not apply any heuristics to characterise our gestures or pre-determine, for example, whether they represent a horizontal or vertical scroll; nor do we account for the time the cursor spent in pre-defined AOI or web page elements. We, rather, follow an unsupervised methodology to identify latent structures in our cursor data and develop a representative “vocabulary” that is more generalisable.
To measure the importance of each feature with respect to our goals, we perform a preliminary correlation analysis. Given that the predicted class is binary (interesting, uninteresting) we compute the point-biserial correlation coefficient ($r_{pb}$). We ignore the sign of the correlation which depends on the way we encode the variables. Table 1 shows several significant small-to-medium size correlations between our features and news article interestingness. The effect sizes from our correlation analysis appear to be in line with those reported in previous studies [14, 15]. We now introduce the features we use, and comment on significant results.

**Time:** Previous works [16, 24] have shown that accounting for the temporal characteristics of mouse interactions can improve the predictive power of a model. Similarly, we measure the duration of each gesture in milliseconds.

**Coverage:** These features include the number of $x$, $y$ points observed in a gesture and the sum of their intra-distances, which indicates how compact or dispersed a gesture is. An interesting observation about coverage is its medium-size correlation, which suggests that the size of the surface that a mouse gesture traverses on is related to the interestingness of the content the user is interacting with.

**Type:** This feature describes the type of gesture, i.e. move or rest. This information, however, is not used in the unsupervised learning task because we do not want to force the clustering algorithm to learn a gesture concept that derives from a heuristic.

**Distance:** These features include the total distance that the cursor has traveled, the maximum, minimum, average, and standard deviation of the distances of all consecutive pairs in a gesture. They are computed using the Euclidean distance and the pixel distance travelled on the $X$ and $Y$ axes. As seen from Table 1, this category of features are significantly correlated with news article interestingness. Although we lack knowledge about the directionality of this relation (i.e. positive or negative), it is still evident that the distance traversed by the mouse cursor indicates how much the user interacted with the news article and, to some extent, how interesting the latter was perceived.

**Speed:** As suggested in [14], the speed of cursor movements can characterise mouse interactions and discriminate between cursor patterns. Slow gestures may indicate that the cursor is resting while the user is engaged in a cognitive demanding task like careful reading, while ballistic movements might suggest that the user is performing a quick scan to locate an information of interest in the text. We measure the speed for the total distance that the cursor has traveled, the maximum, minimum, average, and standard deviation of the speeds of all consecutive pairs in a gesture. We compute these features using the Euclidean distance and the pixel travel distance on the $X$ and $Y$ axes. We note that value of these features is supported by several significant correlations between the speed features and news article interestingness.

**Acceleration:** Similar to speed, we compute the acceleration for the total distance that the cursor has traveled, as well as the maximum, minimum, average, and standard deviation of the accelerations of all consecutive pairs in a gesture. We compute these features using the Euclidean distance and the pixel distance travelled on the $X$ and $Y$ axes.

**Direction:** For each consecutive pair in a mouse gesture we determine the direction of the movement and normalise for all range of angles. This feature is important to learning the mouse gestures because it discriminates vertical and horizontal scrolls from other kinds of cursor movements.

**Rotations:** We count the number of clockwise or counter-clockwise rotations performed by the cursor. To identify a rotation we examine the sequence of $x$ and $y$ coordinates in a gesture and for every window of three consecutive points $A_i = (x_i, y_i)$, $A_{i+1} = (x_{i+1}, y_{i+1})$, and $A_{i+3} = (x_{i+3}, y_{i+3})$
we calculate the signed angle \( \angle(A_iA_{i+1}, A_{i+1}A_{i+2}) \). We then sum the signed angles using the sign of the vectors' \( A_iA_{i+1} \times A_{i+1}A_{i+2} \) cross product. If the sum exceeds 360° we count a full rotation and, depending on the sign of the sum, we label it either as counterclockwise (positive sign) or as clockwise (negative sign).

**Fast Fourier Transform:** We apply a spectral analysis to velocity and acceleration to identify the dominant component frequencies in our cursor data. We use the fast Fourier transform (FFT) since it is a more efficient way to compute the discrete Fourier transform (DFT). Given a sequence \( x_n \) (point time domain signal) that has length \( N \) and is assumed to have a period of \( N \), the FFT computes two \( N/2+1 \) point frequency domain signals, i.e.,

\[
X_\kappa = \sum_{n=0}^{N-1} x_n e^{-i 2 \pi \kappa n / N}, \quad \kappa = 0 : N - 1
\]

The two signals in the frequency domain are the real part and the imaginary part, and hold the amplitudes of the cosine waves and sine waves respectively. This frequency representation tells how much of the variability of the data is comprised of low frequency waves and how much is due to high frequency patterns. We use the most powerful frequency (with respect to velocity and acceleration) of each mouse gesture as a feature.

**4.3 Preprocessing**

We apply two types of transformation: *normalisation* and *Principal Components Analysis* (PCA). We normalise each feature to the \([0, 1]\) range, to avoid having attributes in greater numeric ranges dominating those in smaller numeric ranges. We use PCA for dimensionality reduction but, select enough eigenvectors to account for some percentage of the variance in the original data; in our case 95%. This resulted in 4 datasets: *original*, *normalised*, *PCA*, and *normalised+PCA*. We ran the following analysis on each dataset, but report on the best performing one, which is the *original*, without transformations.

**4.4 Unsupervised Learning**

A key objective for us is to derive generic mouse movements which are associated with user engagement measures. By generic, we mean that we need to abstract away from gestures characteristics of an individual to gestures shared by the study’s participants. Therefore, we employ clustering, to group together similar mouse gestures and movement patterns. Given that we target more cognitive processes, we would like a robust analytical framework. Therefore, instead of relying on a single clustering algorithm, which could be easily biased, we use multiple techniques and reach a consensus through *rank aggregation*, which is known to be effective in removing noise [8].

**4.4.1 Clustering Algorithms**

We perform unsupervised learning using the feature set presented in Section 4.2 and the datasets discussed in Section 4.3. We use five clustering methods: *K-Means*, *EM*, *Cobweb*, *Agglomerative Hierarchical Clustering*, and *Spectral Clustering* [39]. Weka\(^2\) contains implementations of the first four, whereas we used the implementation for R\(^3\) for the last one. Table 2 summarizes the various clustering parameters that we used. Most notably, when the algorithm accepts as input the number of clusters to produce, we ranged that value from 1 to 40, given that we have slightly over 40 different reading tasks, and it is reasonable to expect some consistency within each one. We remind the reader, however, that clustering is performed on mouse gestures, which are far more than the reading tasks. Overall, we consider 45,654 different clustering configurations.

**4.4.2 Cluster Validity**

Given that clustering is an unsupervised method, without any prior ground truth, we need a way to quantify the quality of the produced output. The process of evaluating clustering results is known as *cluster validity* [17], and three approaches exist for this purpose: external criteria, internal criteria, and relative criteria. We use internal criteria, thereby relying on quantities and features inherent to our data. We compute Index, Ball-Hall, C index, Calinski-Harabasz, Davies-Bouldin, Gamma, G+, log(BGSS/WGSS), McClain-Rao, PBM, Point biserial, SD Scat, SD Dis, Silhouette, Tr(W), all present in the `clusterCrit`\(^4\) package for R.

**4.4.3 Missing Value Substitution**

For certain internal quality criteria that we consider, some clustering configurations were not assigned a value. Missing values are not uncommon in statistical analysis, yet they pose a problem as we cannot produce a complete ranking of the data. To address this, we perform missing value imputation, which is better than removing such entries [31]. For each configuration with a missing value, we select its \( k \)-nearest neighbours from the set of complete configurations (without any missing values). We then replace the missing value with the average one of the \( k \)-nearest neighbours for this dimension (measure). We can then induce a total ordering for each of our measures.

**4.4.4 Downsizing the Validity Measures**

We have discussed how to measure the quality of the produced clusters. The numerous measures can slow down rank aggregation, and could affect result quality. To address this issue, we downsize them to a subset that shows high consistency among the produced rankings. We compute all pairwise Spearman correlations of the orderings. This gives a complete weighted graph \( G = (V, E) \): vertices are the validity measures and each edge \( e = (v_i, v_j) \) is weighted with the correlation value between \( v_i \) and \( v_j \). We normalize the values in the range \([0, 1]\), which does not affect our solution, as we are interested in high correlation. Given \( G \), we select the \( k \) vertices, such that the resulting \( k \)-clique has the maximum edge-weight. The maximum edge-weight clique

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>in-Means</td>
<td>Distance</td>
<td>K-Means, Manhattan</td>
</tr>
<tr>
<td>EM</td>
<td>Relative</td>
<td>1-40</td>
</tr>
<tr>
<td>Cobweb</td>
<td>Manhattan, Chebyshev</td>
<td>1-40</td>
</tr>
<tr>
<td>Hierarchical</td>
<td>Manhattan, Manhattan, Chebyshev</td>
<td>single, complete, centroid</td>
</tr>
<tr>
<td>Spectral</td>
<td>Kernel</td>
<td>Biased, Biased, Hyperbolic tangent</td>
</tr>
<tr>
<td></td>
<td>Parameters</td>
<td>Exponential smoothing</td>
</tr>
<tr>
<td></td>
<td>Other Parameters</td>
<td>Exact</td>
</tr>
<tr>
<td></td>
<td>Clusters</td>
<td>Exact</td>
</tr>
</tbody>
</table>

---

\(^2\) <https://www.cs.waikato.ac.nz/el/weka/>  
\(^3\) <cran.r-project.org/web/packages/kernlab/index.html>  
\(^4\) <cran.r-project.org/web/packages/clusterCrit/index.html>
Algorithm 1 Select the internal validity measures with highest overall agreement.

Input: Weighted Graph $G = (V, E)$, int $k$
Output: Max-Edge Weight Subgraph $G_k$, $|G_k| = k$

1: $G_k \leftarrow \emptyset$
2: $e_1 \leftarrow$ Select edge with maximum weight.
3: Add vertices of $e_1$ to $G_k$
4: while $(|G_k| < k)$ do
5: for $v_i \in (G \setminus G_k)$ do
6: $s_i = \sum_{v_j \in G_k} \text{weight}(v_i, v_j)$
7: end for
8: Select $v_i$ with max $s_i$
9: $G_k \leftarrow (G_k \cup v_i)$
10: end while
11: return $G_k$

The problem is NP-Hard [33]. Therefore, we use the greedy approximation shown in Algorithm 1. The output contains the $k$ validity measures with highest overall agreement.

### 4.4.5 Rank Aggregation

Given the $k$ validity measures with high consistency, we want to identify the $n$ clustering configurations that are better (ranked higher) than the rest. In other words, we need those configurations that have better standing in as many lists as possible. This is a typical instance of multiple-winner voting problem, where we are given a set of ordered preferences as input (ordered configurations per measure in our case), and we want to select $n$ winners.

Various approaches exist from social theory, but we opt for Rank Aggregation [8], which is better at filtering out noise. Also, despite of the problem’s NP-Hardness, there are efficient approximation implementations in many statistical packages. We use an implementation of Rank Aggregation for R with the configuration suggested in [32]. Rank aggregation derives a single ranked list $L'$ that has the minimum distance (e.g., Kendall $\tau$) from a given set of ranked input lists $L = \{L_1, L_2, \ldots, L_m\}$. Formally, it is defined as follows:

$$L' = \text{arg min}(\frac{1}{m} \sum_{i=1}^{m} D(L_i, L'))$$

The top positions of the list are the clustering configurations that performed better than others, for the input measures.

### 4.4.6 Towards a Taxonomy

We report cluster coverage for the mouse gestures we identified in the unsupervised learning. Using the method discussed in Section 4.4.5, we compute the aggregated ranking for all internal quality measures. The top-ranked clustering configuration is the Spectral Clustering for the original dataset, with hyperbolic tangent kernel, and for $k = 38$. Table 3 shows the distribution of mouse gestures per cluster. We note that the majority of mouse gestures were allocated to c6. Out of the 1,352 mouse gestures in c6, over 70% are rests, suggesting that most of the observations allocated in this cluster are characterised by inertia, while the remaining clusters contain mouse gestures characterised by more activity (e.g., c2, c9, c22). Figure 1 shows the normalised coverage of mouse gestures per user and per task (interestingly versus uninteresting), for all 38 clusters. The distribution of clusters validates the prominent presence of c6 mouse gestures but also suggests the presence of other types of mouse gestures, which vary per condition. The diversity of patterns observed indicates that mouse gestures can be a good predictor of user engagement, something that is further demonstrated in Section 5 by the performance of our prediction models (if an article is interesting or not).

### 4.5 User x Task Interactions

We collected questionnaire data on the experienced affect, focused attention, and degree of interest from 44 news reading tasks, carried out by 22 participants. A 5-point Likert scale was used in all questionnaires with high scores representing a stronger agreement and low scores representing a weaker perception with the given statement. Participants responses to the 10-item PAS, 10-item NAS, and 9-item focused attention scale were summed to obtain the final scores.

The Wilcoxon Signed-Rank test was applied to determine the significance of the variance observed in the frequency distribution of mouse gestures between interesting and uninteresting news articles. The results indicated a statistically significant difference ($z = -3.817, p = .007, r = -0.377$), but they fixedated more times on other elements (FB) when the news article was uninteresting ($z = -2.925, p = .003, r = -0.405$). Furthermore, participants performed significantly more fixations (FC) and for longer periods (FD, FFD) when reading an interesting news article ($z = -2.117, p = .034, r = -0.293$; $z = -2.076, p = .038, r = -0.288$; $z = -2.258, p = .024, r = -0.313$). Finally, they looked more times (VC) at the body of article A01, and the duration of each individual visit lasted longer (VD), when reading an interesting news article ($z = -2.312, p = .020, r = -0.320$; $z = -2.258, p = .024, r = -0.313$).

These findings are in line with those reported in previous work [1], where we demonstrate the impact of news article interestingness on the gaze behaviour of male and female participants. For example, in [1], we observe that male participants perform their first fixation faster on a news article when the content is interesting and, in addition, perform significantly less fixations outside of the body of the news article. No significant differences were observed for female participants. We note, however, that in this paper we do not group our participants according to gender since we do not account for it in our cursor data analysis. The significant differences discovered in gaze behaviour establish a connection to user engagement but also suggest common gaze patterns across both genders. This finding suggests that knowledge of the user gender is not as important for gaze and, as an extension, to its proxy, the cursor. In regards to mouse tracking, this is a positive finding in the sense that predicting the user’s gender would be a non-trivial task.

To determine if and to what extent the identified categories of mouse gestures are associated with experienced affect, focused attention, and gaze behaviour, we run a correlation analysis. To compute the correlation coefficients, we...
consider the frequency of occurrence of the mouse gestures across all tasks and users, and compare it with the eye metrics and the questionnaire information we collected at pre- and post-task. Given the non-normal distribution of our data, we opt for the Spearman’s rho non-parametric test. Table 4 shows several statistically significant correlations. Of interest are the medium-size, positive correlations between the frequency of certain types of mouse gestures (e.g., c6, c9, c12, c20, c3) and eye metrics like time to first fixation, duration of fixation, fixation count, and total visit duration. Although this finding is not new [18, 24, 25], it does connect our approach to analysing cursor behaviour with gaze, especially under the light of the findings presented in earlier studies, and shows that this correlation exists beyond a simple mapping of x and y coordinates.

We also report for the very first time several significant correlations between certain types of mouse gestures and preNAS, prePAS, postNAS, postPAS, affect, and focused attention. These correlations indicate that cursor behaviour can go beyond measuring frustration to inform us about the positive and negative valence of an interaction. We discuss this further in Section 6.

5. PREDICTING INTERESTINGNESS

In the previous section we presented our approach to extracting mouse gestures from cursor data and identified connections to gaze behaviour, affect, and attention. In this section, we demonstrate the value of our method by predicting the outcome of online news reading experiences. Our objective is to identify how cursor behaviour can help us predict content interestingness and, in particular, define a taxonomy of cursor patterns as a basis to automatic classification. To this end, we perform pattern analysis and learn models using the large set of features we discussed in Section 4.2. We use the best performing clustering setup (Spectral Clustering, original dataset, hyperbolic tangent kernel, and for \( k = 38 \)) to predict the class (interesting, uninteresting) of the news article. We train the following classifiers: (i) 1 Nearest-Neighbor (1NN), (ii) Support Vector Machines with a polynomial kernel using the Sequential Minimal Optimization algorithm (SMO), (iii) Random Forest (RandomForest), and (iv) Stacked Generalization (Stacking) for combining the above classifiers using the Real AdaBoost method as a meta-classifier. Additionally, we perform feature selection using the ClassifierAttributeEval\(^6\) of Weka, in combination with the Ranker search method that sorts the attributes by their individual evaluations.

We note that our training data consist of slightly imbalanced classes: 23 interesting and 21 uninteresting instances. Therefore, we include a baseline classifier Baseline that always predicts the majority class in the training data for comparison purposes. We report the classification performance in terms of weighted average precision, recall, f-measure and accuracy across classes. The reported results are obtained by performing cross-validation with ten folds. As shown in Table 5, the performance of each classifier model individually is encouraging, but not optimal. However, when we combine 1NN and SMO using the stacked generalisation method, we improve further the performance of our model. This is anticipated, since Stacking combines the output from different classifiers and can increase the predictive performance over a single model. Overall, the model trained with the stacked generalisation method outperforms the baseline and introduces a notable improvement of 23% in accuracy.

6. DISCUSSION & CONCLUSIONS

In this paper, we presented a generalisable solution to measuring within-content engagement using mouse tracking data. Our work is motivated by the fact that millions of users interact daily with online content without providing any explicit feedback about the quality of their experience. Therefore, any effort towards developing a more nuanced

---

<table>
<thead>
<tr>
<th>Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
<th># Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1</td>
<td>54(1.65%)</td>
<td>c8</td>
<td>38(1.30%)</td>
<td>c15</td>
<td>15(0.51%)</td>
<td>c22</td>
<td>22(0.76%)</td>
<td>c39</td>
<td>47(1.61%)</td>
<td>c46</td>
<td>49(1.68%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c2</td>
<td>104(3.57%)</td>
<td>c9</td>
<td>137(4.70%)</td>
<td>c16</td>
<td>60(2.06%)</td>
<td>c23</td>
<td>43(1.48%)</td>
<td>c30</td>
<td>39(1.34%)</td>
<td>c37</td>
<td>37(1.27%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c3</td>
<td>88(3.02%)</td>
<td>c10</td>
<td>140(4.84%)</td>
<td>c17</td>
<td>96(3.15%)</td>
<td>c24</td>
<td>54(1.85%)</td>
<td>c31</td>
<td>62(2.13%)</td>
<td>c38</td>
<td>11(0.38%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c4</td>
<td>70(2.42%)</td>
<td>c11</td>
<td>160(5.55%)</td>
<td>c18</td>
<td>75(2.57%)</td>
<td>c25</td>
<td>14(0.48%)</td>
<td>c32</td>
<td>38(1.30%)</td>
<td>c39</td>
<td>13(0.45%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c5</td>
<td>50(1.72%)</td>
<td>c12</td>
<td>55(1.80%)</td>
<td>c19</td>
<td>65(2.33%)</td>
<td>c26</td>
<td>28(0.96%)</td>
<td>c33</td>
<td>35(1.20%)</td>
<td>c40</td>
<td>18(0.63%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c6</td>
<td>1372(46.41%)</td>
<td>c13</td>
<td>361(1.24%)</td>
<td>c20</td>
<td>28(0.96%)</td>
<td>c27</td>
<td>51(1.71%)</td>
<td>c34</td>
<td>64(2.07%)</td>
<td>c41</td>
<td>10(0.33%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c7</td>
<td>22(0.76%)</td>
<td>c14</td>
<td>180(6.22%)</td>
<td>c21</td>
<td>64(2.07%)</td>
<td>c28</td>
<td>39(1.34%)</td>
<td>c35</td>
<td>70(2.40%)</td>
<td>c42</td>
<td>16(0.54%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
understanding of user online behaviour is considered a high-value task. Mouse tracking can address this need in a low-cost and scalable manner, and without removing the users from their natural setting.

To this end, we demonstrated in detail a rigorous methodology for extracting purposeful mouse gestures from cursor coordinates; a high-level representation of cursor interactions. More specifically, we conducted a small-scale, controlled user study and recorded the cursor data of users that interacted with interesting and non-interesting web content. From that data, we engineered a large set of features and used unsupervised learning to build a taxonomy of cursor patterns that share similar properties. In our analysis, we considered cursor behaviour independently of the page layout, the type of elements it contains, or their relative position. Finally, we demonstrated the value of our approach in a user engagement scenario, where we predict the outcome of online news reading experiences.

Our analysis of cursor interactions provides several insights into the nature of engagement. Foremost, when examining gaze behaviour, we observed significant differences between the news articles of different interestingness that spanned across several eye metrics, like time to first fixation, duration of fixation, fixation count, and total visit duration. These differences were also noticed in cursor behaviour. Our results are supported by the statistical analysis we performed on the frequency distribution of mouse gestures, which indicates, and behavioural connection with a digital resource (e.g., an interesting news article), but also as observable and distinct mouse cursor patterns. Although this may not be a new finding, considering previous research on mouse-gaze interactions [18, 24, 25], it provides evidence that connects our methodological approach to analysing cursor behaviour with gaze and demonstrates the utility of mouse tracking as a scalable, cost-effective alternative to eye tracking.

Furthermore, we identified several significant correlations between cursor behaviour and focused attention, preNAS, postNAS, postNAS, and affect. More specifically, we noticed that certain types of mouse gestures are negatively correlated with focused attention at pre- and post-task, and at a lesser extent with positive affect at pre- and post-task. This basically translates to negative emotions being more influential on user engagement than positive ones. This observation is consistent with pre- and post-task sessions are sensitive to frustration and escalate user engagement. Considering the challenge of explaining user behaviour using cursor pattern analysis, but also identifying to what extent these patterns are good indicators of affect, this makes it a novel and noteworthy finding. Additionally, we observe a more profound correlation between cursor behaviour and our engagement measures compared to the correlation reported between gaze behaviour and user engagement measures [1]. This leads us to conclude that affect is, to some extent, “measurable” and can be anticipated to a certain degree.

Our prediction experiments also revealed that it is possible to measure content interestingness by accounting for the frequency of the cursor patterns changing, and thereby, predict user engagement over time. Our best performing model, using the stacked generalization method with classifiers 1NN and SVM, attained the accuracy of 75%, which is considerably better than the baseline. The baseline for comparison was 67% accuracy, achieved by a random forest classifier.
cated a significant difference between interesting and uninteresting news articles. Overall, this suggests an interaction effect between web content interestingness and cursor behaviour. Unlike prior research efforts that have analysed mouse tracking data, our approach does not involve manual or costly attempts (e.g., eye tracking). Also, the proposed method was designed to be as independent as possible from the page layout, the type of elements it contains, or their relative position, making it applicable to broader and more heterogeneous contexts.

Finally, our work comes with certain limitations. One of them is the relatively small sample of the population we studied. To some extent, this has affected our ability to generalise our findings to the population as a whole. However, this is a very common caveat in user studies and, in our case, a necessary trade-off, given the controlled and time-demanding nature of our experiment. Also, there is room for improvement, both with respect to the accuracy of the classifiers and the feature selection. Our modelling approach can benefit from experimenting with additional machine learning techniques, and a more thorough evaluation of our feature set, to improve its discriminative power.

7. FUTURE WORK

We plan to develop a larger collection of mouse tracking data. One challenge would be to develop sufficient ground truth under real-life conditions and at large scale, with the help of other testing methods like bucket testing and query log analysis. Comparing the mouse gestures identified by the proposed method against this kind of ground truth will let us validate whether they have the required physical characteristics and are well-founded, and further ensure that our approach is grounded in more than intuitive plausibility. Finally, we will investigate the sequential nature of mouse gestures using stochastic models that can describe the process of how the data is being generated and account for the transitions between the mouse gestures.
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