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Abstract

Session types are a formalism to model structured communication-based programming. A session type describes communication by specifying the type and direction of data exchanged between two parties. When session types and session primitives are added to the syntax of standard π-calculus types and terms, they give rise to additional separate syntactic categories. As a consequence, when new type features are added, there is duplication of efforts in the theory: the proofs of properties must be checked both on ordinary types and on session types. We show that session types are encodable in ordinary π types, relying on linear and variant types. Besides being an expressivity result, the encoding (i) removes the above redundancies in the syntax, and (ii) the properties of session types are derived as straightforward corollaries, exploiting the corresponding properties of ordinary π types. The robustness of the encoding is tested on a few extensions of session types, including subtyping, polymorphism and higher-order communications.

Categories and Subject Descriptors D.3.1 [Programming languages]: Formal Definitions and Theory; F.1.2 [Computation by abstract devices]: Modes of Computation—Parallelism and concurrency; F.3.2 [Logics and meanings of programs]: Semantics of Programming Languages—Process models; F.3.3 [Logics and meanings of programs]: Studies of Program Constructs—Type structure
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Keywords session types, linear types, π-calculus, encoding

1. Introduction

In complex distributed systems, participants willing to communicate should previously agree on a protocol to follow. The specified protocol describes the types of messages that are exchanged as well as their direction. In this context session types [3, 21] came into play: they describe a protocol as a type abstraction. Session types were originally designed for process calculi [7, 19, 22]. They have been studied also for other paradigms like multithreaded functional languages, object-oriented languages, Web Services and Contracts, WC3-CDL a language for choreography etc [3].

Session types are a formalism proposed as a theoretical foundation to describe and model structured communication-based programming, guaranteeing privacy as well as communication safety. They are an ‘ad hoc’ means to describe a session, namely a logical unit of data that are exchanged between two or more interacting participants.

Session types are defined as a sequence of input and output operations, explicitly indicating the types of messages being transmitted. This structured sequentiality of operations is what makes session types suitable to model protocols and distributed scenarios. However, they offer more flexibility than just performing inputs and outputs: they permit choice, internal and external one. Branch and select are typical type (and term) constructs in the theory of session types, the former being the offering of a set of alternatives and the latter being the selection of one of the possible options on hand. As mentioned above, session types guarantee privacy and communication safety. Privacy is guaranteed since session channels are known only to the agents involved in the communication. Such communication proceeds without any mismatch of direction and of message type. In order to achieve communication safety, a session channel is split by giving rise to two opposite endpoints, each of which is owned by one of the agents. These endpoints have dual behavior and thus have dual types. So, duality is a fundamental concept in the theory of session types as it is the ingredient that guarantees communication safety.

To better understand session types and the notion of duality, let us consider a simple example: a client and a server communicating over a session channel. The endpoints x and y of the channel are owned by the client and the server exclusively and should have dual types. To guarantee duality of types, static checks are performed by the type system. If the type of x is ?Int.?Int!Bool.end — meaning that the process listening on channel x receives an integer value followed by another integer value and then sends back a boolean value — then the type of y should be !Int!Int.?Bool.end — meaning that the process listening on channel y sends an integer value followed by another integer value and then waits to receive back a boolean value — which is exactly the dual type.

There is a precise moment at which a session, between two agents, is established. It is the connection, when a fresh (private) session channel is created and its endpoints are bound to each communicating process. The connection is also the moment when the duality, hence compliance of two session types, is verified. In order to perform a connection, primitives for session channel creation, like accept/request or (νxy), are added to the syntax of terms [7, 19, 21].

Session types and session primitives are supposed to be added to the syntax of standard π-calculus types and terms, respectively. In doing so, sessions give rise to additional separate syntactic categories. Hence, the syntax of types need to be split into separate syntactic categories, one for session types and the other for standard π-calculus types [5, 7, 19, 22] (this often introduces a duplication of type environments, as well). Common typing features, such as products, records, subtyping, polymorphism, have then to be added to both syntactic categories. Also the syntax of processes will con-
tain both standard process constructs and session primitives (for example, the constructs mentioned above to create session channels). This redundancy in the syntax brings in redundancy also in the theory, and can make the proofs of properties of the language heavy. For instance, if a new type construct is added, the corresponding properties must be checked both on ordinary types and on session types.

In this paper we try to understand at which extent this redundancy is necessary, in the light of the following similarities between session constructs and standard \( \pi \)-calculus constructs. Consider \( \text{?Int.}\!\text{!Int.}\!\text{!Bool}\!\text{.end} \). This type is assigned to a session channel (actually, as we said above, to one of its endpoints) and describes a structured sequence of inputs and outputs by specifying the type of messages that it can transmit. This way of proceeding reminds us of the linearized channels [14], which are channels used multiple times for communication but only in a sequential manner. Linearized types can be encoded, as shown in [14], into linear types—i.e., channel types used exactly once.

The considerations above deal with input and output operations and the sequentiality of session types. Let us consider branch and select. These constructs give more flexibility by offering and selecting a range of possibilities. This brings in mind an already existing type construct in the \( \pi \)-calculus, namely the variant type \([18]\).

Other analogies between session types and \( \pi \) types concern connection and duality. Connection can be seen as the restriction construct, since both are used to create and bind a new private session channel to the communication parties. As mentioned above, duality is checked when connection takes place. Duality describes the split of behavior of session channel endpoints. This reminds us of the split of capabilities: once a new channel is created by the \( \nu \) construct, it can be used by two communicating processes owning the opposite capability each.

In this paper, by following Kobayashi [13], we define an interpretation of session types into \( \pi \) types and by exploiting this encoding, session types and all their theory are shown to be derivable from the theory of \( \pi \)-calculus. For instance, basic properties such as Subject Reduction and Type Safety become straightforward corollaries.

Intuitively, a session channel is interpreted as a linear channel transmitting a pair consisting of the original message and a new linear channel which is going to be used for the continuation of the communication.

Furthermore, we present an optimization of linear channels enabling the reuse of the same channel, instead of a new one, for the continuation of the communication.

As stated above, the encoding we adopt follows Kobayashi [13] and the constructs we use are not new (linear types and variants are well-known concepts in type theory and they are also well integrated in the \( \pi \)-calculus). Indeed the technical contribution of the paper may be considered minor (the main technical novelty being the optimization in linear channel usage mentioned above). Rather than technical, the contribution of the paper is meant to be foundational: we show that Kobayashi’s encoding

(i) does permit to derive the session types and their basic properties; and

(ii) is a robust encoding.

As evidence for (ii), in the paper we examine, besides plain session types, a few extensions of them, adding subtyping, polymorphism and higher-order features. These are non-trivial extensions, which have been studied in dedicated session types papers [4, 5, 15]. In each case we show that we can derive the main results of the papers via the encoding, as straightforward corollaries.

While Kobayashi’s encoding was generally known, its strength, robustness, and practical impact were not. This is witnessed by the plethora of papers on session types over the last 10-15 years, in which session types are always taken as primitives—i.e., we are not aware of a single work that explains the results on session types via an encoding of them into ordinary types. In our opinion, the reasons why Kobayashi’s encoding had not caught attention are:

(a) Kobayashi did not prove any properties of the encoding and did not investigate its robustness;

(b) as certain key features of session types do not clearly show up in the encoding, the faithfulness of the encoding was unclear.

A good example for (b) is duality. In session types duality plays a central role: a session is identified by two channel end-points, and these have dual types. In the ordinary \( \pi \)-calculus, in contrast, there is no notion of duality on types. Indeed, in the encoding, dual session types (e.g., the branch type and the select type) are mapped onto the same type (e.g., the variant type). In general, dual session types will be mapped onto linear types that are identical except for the outermost I/O tag—duality on session types boils down to the duality between input and output capability of channels.

The results in the paper are not however meant to say that session types are useless, as they are very useful from a programming perspective. The work just tells us that, at least for the binary sessions and properties examined in the paper, session types and session primitives may be taken as macros.

The rest of the paper is structured as follows: Section 2 gives an overview of session types and \( \pi \)-calculus types as well as language terms, typing rules and operational semantics. Section 3 presents the encoding of both session types and session processes. Sections 4, 5 and 6 consider extensions to session types: subtyping, polymorphism and higher-order, respectively and analyze the encoding w.r.t. these extensions. Section 7 presents an optimization of linear channels usage. Section 8 examines the related work and concludes the paper.

2. Background

In this section we give an overview of the main technical concepts of the two theories we will be dealing with in the next sections: sessions and \( \pi \)-calculus.

2.1 Session Types

**Type Syntax** Generally, the syntax of types is given by two separate syntactic categories: one for session types and the other for standard \( \pi \) types, including session types, as well. Types are presented in Figure 1.

We use \( S \) to range over session types and \( T \) to range over basic types. Session types are: \textit{end}, the type of a terminated session; \textit{?T.S} and \textit{!T.S} indicating respectively session channel types used to \textit{receive} and \textit{send} a value of type \( T \) and then proceed according to type \( S \). \textit{Branch} and \textit{select} are sets of labelled session types, where the order of components does not matter and labels are all distinct. They indicate external and internal choice, respectively, i.e., what is offered and what is chosen. \( \text{\&}\{l_1 : S_1, \ldots, l_n : S_n\} \) indicates the external choice, what is offered. Dually, select type \( \text{\&}\{l_1 : S_1, \ldots, l_n : S_n\} \) indicates the internal choice, only one of the labels will be chosen. Types \( T \) include session types, standard channel types and other standard \( \pi \) type constructs. They may also include other basic types meant to be the types of exchanged messages, such as ground types, classes, etc. In [21] the syntax of types is given by a unique syntactic category. In order to distinguish between session types and standard ones, [21] uses \textit{qualifiers} for linear and un-restricted. Linear types correspond to session types whereas unrestricted types correspond to the standard \( \pi \) types. We have decided to adopt the syntax above, inspired by [5] as it
underlines the separation of session types from standard channel types.

**Language Syntax** The syntax of terms presented in Figure 1 is inspired by Vasconcelos [21]. There are different ways of presenting session channel initiation and end-points, like accept/request [7], polarized channels [5] or by means of co-variables [21]. Standard communication (not involving sessions) is based on standard $\pi$ channels [5, 7], whether in [21] it is based on co-variables, as well. In our work we have adopted the use of co-variables. Some comments on the syntax follow: We use $P$ and $Q$ to range over processes and $\nu$ to range over values. The output process $\nu(x).P$ sends a value $\nu$ on channel $x$ and proceeds as process $P$; the input process $\nu(x).P$ receives on channel $x$ a value that is going to substitute the placeholder $y$ in $P$. The process $\emptyset$ is the standard inaction process. $\nu(x).P$ is the scope restriction construct; it creates a session channel, more precisely its two endpoints $x$ and $y$ and binds them in $P$. The two endpoints should be distinguished to validate subject reduction, see [22]. The type system enforces that two endpoints specify dual behavior. The last two constructs represent the choices. The process $x \vdash l.P$ on channel $x$ selects label $l$ attached to process $P$. The process $\nu(x \vdash l_j.P \mid x \vdash \{l_1 : P_1, \ldots, l_n : P_n\}) \rightarrow (\nu(x)P \mid Q\{v/z\})$.

**Typing** Let us now consider the typing rules, listed in Figure 3. We have focused only on the most important ones. Typing derivations for processes are of the form $\Gamma \vdash P$. The typing rules handle context split ($\gamma$) in order to deal with linearity of session channels [21] and context update ($\gamma$) in order to deal with the continuation type to make sure they not discarded without being used or they are not used more than once session or duplicated [21]. Context split and context update are defined in Figure 2. These rules handle only the addition of session types $S$, as the standard types $T$ can be added freely to the context without any particular treatment.

Some comments on the typing rules follow. The rule that better explains duality checks is the rule for restriction $[T, S]$. Process $\nu(x)^P$ is well-typed in $\Gamma$ if $P$ is well-typed in $\Gamma$ augmented with session channel endpoints having dual types ($x : T$, $y : T$). Rule $[T, In]$ splits in two the context in which the input process $\nu(x)P$ is well-typed: one part checks the variable $\nu$, the other part, augmented with $y : T$ and updated with $x : U$, type checks the continuation process $P$. The rule for output $[T, Out]$ is similar. The context is split in three parts, one to type check $x$, another to type check $\nu$ and the last part to type check the continuation $P$. Similarly to the rule for input, the continuation process uses channel $x$ with its continuation type $U$. Let us now consider the typing rules for branch, $[T, Brach]$, and select, $[T, Sel]$. 

---

**Figure 1.** Syntax and Semantics for Sessions

**Figure 2.** Context split and Context update
As these constructs are a generalization of the input and output processes, respectively, the corresponding typing rules follow the intuitions above. The branching process \( x \rightarrow \{ l_1 : T_1, \ldots, l_n : T_n \} \) is well-typed if channel \( x \) is of branch type \( \{ l_1 : T_1, \ldots, l_n : T_n \} \) and every continuation process \( P_i \) is well-typed and uses \( x \) with type \( T_i \). This rule introduces an external choice. Whilst, the rule for selection introduces an internal choice. To type check a process that selects label \( l_j \) on the channel \( x \) having type \( \{ l_1 : T_1, \ldots, l_n : T_n \} \), we have to type check that the continuation process \( P_j \) uses \( x \) with type \( T_j \).

**Operational Semantics** The operational semantics is defined as a binary relation over processes \( \rightarrow \). We present in Figure 1 only two transition rules, \([R\text{-Com}]\) and \([R\text{-Case}]\). For simplicity, we do not report the transition rules for the other cases as they are standard. In rule \([R\text{-Com}]\), two processes communicate on two co-variables, that are variables bound together: one sends a value \( v \) on \( x \) and the other receives it on \( y \) and substitutes the placeholder with it. Rule \([R\text{-Case}]\) follows the above rule, the communicating processes have prefixes that are co-variables. The selecting process continues as \( P \) and the offering one as \( Q_j \), if the label \( l_j \) is selected. In order to complete the operational semantics rules, the standard structural congruence is needed.

### 2.2 \( \pi \) Types

**Type Syntax** We now consider the \( \pi \)-calculus [18]. The ordinary \( \pi \)-calculus types, ranged over by \( T \), include various type constructs [18]. Here we focus on linear types and variant types, which will be used in the encoding. The syntax of the type constructs we want to discuss is presented in Figure 4. Linear types \( \ell_i T \) and \( \ell_i T \) are assigned to channels used exactly once in input to receive messages of type \( T \), in output to send messages of type \( T \) and used once for sending and once for receiving messages of type \( T \), respectively. The variant type \( \{ l_1 : T_1, \ldots, l_n : T_n \} \) is a labelled form of disjoint union of types. The order of the components does not matter and labels are all distinct. Product types \( (T_1 \times \cdots \times T_n) \) are needed to model the polyadic \( \pi \)-calculus. Other type constructs like ground types, recursive types etc. can be added to the syntax.

**Language syntax** The syntax of terms of the \( \pi \)-calculus is given in Figure 4. The output process \( \overline{\pi(v)}.P \) sends a tuple of values \( \overline{v} \) on channel \( x \) and proceeds as \( P \); input process \( \bar{x}(y).P \) receives on \( x \) a tuple of values that is going to substitute \( \bar{y} \) in \( P \); parallel composition and 0 inaction are standard; restriction creates a new name \( x \) and binds it with scope \( P \) (the same as in sessions for shared channels). Process case of \( \{ l_1 : (x_1 : T_1) \rightarrow P_1 \ldots l_n : (x_n : T_n) \rightarrow P_n \} \) offers different behaviors depending on which variant value \( l(x) \) it receives. Other values are boolean values and variables.

**Typing** Some typing rules for \( \pi \) processes are given in Figure 5. As in the previous section for session types, also here, there is a particular handling of typing environments in order to ensure linearity. The context is split following a split of linear types. which is defined as follows:

\[
\ell_i T \vdash \ell_i T \equiv \ell_i T
\]

\[
T \vdash T \equiv T
\]

\[
T \vdash S \equiv (\text{error}) \text{ otherwise}
\]

The context split is defined as follows:

\[
(\Gamma_1 \equiv \Gamma_2)(x) \equiv
\begin{align*}
\Gamma_1(x) \equiv \Gamma_2(x) & \quad \text{if both } \Gamma_1(x) \text{ and } \Gamma_2(x) \text{ are defined} \\
\Gamma_1(x) & \quad \text{if } \Gamma_1(x), \text{ but not } \Gamma_2(x), \text{ is defined} \\
\Gamma_2(x) & \quad \text{if } \Gamma_2(x), \text{ but not } \Gamma_1(x), \text{ is defined} \\
\text{undef} & \quad \text{if both } \Gamma_1(x) \text{ and } \Gamma_2(x) \text{ are undefined}
\end{align*}
\]

Some comments on the typing rules follow. Rules for input and output processes are straightforward: on a linear input, respectively output, channel \( x \) a value \( v \) of the correct type is received, respectively sent, with a continuation process \( P \). Rule on restriction states asserts that process \( (\nu x : \ell_i T)P \) is well-typed provided \( P \) is well-typed in a context extended with \( x : \ell_i T \). Following the definition of context split above it means \( x : \ell_i T, x : \ell_i T \) and this is a fundamental feature exploited in the encoding. It is important to notice that the standard rule for restriction assigns to \( x \) some general channel type \( T \) and not necessarily \( \ell_i T \). We have adopted the rule in this simplified form as it used in our encoding, presented in the next section. A variant value \( l(x) \) is of type \( (l_i T) \) if \( v \) is of type \( T \). Notice that, by means of subtyping, we can also derive that \( l(x) \) is of type \( \{ l_i : T_1 \ldots l_i : T_n \} \). Process case of \( \{ l_1 : (x_1 : T_1) \rightarrow P_1 \ldots l_n : (x_n : T_n) \rightarrow P_n \} \) is well-typed if value \( v \) has variant type and every process \( P_i \) is well-typed assuming \( x_i \) has type \( T_i \).

**Operational Semantics** We present in Figure 4 two transition rules. Again, as for sessions, we do not present the other rules as they are standard. Rule \([R\pi\text{-Com}]\) is very similar to the corresponding one in session processes. The only difference here is that we are considering the polyadic \( \pi \)-calculus. Rule \([R\pi\text{-Case}]\) is also called a case normalization. The case process evolves to \( P_j \) substituting \( x_j \) with the value \( v \), if the label \( l_j \) is chosen. Structural congruence and the corresponding rules are standard again.

### 3. Encoding

Session types guarantee that only the communicating parties know the corresponding endpoints of the session channel, thus providing
Types  \( T := \ell_1 T \mid \ell_2 T \mid \ell_3 T \mid (l_1 T, \ldots, l_m T) \mid (T \times \ldots \times T) \)  

<table>
<thead>
<tr>
<th>Processes</th>
<th>( P := \pi(\bar{v}).P )</th>
<th>output</th>
<th>(( v ))( P )</th>
<th>case ( v ) of ( [l_1.(x_1) \triangleright P_1 \ldots l_n.(x_n) \triangleright P_n] )</th>
<th>scope restriction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( x(\bar{y}).P )</td>
<td>input</td>
<td>( P \mid Q )</td>
<td>case ( v ) of ( [l_1.(x_1) \triangleright P_1 \ldots l_n.(x_n) \triangleright P_n] )</td>
<td>case</td>
</tr>
<tr>
<td></td>
<td>( P[Q] )</td>
<td>composition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( 0 )</td>
<td>inaction</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Values \( v := x \) | variable \( l_v \) | variant value     | true | false | boolean values |

| Transitions | \( \pi(\bar{v}).P \mid x(\bar{z}).Q \rightarrow P \mid Q{\bar{v}/\bar{z}} \) | \( \text{case } v \text{ of } [l_1.(x_1) \triangleright P_1 \ldots l_n.(x_n) \triangleright P_n] \rightarrow P_j \) for \( j \in \{1 \ldots n\} \) |

**Figure 4.** Syntax and Semantics for \( \pi \)-calculus

\[
\begin{align*}
\Gamma_1 \vdash x : \ell_1 T & \quad \Gamma_2, y : T \vdash P \quad [T\pi-In] \\
\Gamma_1 \bowtie \Gamma_2 \vdash x(y).P & \\
\Gamma_1 \vdash x : \ell_1 T & \quad \Gamma_2 \vdash v : T \quad \Gamma_3 \vdash P \quad [T\pi-Out] \\
\Gamma_1 \bowtie \Gamma_2 \bowtie \Gamma_3 \vdash \pi v.P & \\
\Gamma, x : \ell_1 T \vdash P & \quad [T\pi-Res] \\
\Gamma \vdash (\nu x : \ell_1 T)P & \\
\Gamma \vdash v : T & \quad [T\pi-Var] \\
\Gamma_1 \vdash v : (l_1 T_1 \ldots l_n T_n) & \quad \gamma_2, x : T_i \vdash P_i \quad \forall i \\
\Gamma_1 \bowtie \Gamma_2 \vdash \text{case } v \text{ of } [l_1.(x_1) \triangleright P_1 \ldots l_n.(x_n) \triangleright P_n] \quad [T\pi-Case] \\
\end{align*}
\]

**Figure 5.** Some typing rules for \( \pi \) processes

privacy. Moreover, the opposite endpoints should have dual types, thus providing communication safety. The interpretation of session types should take into account these fundamental issues. In order to guarantee privacy and safety of communication we adopt linear channels that are used exactly once. Privacy is ensured since the linear channel is used at most once and so it is known only to the interacting parties. Communication safety is ensured since the linear channel is used at least once and so the output/input actions are necessarily performed. Obviously, values transmitted should be checked if they have the right type as specified by the protocol.

In the following we provide an encoding of session types into ordinary \( \pi \) types and of session processes into \( \pi \)-calculus ones. The intuition behind our encoding is that the continuation behavior of the session channel instead of being explicitly put into the type, as in session types, is sent along with the message at each output.

### 3.1 Type Encoding

First we present the encoding of session types into ordinary \( \pi \) types, which is defined in Figure 6.

The encoding of the terminated communication channel is a linear channel with no capabilities, meaning that it cannot be used neither for input nor for output. The session channel type \( ?TS \) is interpreted as the linear input channel type carrying a pair of values of type the encoding of \( T \) and of the encoding of continuation \( S \). The encoding of \( !TS \) is a linear type used in output to carry a pair of values of type the encoding of \( T \) and of type the encoding of the dual of \( S \). Note that in this case it is the dual of \( S \) to be sent since it is the type of a channel as seen by the receiver. The branch and the select types are generalizations of input and output types, respectively. Consequently, they are interpreted as linear input and linear output channels carrying variant types having the same labels \( l_1 \ldots l_m \) and the types encodings of \( S_1 \ldots S_n \) and \( S_1 \ldots S_n \), respectively. Again, the reason for duality is the same as for the output type.

As mentioned above, in order to establish a communication, the opposite endpoints of the session channel should have dual types. Consider the following dual types: \( S = \exists \text{Int.\text{Int.end}} \) and \( \overline{S} = \exists \text{Int.?Int.end} \). Their encoding is the following: \( [S] = \ell, [\text{Int.\text{Int.end}}] = [\text{Int.\text{Int.end}}] = \ell, [\text{Int.\text{Int.end}}] = [\text{Int.\text{Int.end}}] = \ell \). It turns out that the duality of session types boils down to opposite capabilities of linear channel types. The encodings above differ only in the outermost level, that corresponds to having \( \ell_1 \) or \( \ell_2 \) types. The \( \pi \) channels having these types carry exactly the same messages. This happens because duality is incorporated in the output typing, where the receiver’s point of view of the output type is considered, which is therefore dual w.r.t. that of the sender. The encoding simplifies the structure of the pair of dual session types. So, it can render the process of abstracting protocols as structured types easier.

To conclude, let us recall the syntax of types in Vasconcelos [21], where the qualifiers are present. What we encode are the session types (given by the syntactic category \( S \Rightarrow \)), that correspond to the linear types in [21] while the standard \( \pi \) types (given by the syntactic category \( T \Rightarrow \)) that correspond to the unstructured types in [21], remain as such, i.e. they are not encoded as they are already present in the \( \pi \)-calculus.

### 3.2 Process Encoding

The encoding of session processes into \( \pi \)-calculus processes is defined in Figure 6.
The encoding of terms differs from the encoding of types as it is parametrized in a function \( f \) that renames the linear channels involved in the communication. The reason for \( f \) is the following: since we are using linear types, once a channel is used, it cannot be used again for transmission. To enable structured communications however, like session types do, the channel is renamed: a new channel is created and is sent to the partner in order to use it to continue the rest of the session. This procedure is repeated at every step of communication and the function \( f \) is updated to the new name created.

Some explanations on the encoding are provided. The encoding of the output process is as follows: a new channel name \( c \) is created and is sent together with the value \( v \) along channel \( x \) renamed by function \( f \). We denote this by \( f_x \); the encoding of the continuation process \( P \) is parametrized in \( f \) where name \( x \) is updated to \( c \). Similarly, the input process listens on channel \( f_x \) and receives a value, that substitutes variable \( y \) and a fresh channel \( c \) that substitutes \( x \) in the continuation process encoded in \( f \) updated.

As shown in Section 2.1, the syntax of session processes we have adopted here has a particular treatment of the binding constructor: \((x\nu y)P\) creates two fresh names and binds them in \( P \) and together as being the opposite endpoints of the same session channel. Since there is no such binding in \( \nu \)-calculus, the encoding is given by the creation of a new name \( \nu c \) of linear channel type with both capabilities of input/output. This may lead the reader to think of subject reduction failure, as shown in [22], since two opposite endpoints are being encoded as a single name \( c \). However, this name substitutes \( x \) and \( y \) in the encoding of \( P \) in such a way that the capability of \( c \) matches the encoding of the type of that name. Namely, each endpoint corresponds to channel \( c \) having only one of the capabilities, input or output, whereas the other one corresponds to the opposite endpoint. So, in session types we use two names \( x \) and \( y \), whereas in \( \nu \)-calculus we introduce a single name \( c \) having two capabilities. This is a static check performed by the type system. We sometimes denote \( c_0 \) and \( c_\ell \) to emphasize the capabilities of \( c \).

The last two constructs correspond to selection and branching processes. The selection process \( x <_L P \) is encoded as the process that first creates a new channel \( c \) and then sends on \( f_x \) a variant value, \( l.c \) where \( l \) is the label it is selecting and \( c \) is the channel created to be used for the rest of the session. Afterwards it proceeds as process \( P \) encoded in \( f \) updated. The branching process is the most complicated one: it receives on \( f_x \) a value, typically being a variant value \( l.c \), to substitute the placeholder \( y \) in the case process. The value \( l.c \), as for the selection, is composed by the label \( l \), that the partner has chosen and the channel \( c \) to be used in the continuation processes. According to the label received one of the corresponding processes \([P_1]_{x \leftarrow c} \cdots [P_n]_{x \leftarrow c}\) is chosen and again the encoding is parametrized in \( f \) updated by \( x \leftarrow c \). Note that the name \( c \) is bound in any process \([P]_{x \leftarrow c}\).

The encoding of other process constructs, like inaction, standard scope restriction, parallel composition etc. is a homomorphism.

For a better understanding of the encoding, let us consider a simple example: the equality test. The server and client processes are the following.

```
server = x?(v_1).x?(v_2).x!v_1 == v_2.0
client = y!([3],y!([5],y?v_3)).0
```

They communicate on a session channel by owning two opposite endpoints \( x \) and \( y \), respectively. The server accepts two integer values in sequence \( v_1 \) and \( v_2 \) and sends back true or false depending on whether these values are equal or not \( v_1 == v_2 \). The client process behaves dually: it sends to the server two integer values \( 3 \) and \( 5 \) and waits for a boolean answer. After this communication, they both terminate. The encodings of server and client processes are:

```
[server]_f = z(v_1,c).c(v_2,c').(\nu c'')z'(v_2 == v_3, c'').0
[client]_f = (\nu c)z(3,c).c'(5,c').c''.(eq.c'').0
```

In the encoding, at the very first step, function \( f \) initializes \( x \) and \( y \) to a new name \( z \), and after that, before every output action, a new channel \( c', c'', c''' \) is created and sent to the partner together with the value.

Session types associated to channel endpoints \( x, y \) on which this interaction takes place, are as follows:

```
x : \nu Int,\nu I n t ? Boolean.end  
y : I n t ! I n t ? Boolean.end
```

Following the encoding definition we have the following:

```
[x] = \ell_i[Int,\ell_x[Int,\ell_o[Boolean,unit]]]
[y] = \ell_o[Int,\ell_x[Int,\ell_o[Boolean,unit]]]
```

### 3.3 Properties

The encoding presented previously can be taken as the semantics of session types and session terms. The following results show that we can derive the typing judgments and Subject Reduction and Type Safety of the session calculus.

**Theorem 1 (Type Correctness).** \( \Gamma \vdash P \) if and only if \( [\Gamma]_f \vdash [P]_f \).

**Proof.** \( \Rightarrow \) It is proved by induction on the length of the derivation \( \Gamma \vdash P \). Let us consider just one case of the proof.
Case (T-Res):
\[ \Gamma, x : T, y : \overline{T} \vdash P \]
\[ \Gamma \vdash (\nu z)P \]

To prove \([\Gamma] f \vdash (\nu z)P\), following the encoding, \((\nu z)P\) = \((\nu z)(P)\) where \(z \in X\). By IH \([\Gamma_1] f \vdash [\overline{T}], y : [\overline{T}] \vdash [P]_{f,(x,y)}\).

The encoding of dual types is as follows: \([T] = \nu z[\Gamma]\) where we leave unspecified the innermost level of the type as it is not important. We will introduce a fresh name \(z\) having type \(\nu z[\Gamma]\) \(\vdash \nu x[\nu z[\Gamma]]\) i.e. a type having both the type capabilities of outermost capabilities of \(T\) and \(\overline{T}\) maintaining the internal structure of the types. So, we can modify the IH as follows: \([\Gamma_1] f, z : \nu z[\nu z[\Gamma]] \vdash [P]_{f,(x,y,z)}\), where \(x\) is substituted by \(z\) having type \(\nu z[\nu z[\Gamma]]\) whilst, \(y\) is substituted by \(z\) having type \(\nu z[\nu z[\Gamma]]\). Using rule LIN-RES in \(pi\), we have:
\[ [\Gamma_1] f, z : \nu z[\nu z[\Gamma]] \vdash [P]_{f,(x,y,z)} \]
\[ [\Gamma_1] f \vdash (\nu z)[P]_{f,(x,y,z)} \]

\(\Box\) It is proved by induction on the structure of \(P\). We consider again one case of the proof just to illustrate it.

Case \(P = x(y).P\): Suppose \([\Gamma_1] f \vdash [x(y).P\] \(\vdash f_0(y,c).[P]_{f,(x,c)}\).

This is derived by using LIN-INF as the last rule:
\[ [\Gamma_1] f \vdash f_0(x) \quad [\Gamma_2] f, y : W_1, c : W_2 \vdash [P]_{f,(x,c)} \quad [\Gamma_1] f \vdash f_0(x) \quad [\Gamma_2] f, y : W_1, c : W_2 \vdash [P]_{f,(x,c)} \]

\(\Box\) It is proved by induction on the length of the proof of the reduction \(P \rightarrow P\). We consider the following base cases:

Case (R-Com):
\[ P = (\nu x)(\nu y)(z)(v,w).P_1 \mid y !(z), P_2 \rightarrow (\nu x)(\nu y)(P_1 \mid P_2(v/w)) = P' \]
\[ [P]_f \triangleq [(\nu x)(\nu y)(z)(v,w).P_1 \mid y !(z), P_2]_f \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1, P_2 \]
\[ \triangleq (x)(y)(x)(y)(z)(v,w).P_1, P_2 \]
\[ \triangleq (x)(y)(x)(y)(z)(v,w).P_1, P_2 \]

(an α-conversion in order to have c in the rhs)

\[ \rightarrow (\nu y)(x)(\nu y)(z)(v,w).P_1, P_2 \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1, P_2 \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1, P_2 \]

The following also holds:
\[ [P']_f \triangleq [(\nu x)(\nu y)(z)(v,w).P_1 \mid P_2(v/w)]_f \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1 \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1 \]

The following also holds:
\[ [P']_f \triangleq [(\nu x)(\nu y)(z)(v,w).P_1 \mid P_2(v/w)]_f \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1 \]
\[ \triangleq (\nu y)(x)(\nu y)(z)(v,w).P_1 \]
operation is contra-variant. The continuation type is co-variant in both cases. This is a difference w.r.t. the corresponding rules in \(\pi\)-
calculus. There are two rules for labelled types, namely \((S\text{-}brch)\) and \((S\text{-sel})\) being both co-variant in depth in the types of values they transmit and being co-variant and contra-variant in breadth, respectively.

In \(\pi\)-calculus with sessions and subtyping, one must deal both with ordinary subtyping on \(\pi\) types and on session types. This introduces a duplication of effort that grows as the type syntax and type system become richer. For example, this duplication is very heavy when recursive types are included. If the type system is structural, then subtyping on recursive types is established with coinductive techniques. These techniques must be defined and proved sound both on ordinary \(\pi\) types and on session types. In addition, on session types one also needs coinductive techniques to formalize type duality.

The encoding is used, as in the previous section, to derive basic properties of session types; in addition to Theorem 1 and 2 here we have to take into account the subtyping relation. Therefore, it is important to prove the validity of subtyping, which is necessary in order to extend Subject Reduction and Type Safety.

**Theorem 3** (Validity of Subtyping). \(T <: S\) if and only if \([T] \leq [S]\).

**Proof 4.** \((\Rightarrow)\) The proof is by induction on the derivation of \(T <: S\). To give an idea of the proof we consider the following case:

*Case input:*

Where \(T = ?T_1, T_2\) and \(S = ?S_1, S_2\). By induction hypothesis:

\([T_1] \leq [S_1] \text{ and } [T_2] \leq [S_2].\)

To prove \(?[T_1, T_2] \leq [?S_1, S_2].\)

Since \(?[T_1, T_2] = \ell_i([T_1], [T_2])\) and \(?[S_1, S_2] = \ell_i([S_1], [S_2])\), using the IH and the rule \((S\text{-}inp)\) with \(I = \{i\}\) we have:

\[
\begin{align*}
[T_1] & \leq [S_1] \quad [T_2] \leq [S_2] \\
\ell_i([T_1], [T_2]) & \leq \ell_i([S_1], [S_2])
\end{align*}
\]

\((\Rightarrow)\) The proof is by induction on the structure of session types \(T, S\). Again, let us consider an example one case of the proof:

*Case input:*

\(T = !T_1, T_2\) and \(S = !S_1, S_2\). The encodings are \(![T_1, T_2] = \ell_o([T_1], [T_2])\) and \(![S_1, S_2] = \ell_o([S_1], [S_2])\) and we suppose \([T] \leq [S]\). To prove \(T < S\). Using the following rule in pi we have:

\[
\begin{align*}
[S_1] & \leq [T_1] \quad [S_2] \leq [T_2] \\
\ell_o([T_1], [T_2]) & \leq \ell_o([S_1], [S_2])
\end{align*}
\]

An auxiliary Lemma gives \([T_2] \leq [S_2]\) if and only if \([S_2] \leq [T_2]\) and by IH we have \(S_1 < T_1\) and \(T_2 < S_2\). We conclude using rule \((S\text{-}out)\).

The other cases of the proof follow in a similar way.

Subtyping in session types has been studied in details in [5, 21]: we can derive the main results in these papers as straightforward corollaries via the encoding along the lines of what we have shown for Subject Reduction and Validity of Subtyping. Examples are: reflexivity and transitivity of subtyping; and all the auxiliary lemmas (e.g. substitution).

The above results remain valid with the addition of recursive types; in this case we can also obtain for free all the coinductive techniques for subtyping and duality in session types.

## 5. Polymorphism

Polymorphism is a common and useful type abstraction in programming languages as it allows operations that are generic by using an expression with several types. Polymorphism is added both on session side and on the \(\pi\) side. In this section we show that this duplication is not necessary: all the theory of polymorphism in session types can be derived by the corresponding theory in the \(\pi\)-calculus. This holds for the standard parametric polymorphism as well as for bounded polymorphism.

### 5.1 Parametric Polymorphism

Let us consider (existential) parametric polymorphism. This form of polymorphism has not been studied in session types. We need to extend the syntax of types \(T\) with type variable \(X\) and polymorphic type \((X; T)\).

**Types**

- \(\forall X\ T\)
- Channel
- \(X\)
- Type variable
- \((X; T)\)
- Polymorphic type
- \(
\begin{align*}
X & \vdash X \\vdash (X; T) \\
\end{align*}
\)

The syntax of session types remains unchanged. Modifications in the syntax of types introduce modifications in the syntax of terms, as expected. So, we add polymorphic value \((T; v)\) and unpacking process \(open\ v\ as\ (X; x)\) in \(P\), the same constructs as in \(\pi\)-calculus. Note that value \(v\) and hence name \(x\), can be tuples of values, respectively names, in order to accommodate polyadicity.

Since we added polymorphic constructs in the syntax of standard types and we left the syntax of session types unchanged, the encoding of session types is the same as before, hence the encoding of types is a homomorphism. In particular, polymorphic constructs are encoded as

\[
\begin{align*}
X & = X \\
(X; T) & = (X; T)
\end{align*}
\]
The same holds for the terms of the calculus with or without sessions: we added the same value and process constructs on both sides and thus the encoding is again a homomorphism

\[ [(T;v)]_f = ([T];[v])_f \]

\[ \text{open } v \text{ as } (X;x) \text{ in } P \]_f = \text{open } [v]_f \text{ as } [(X;x)] \text{ in } [P]_f \]

In the case of polymorphic calculi we prove the correctness of the typing derivation, by considering only the polymorphic types/terms constructs and the corresponding typing rules. We also prove the operational correspondence for the new process constructs added. The typing judgments are of the form \( \Delta, \Gamma \vdash P \) where \( \Delta \) is the set of type variables present in \( P \). This is the only difference w.r.t. typings introduced before. The following theorem states the correctness result for polymorphic types.

**Theorem 4.** \( \Delta, \Gamma \vdash P \) if and only if \( \Delta, [\Gamma]_f \vdash [P]_f \). The operational correspondence for polymorphic calculi merely adds a case to Theorem 2 stated previously. Again, Subject Reduction and Type Safety and other basic properties are derived as in the previous sections.

### 5.2 Bounded Polymorphism

We now consider the bounded polymorphism, studied in [4], which is a form of parametric polymorphism. This kind of polymorphism has not been studied yet in \( \pi \)-calculus; we add it and show how we can derive bounded polymorphism in session types passing through the \( \pi \) types.

Bounded polymorphism in session types [4] is added only to the labels in the branch and select constructs. The two type constructs have now the following shape:

\[ \& \{l_1(X_1 \leq B_1) : S_1, \ldots, l_n(X_n \leq B_n) : S_n \} \]

\[ @ \{l_1(X_1 \leq B_1) : S_1, \ldots, l_n(X_n \leq B_n) : S_n \} \]

where \( B \) stands for basic types (e.g. integer, boolean, \( X, \ldots \)) not channel types.

In order to have bounded polymorphism also in the \( \pi \)-calculus, we should add it to the syntax of types, precisely attached to the labels of variant types as follows:

\[ \{l_1(X_1 \leq B_1) : T_1, \ldots, l_n(X_n \leq B_n) : T_n \} \]

So, on both the \( \pi \)-calculi with or without sessions, we should take into account the condition \( X_i \leq B_i \) and \( X_i \) should be instantiated with a type that satisfies the condition. The syntax of processes should be modified accordingly, by adding the bound type to the labels. The typing rules are now similar on both calculi and the same holds for the operational semantics. The encoding is once again a homomorphism and is given in Figure 8.

By using the encoding and the bounded polymorphism in \( \pi \)-calculus, we can derive bounded polymorphism in session types. Furthermore, all the results presented in Section 4 and 5.1 are derivable for free.

### 6. Higher-Order

Higher-Order \( \pi \)-calculus (HO\( \pi \)) models mobility of processes that can be sent and received and thus can be run locally [18]. Higher-order in sessions has the same benefits as that in \( \pi \)-calculus, in particular, it models code mobility in a distributed scenario. What we want to do is to use HO\( \pi \) to provide sessions with higher-order capabilities by exploiting the encoding, as we did with subtyping and polymorphism.

Let us consider higher-order sessions [15].

The syntax of types is the following. We consider standard \( \pi \) channel types, session types and types taken from the simply-typed \( \lambda \)-calculus. The syntax \( T \) of types is extended with two functional type constructs: a standard one \( T \to \emptyset \), assigned to a functional term that can be used without any restriction and, a linear functional type \( T \to 1 \emptyset \) assigned to a term that should be used exactly once. The reason for this is that a function may contain free session channels, hence it should necessarily be used at least once in order to complete the session and should not be used more than once, so not to violate session safety. Regarding terms, \( \pi \)-calculus with session primitives is augmented with call-by-value \( \lambda \)-calculus primitives, namely abstraction \( \lambda x : T.P \) and application \( PQ \).

HO\( \pi \) types, given in Figure 10, include the standard functional type and its terms include abstraction and application. The only type construct missing w.r.t. higher order session types is the linear functional type, which we add in order to properly define the encoding. The syntax of terms, on the contrary, is unchanged and remains the one of HO\( \pi \).

The encoding is a homomorphism on the higher-order constructs added to the syntax of types and terms on both calculi. It is presented in Figure 11.

\[
\begin{align*}
T &::= 4T & \text{standard channel type} \\
&| S & \text{session type} \\
&| T \to \emptyset & \text{functional type} \\
&| T \to 1 \emptyset & \text{linear functional type} \\
S &::= \ldots & \text{Session Types}
\end{align*}
\]

**Figure 9.** Higher-order session types

\[
\begin{align*}
T &::= \ell_i T & \text{linear input} \\
&| \ell_o T & \text{linear output} \\
&| \ell_1 T & \text{linear connection} \\
&| \{l_1, T_1 \ldots l_n, T_n\} & \text{variant type} \\
&| T \to \emptyset & \text{functional type} \\
&| T \to 1 \emptyset & \text{linear functional type}
\end{align*}
\]

**Figure 10.** Higher-order \( \pi \) types

Typing judgements, in \( \pi \)-calculus with and without sessions are of the form \( \Gamma; \Sigma; S \vdash P \), where \( \Sigma \) denotes the set of session channels typed by session types, \( S \) is the set of linear functional variables and \( \Gamma \) contains the rest in order to type \( P \).

Regarding the higher-order calculus, the assertion of type correctness becomes:

**Theorem 5.** \( \Gamma; \Sigma; S \vdash P \) if and only if \( [\Gamma]_f ; [\Sigma]_f ; [S]_f \vdash [P]_f \)

The result of the operational correspondence for the higher-order is as before. Again, we derive Subject Reduction, Type Safety and other Lemmas as corollaries.

### 7. Further Considerations

As explained in the previous sections, a session type is interpreted as a linear channel type, which in turn carries a linear channel. In
order to satisfy this linearity, on behalf of terms, a fresh channel is created at any step of communication and is sent to the partner along with the message to be transmitted. The sent channel will be used to handle the rest of the communication. What we just said describes the encoding of the output process transmitting some value \( v \):

\[
(\nu b)\pi(v, b).[P]_{\nu v \Rightarrow b} = (\nu c)f_{\pi}(T).c.\mathcal{C}[P]_{f, (x \Rightarrow c)} = f_{\pi}(y). \text{case } y \text{ of } [f,T_{\leq v}. T \Rightarrow c] \Rightarrow [P]_{f, (x \Rightarrow c)} \Rightarrow [P]_{f, (x \Rightarrow c)}
\]

This leads to a typing problem, since the process is not well-typed, as it obviously violates linearity. In order to overcome this problem, we introduce the following typing rule:

\[
\Gamma \vdash v : \ell_0 T, \quad \Gamma_2, v : \ell_1 S \vdash w : T, \quad \Gamma_3, v : \ell_2 S \vdash P
\]

\[
\Gamma_1, \Gamma_2, \Gamma_3 \vdash \pi(w).P
\]

We have proved that (1) and (2) are typed strong barbed congruent. The modified rule may be seen as an optimization of linear types, allowing reuse of channel names. The optimization would make the encoding of session types simpler— a linear channel would be used like a session channel and therefore the function parameter \( f \) of the encoding would not be needed. In our presentation, we have preferred not to do so in order to relate ourselves to the standard \( \pi \)-calculus and its theory.

8. Conclusions, Related and Future Work

This paper proposes an interpretation of session types into ordinary \( \pi \) types, more precisely into linear types and variant types. Linear types [14] force a channel to be used exactly once. Variant types [18] are a labeled form of disjoint union of types.

The idea of the encoding of session types into \( \pi \)-calculus linear types is not new. Kobayashi [13] was the first to propose such an encoding, but he did not provide any formal study of it. Demangeon and Honda [2] provide a subtyping theory for a \( \pi \)-calculus augmented with branch and select constructs and show an encoding of the session calculus. They prove the soundness of the encoding and the full abstraction. The main differences w.r.t. our work are: (i) the target language is closer to the session calculus having branch and select constructs (instead of having just one variant construct), and a refined subtyping theory is provided, while we focus on encoding the session calculus in the standard \( \pi \)-calculus in order to exploit its rich and well-established theory; (ii) we study the encoding in a systematic way as a means to formally derive session types and all their properties, in order to provide a methodology for the treatment of session types and their extensions without the burden of establishing the underlying theory (specifically, [2] focuses on subtyping issues).

Other expressivity results regarding session types theory include the work by Caires and Pfenning [1]. They present a type system for the \( \pi \)-calculus that corresponds to the standard sequent calculus proof system for dual intuitionistic linear logic. They give an interpretation of intuitionistic linear logic formulas as a form of session types. These results are complemented and strengthened with a theory of logical relations [16]. Moreover an interpretation of the simply-typed \( \lambda \)-calculus in \( \pi \)-calculus is given in [20].

Igarashi and Kobayashi [9] have developed a single generic type system (GTS) for the \( \pi \)-calculus from which numerous specific type systems can be obtained by varying certain parameters. A range of type systems are thus obtained as instances of the generic one. Gay, Gesbert and Ravara [6] define an interpretation from session types and terms into GTS by proving operational correspondence and correctness of the encoding. However, as the authors state, the encoding they present is very complex and deriving properties of sessions passing through GTS would be more difficult than proving them directly.

We develop Kobayashi’s proposal of an encoding of session types into ordinary \( \pi \) types. We show that the encoding is faithful, in that it allows us to derive all the basic properties of session types, exploiting the analogous properties of \( \pi \) types. We then show that the encoding is robust, by analyzing a few non-trivial extensions to session types, namely subtyping, polymorphism and higher-order. Finally, we propose an optimization of linear channels permitting the reuse of the same channel for the continuation of the communication and prove a typed barbed congruence result. This optimization considerably simplifies Kobayashi’s encoding, which on some terms (for example, input and output processes) becomes the identity relation (the encoding of session types, however is the same as before).

The benefits coming from the encoding include the elimination of the redundancy introduced both in the syntax of types and of terms, and the derivation of properties (Subject Reduction, Type Safety, . . . ) as straightforward corollaries (thus eliminating redundancy also in the proofs). Issues like opposite endpoints of a session channel and duality of types assigned to these endpoints are handled by the theory of \( \pi \); there is just one channel we deal with (no need to distinguish endpoints) and duality boils down to having opposite outermost capabilities of linear channel types. Moreover, the robustness of the encoding allow us to easily obtain extensions of the session calculus, by exploiting the theory of the \( \pi \)-calculus. As we have shown in Section 5.2, when we presented the bounded polymorphism, our approach makes it easy even when the intended extension was not already present in the \( \pi \)-calculus. In these cases one can just provide the \( \pi \)-calculus with the intended capability and obtain the same capability in sessions. The whole process has shown to be much easier passing through \( \pi \)-calculus than doing it from scratch for sessions.
We conclude that session types theory is indeed derivable from the theory of π calculus. This does not mean that we believe session types are useless: on the contrary, due to their simple and intuitive structure they represent a fine tool for describing and reasoning about communication protocols in distributed scenarios. Our aim is to provide a methodology for facilitating the definition of session types and their extensions, hence encouraging their study.

We are planning to investigate whether our approach can be taken a step further, by modifying the encoding in order to accommodate notions of causality needed to capture multiparty communication behavior [8] and deadlock freedom [10, 12].
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