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ABSTRACT
We define a language CQP (Communicating Quantum Pro-
cesses) for modelling systems which combine quantum and
classical communication and computation. CQP combines
the communication primitives of the pi-calculus with primi-
tives for measurement and transformation of quantum state;
in particular, quantum bits (qubits) can be transmitted from
process to process along communication channels. CQP has
a static type system which classifies channels, distinguishes
between quantum and classical data, and controls the use
of quantum state. We formally define the syntax, opera-
tional semantics and type system of CQP, prove that the
semantics preserves typing, and prove that typing guaran-
tees that each qubit is owned by a unique process within
a system. We illustrate CQP by defining models of several
quantum communication systems, and outline our plans for
using CQP as the foundation for formal analysis and verifi-
cation of combined quantum and classical systems.

Categories and Subject Descriptors
D.3.1 [Programming Languages]: Formal Definitions and
Theory; F.3.1 [Logics and Meanings of Programs]: Spe-
cifying and Verifying and Reasoning about Programs—spec-
ification techniques; F.3.1 [Logics and Meanings of Pro-

grams]: Semantics of Programming Languages—operation-
al semantics

General Terms
Languages, Theory, Verification
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Formal language, quantum communication, quantum com-
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1. INTRODUCTION
Quantum computing and quantum communication have

attracted growing interest since their inception as research
areas more than twenty years ago, and there has been a
surge of activity among computer scientists during the last
few years. While quantum computing offers the prospect
of vast improvements in algorithmic efficiency for certain
problems, quantum cryptography can provide communica-
tion systems which will be secure even in the presence of hy-
pothetical future quantum computers. As a practical tech-
nology, quantum communication has progressed far more
rapidly than quantum computing. Secure communication
involving quantum cryptography has recently been demon-
strated in a scenario involving banking transactions in Vi-
enna [21], systems are commercially available from Id Quan-
tique, MagiQ Technologies and NEC, and plans have been
reported to establish a nationwide quantum communication
network in Singapore. Secure quantum communication will
undoubtedly become a fundamental part of the technologi-
cal infrastructure of society, long before quantum computers
can tackle computations of a useful size.
However, secure quantum communication is not a solved

problem. Although particular protocols have been mathe-
matically proved correct (for example, Mayers’ analysis [13]
of the Bennett-Brassard protocol (BB84) [3] for quantum
key distribution), this does not guarantee the security of
systems which use them. Experience of classical security
analysis has shown that even if protocols are theoretically
secure, it is difficult to achieve robust and reliable imple-
mentations of secure systems: security can be compromised
by flaws at the implementation level or at the boundaries be-
tween systems. To address this problem, computer scientists
have developed an impressive armoury of techniques and
tools for formal modelling, analysis and verification of clas-
sical security protocols and communication systems which
use them [23]. These techniques have been remarkably suc-
cessful both in establishing the security of new protocols
and in demonstrating flaws in protocols which had previ-
ously been believed to be secure. Their strength lies in the
ability to model systems as well as idealized protocols, and
the flexibility to easily re-analyze variations in design.
Our research programme is to develop techniques and

tools for formal modelling, analysis and verification of quan-
tum communication and cryptographic systems. More pre-
cisely we aim to handle systems which combine quantum and
classical communication and computation, for two reasons:
the first quantum communication systems will implement
communication between classical computers; and protocols



such as BB84 typically contain classical communication and
computation as well as quantum cryptography. We cannot
simply make use of existing techniques for classical secu-
rity analysis: for example, treating the security of quantum
cryptography axiomatically would not permit analysis of
the protocols which construct quantum cryptographic keys.
Furthermore, the inherently probabilistic nature of quantum
systems means that not all verification consists of checking
absolute properties; we need a probabilistic modelling and
analysis framework.
Any formal analysis which involves automated tools re-

quires a modelling language with a precisely-defined seman-
tics. The purpose of this paper is to define a language, CQP
(Communicating Quantum Processes), which will serve as
the foundation for the programme described above. CQP
combines the communication primitives of the pi-calculus
[15, 25] with primitives for transformation and measurement
of quantum state. In particular, qubits (quantum bits, the
basic elements of quantum data) can be transmitted along
communication channels. In Section 3 we introduce CQP
through a series of examples which cover a wide spectrum of
quantum information processing scenarios: a quantum coin-
flipping game; a quantum communication protocol known
as teleportation; and a quantum bit-commitment protocol.
The latter will lead naturally to a model of the BB84 quan-
tum key-distribution protocol in future work. In Section 4
we formalize the syntax of CQP and define an operational
semantics which combines non-determinism (arising in the
same way as in pi-calculus) with the probabilistic results of
quantum measurements. In Section 5 we define a static type
system which classifies data and communication channels,
and crucially treats qubits as physical resources: if process
P sends qubit q to process Q, then P must not access q
subsequently, and this restriction can be enforced by static
typechecking. In Section 6 we prove that the invariants of
the type system are preserved by the operational semantics,
guaranteeing in particular that at every point during execu-
tion of a system, every qubit is uniquely owned by a single
parallel component. In Section 7 we outline our plans for
further work, focusing on the use of both standard (non-
deterministic) and probabilistic model-checking systems.

Related Work
There has been a great deal of interest in quantum pro-
gramming languages, resulting in a number of proposals in
different styles, for example [10, 18, 24, 26, 29]. Such lan-
guages can express arbitrary quantum state transformations
and could be used to model quantum protocols in those
terms. However, our view is that any model lacking an
explicit treatment of communication is essentially incom-
plete for the analysis of protocols; certainly in the classical
world, standard programming languages are not considered
adequate frameworks in which to analyze or verify proto-
cols. Nevertheless, Selinger’s functional language QPL [26]
in particular has influenced our choice of computational op-
erators for CQP.
The closest work to our own, developed simultaneously

but independently, is Jorrand and Lalire’s QPAlg [9], which
also combines communication in process calculus style with
transformation and measurement of quantum state. The
most distinctive features of our work are the type system and

associated proofs, the explicit formulation of an expression
language which can easily be extended, and our emphasis
on a methodology for formal verification.
The work of Abramsky and Coecke [2] is also relevant.

They define a category-theoretic semantic foundation for
quantum protocols, which supports reasoning about systems
and exposes deep connections between quantum systems and
programming language semantics, but they do not define a
formal syntax in which to specify models. It will be inter-
esting to investigate the relationship between CQP and the
semantic structures which they propose.

Acknowledgements We have benefitted from discussions
with Philippe Jorrand, Marie Lalire and Nick Papanikolaou,
and from the insightful comments of several referees.

2. PRELIMINARIES
We briefly introduce the aspects of quantum theory which

are needed for the rest of the paper. For more detailed
presentations we refer the reader to the books by Gruska [8]
and Nielsen and Chuang [17]. Rieffel and Polak [22] give an
account aimed at computer scientists.
A quantum bit or qubit is a physical system which has

two basis states, conventionally written |0〉 and |1〉, corre-
sponding to one-bit classical values. These could be, for
example, spin states of a particle or polarization states of a
photon, but we do not consider physical details. According
to quantum theory, a general state of a quantum system is
a superposition or linear combination of basis states. Con-
cretely, a qubit has state α|0〉 + β|1〉, where α and β are
complex numbers such that |α|2 + |β|2 = 1; states which
differ only by a (complex) scalar factor with modulus 1 are
indistinguishable. States can be represented by column vec-
tors: (

α
β

)
= α|0〉+ β|1〉.

Superpositions are illustrated by the quantum coin-flipping
game which we discuss in Section 3.1. Formally, a quantum
state is a unit vector in a Hilbert space, i.e. a complex vector
space equipped with an inner product satisfying certain ax-
ioms. In this paper we will restrict attention to collections
of qubits.
The basis {|0〉, |1〉} is known as the standard basis. Other

bases are sometimes of interest, especially the diagonal (or
dual, or Hadamard) basis consisting of the vectors |+〉 =
1√
2
(|0〉 + |1〉) and |−〉 = 1√

2
(|0〉 − |1〉). For example, with

respect to the diagonal basis, |0〉 is in a superposition of
basis states:

|0〉 = 1√
2
|+〉+ 1√

2
|−〉.

Evolution of a closed quantum system can be described
by a unitary transformation. If the state of a qubit is repre-
sented by a column vector then a unitary transformation U
can be represented by a complex-valued matrix (uij) such
that U−1 = U∗, where U∗ is the conjugate-transpose of U
(i.e. element ij of U∗ is ūji). U acts by matrix multiplica-
tion: (

α′

β′

)
=

(
u00 u01

u10 u11

)(
α
β

)

A unitary transformation can also be defined by its effect on
basis states, which is extended linearly to the whole space.



For example, the Hadamard transformation is defined by

|0〉 7→ 1√
2
|0〉+ 1√

2
|1〉

|1〉 7→ 1√
2
|0〉 − 1√

2
|1〉

which corresponds to the matrix

H =
1√
2

(
1 1
1 −1

)
.

The Hadamard transformation creates superpositions:

H|0〉 = |+〉 H|1〉 = |−〉.
We will also make use of the Pauli transformations, denoted
by either I, σx, σy, σz or σ0, σ1, σ2, σ3:

I or σ0 σx or σ1 σy or σ2 σz or σ3

(
1 0
0 1

) (
0 1
1 0

) (
0 −i
i 0

) (
1 0
0 −1

)

A key feature of quantum physics is the role of measure-
ment. If a qubit is in the state α|0〉 + β|1〉 then measuring
its value gives the result 0 with probability |α|2 (leaving it
in state |0〉) and the result 1 with probability |β|2 (leaving
it in state |1〉). Protocols sometimes specify measurement
with respect to a different basis, such as the diagonal basis;
this can be expressed as a unitary change of basis followed
by a measurement with respect to the standard basis. Note
that if a qubit is in state |+〉 then a measurement with re-
spect to the standard basis gives result 0 (and state |0〉) with
probability 1

2
, and result 1 (and state |1〉) with probability

1
2
. If a qubit is in state |0〉 then a measurement with respect

to the diagonal basis gives result1 0 (and state |+〉) with
probability 1

2
, and result 1 (and state |−〉)) with probability

1
2
, because of the representation of |0〉 in the diagonal basis

noted above. If a classical bit is represented by a qubit using
either the standard or diagonal basis, then a measurement
with respect to the correct basis results in the original bit,
but a measurement with respect to the other basis results
in 0 or 1 with equal probability. This behaviour is used by
the quantum bit-commitment protocol which we discuss in
Section 3.3.
To go beyond single-qubit systems, we consider tensor

products of spaces (in contrast to the cartesian products
used in classical systems). If spaces U and V have bases {ui}
and {vj} then U⊗V has basis {ui⊗vj}. In particular, a sys-
tem consisting of n qubits has a 2n-dimensional space whose
standard basis is |00 . . . 0〉 . . . |11 . . . 1〉. We can now consider
measurements of single qubits or collective measurements of
multiple qubits. For example, a 2-qubit system has basis
|00〉, |01〉, |10〉, |11〉 and a general state is α|00〉 + β|01〉 +
γ|10〉+δ|11〉 with |α|2+ |β|2+ |γ|2+ |δ|2 = 1. Measuring the
first qubit gives result 0 with probability |α|2 + |β|2 (leaving
the system in state 1√

|α|2+|β|2
(α|00〉 + β|01〉)) and result

1 with probability |γ|2 + |δ|2 (leaving the system in state
1√

|γ|2+|δ|2
(γ|10〉 + δ|11〉)); in each case we renormalize the

state by multiplying by a suitable scalar factor. Measuring
both qubits simultaneously gives result 0 with probability
|α|2 (leaving the system in state |00〉), result 1 with proba-
bility |β|2 (leaving the system in state |01〉) and so on; note

1Strictly speaking, the outcome of the measurement is just
the final state; the specific association of numerical results
with final states is a matter of convention.

that the association of basis states |00〉, |01〉, |10〉, |11〉 with
results 0, 1, 2, 3 is just a conventional choice. The power of
quantum computing, in an algorithmic sense, results from
calculating with superpositions of states; all the states in
the superposition are transformed simultaneously (quantum
parallelism) and the effect increases exponentially with the
dimension of the state space. The challenge in quantum al-
gorithm design is to make measurements which enable this
parallelism to be exploited; in general this is very difficult.
We will make use of the conditional not (CNot) trans-

formation on pairs of qubits. Its action on basis states is
defined by

|00〉 7→ |00〉 |01〉 7→ |01〉 |10〉 7→ |11〉 |11〉 7→ |10〉
which can be understood as inverting the second qubit if
and only if the first qubit is set, although in general we need
to consider the effect on non-basis states.
Systems of two or more qubits can exhibit the phenomenon

of entanglement, meaning that the states of the qubits are
correlated. For example, consider a measurement of the first
qubit of the state 1√

2
(|00〉 + |11〉). The result is 0 (and

resulting state |00〉) with probability 1
2
, or 1 (and result-

ing state |11〉) with probability 1
2
. In either case a subse-

quent measurement of the second qubit gives a definite (non-
probabilistic) result which is always the same as the result
of the first measurement. This is true even if the entangled
qubits are physically separated. Entanglement illustrates
the key difference between the use of tensor product (in
quantum systems) and cartesian product (in classical sys-
tems): an entangled state of two qubits is one which cannot
be decomposed as a pair of single-qubit states. Entangle-
ment is used in an essential way in the quantum teleporta-
tion protocol which we discuss in Section 3.2. That exam-
ple uses the CNot transformation to create entanglement:
CNot((H⊗ I)|00〉) = 1√

2
(|00〉+ |11〉).

3. EXAMPLES OF MODELLING IN CQP

3.1 A Quantum Coin-Flipping Game
Our first example is based on a scenario used by Meyer

[14] to initiate the study of quantum game theory. Players
P and Q play the following game: P places a coin, head
upwards, in a box, and then the players take turns (Q, then
P , then Q) to optionally turn the coin over, without being
able to see it. Finally the box is opened and Q wins if the
coin is head upwards.
Clearly neither player has a winning strategy, but the sit-

uation changes if the coin is a quantum system, represented
by a qubit (|0〉 for head upwards, |1〉 for tail upwards). Turn-
ing the coin over corresponds to the transformation σ1, and
this is what P can do. But suppose that Q can apply
H, which corresponds to transforming from head upwards
(|0〉) to a superposition of head upwards and tail upwards
( 1√

2
(|0〉+ |1〉)), and does this on both turns. Then we have

two possible runs of the game, (a) and (b):

(a)

Action State

|0〉
Q: H 1√

2
(|0〉+ |1〉)

P : σ1
1√
2
(|1〉+ |0〉)

Q: H |0〉

(b)

Action State

|0〉
Q: H 1√

2
(|0〉+ |1〉)

P : − 1√
2
(|0〉+ |1〉)

Q: H |0〉



P(s :̂[Qbit,̂[Qbit]]) = s?[y :Qbit, t :̂[Qbit]] . t![y] .0
| s?[y :Qbit, t :̂[Qbit]] . {y ∗= σ1} . t![y] .0

Q(x :Qbit, s :̂[Qbit,̂[Qbit]]) = {x ∗= H} . (new t :̂[Qbit])(s![x, t] . t?[z :Qbit] . {z ∗= H} .C (z))

System(x :Qbit) = (new s :̂[Qbit,̂[Qbit]])(P(s) |Q(x, s))

Figure 1: The quantum coin-flipping game in CQP

x = |0〉 ; ∅ ;System(x)
↓ expand definition

x = |0〉 ; ∅ ; (new s :̂[Qbit,̂[Qbit]])(P(s) |Q(x, s))
↓ create channel s

x = |0〉 ; s ;P(s) |Q(x, s)
↓ expand definitions

x = |0〉 ; s ;
s?[y :Qbit, t :̂[Qbit]] . t![y] .0 | s?[y :Qbit, t :̂[Qbit]] . {y ∗= σ1} . t![y] .0

| {x ∗= H} . (new t :̂[Qbit])(s![x, t] . t?[z :Qbit] . {z ∗= H} .C (z)
↓ transform x

x = 1√
2
(|0〉+ |1〉) ; s ;

s?[y :Qbit, t :̂[Qbit]] . t![y] .0 | s?[y :Qbit, t :̂[Qbit]] . {y ∗= σ1} . t![y] .0
| (new t :̂[Qbit])(s![x, t] . t?[z :Qbit] . {z ∗= H} .C (z))

↓ create channel t

x = 1√
2
(|0〉+ |1〉) ; s, t ;

s?[y :Qbit, t :̂[Qbit]] . t![y] .0 | s?[y :Qbit, t :̂[Qbit]] . {y ∗= σ1} . t![y] .0
| s![x, t] . t?[z :Qbit] . {z ∗= H} .C (z)

↙ ↘ communication

x = 1√
2
(|0〉+ |1〉) ; s, t ; x = 1√

2
(|0〉+ |1〉) ; s, t ;

t![x] .0 | Garbage Garbage | {x ∗= σ1} . t![x] .0
| t?[z :Qbit] . {z ∗= H} .C (z) | t?[z :Qbit] . {z ∗= H} .C (z)

↓ ↓ transform x

x = 1√
2
(|0〉+ |1〉) ; s, t ; x = 1√

2
(|0〉+ |1〉) ; s, t ;

0 | Garbage | {x ∗= H} .C (x) Garbage | t![x] .0
| t?[z :Qbit] . {z ∗= H} .C (z)

↓ ↓ communication

x = |0〉 ; s, t ;Garbage | C (x) x = 1√
2
(|0〉+ |1〉) ; s, t ;

Garbage | 0 | {x ∗= H} .C (x)
↓ transform x

x = |0〉 ; s, t ;Garbage | C (x)

Figure 2: Execution of the coin-flipping game

Alice(x :Qbit, c :̂[0..3], z :Qbit) = {z, x ∗= CNot} . {z ∗= H} . c![measure z, x] .0

Bob(y :Qbit, c :̂[0..3]) = c?[r :0..3] . {y ∗= σr} .Use(y)

System(x :Qbit, y :Qbit, z :Qbit) = (new c : [̂0..3])(Alice(x, c, z) | Bob(y, c))

Figure 3: Quantum teleportation in CQP



x, y, z = 1√
2
|001〉+ 1√

2
|111〉 ; ∅ ;System(x, y, z)

↓ expand definition

x, y, z = 1√
2
|001〉+ 1√

2
|111〉 ; ∅ ; (new c :̂[0..3])(Alice(x, c, z) | Bob(y, c))

↓ create channel c

x, y, z = 1√
2
|001〉+ 1√

2
|111〉 ; c ;Alice(x, c, z) | Bob(y, c)

↓ expand definitions

x, y, z = 1√
2
|001〉+ 1√

2
|111〉 ; c ;

{z, x ∗= CNot} . {z ∗= H} . c![measure z, x] .0 | c?[r :0..3] . {y ∗= σr} .Use(y)
↓ permute x, y, z; transform z, x

z, x, y = 1√
2
|110〉+ 1√

2
|101〉 ; c ; {z ∗= H} . c![measure z, x] .0 | c?[r :0..3] . {y ∗= σr} .Use(y)

↓ transform z

z, x, y = 1
2
|001〉+ 1

2
|010〉 − 1

2
|101〉 − 1

2
|110〉 ; c ; c![measure z, x] .0 | c?[r :0..3] . {y ∗= σr} .Use(y)

↓ measure z, x
1
4
• (z, x, y = |001〉; a, c; c![0] .0 | c?[r :0..3] . {y ∗= σr} .Use(y))

¢
1
4
• (z, x, y = |010〉; a, c; c![1] .0 | c?[r :0..3] . {y ∗= σr} .Use(y))

¢
1
4
• (z, x, y = |101〉; a, c; c![2] .0 | c?[r :0..3] . {y ∗= σr} .Use(y))

¢
1
4
• (z, x, y = |110〉; a, c; c![3] .0 | c?[r :0..3] . {y ∗= σr} .Use(y))

1
4
↓ 1

4
↓ 1

4
↓ 1

4
↓

z, x, y = |001〉 ; c ; z, x, y = |010〉 ; c ; z, x, y = |101〉 ; c ; z, x, y = |110〉 ; c ;
c![0] .0 | c?[r :0..3] . c![1] .0 | c?[r :0..3] . c![2] .0 | c?[r :0..3] . c![3] .0 | c?[r :0..3] .
{y ∗= σr} .Use(y) {y ∗= σr} .Use(y) {y ∗= σr} .Use(y) {y ∗= σr} .Use(y)

↓ ↓ ↓ ↓ comm.

z, x, y = |001〉 ; c ; z, x, y = |010〉 ; c ; z, x, y = |101〉 ; c ; z, x, y = |110〉 ; c ;
{y ∗= σ0} .Use(y) {y ∗= σ1} .Use(y) {y ∗= σ2} .Use(y) {y ∗= σ3} .Use(y)

↓ ↓ ↓ ↓ trans. y

z, x, y = |001〉 ; c ; z, x, y = |011〉 ; c ; z, x, y = −i|101〉 ; c ; z, x, y = −|111〉 ; c ;
Use(y) Use(y) Use(y) Use(y)

Figure 4: Execution of the quantum teleportation protocol

and in each case the coin finishes head upwards. To verify
this we calculate that the state 1√

2
(|0〉 + |1〉) is invariant

under σ1: (
0 1
1 0

)
1√
2

(
1
1

)
=

1√
2

(
1
1

)

and that the Hadamard transformation H is self-inverse:

1√
2

(
1 1
1 −1

)
1√
2

(
1 1
1 −1

)
=

(
1 0
0 1

)

Meyer considers game-theoretic issues relating to the ex-
pected outcome of repeated runs, but we just model a sin-
gle run in CQP (Figure 1). Most of the syntax of CQP
is based on typed pi-calculus, using fairly common nota-
tion (for example, see Pierce and Sangiorgi’s presentation
[20]). P and Q communicate by means of the typed chan-
nel s :̂[Qbit,̂[Qbit]] which carries qubits. It is a parameter
of both P and Q. At the top level, System creates s with
(new s :̂[Qbit,̂[Qbit]]) and starts P and Q in parallel. Q
and System are also parameterized by x, the qubit repre-
senting the coin in its initial state.
Q applies (x ∗= H) the Hadamard transformation to x;

this syntax is based on Selinger’s QPL [26]. This expression
is converted into an action by {. . .}. Using a standard pi-
calculus programming style, Q creates a channel t and sends
(s![x, t]) it to P along with the qubit x. P will use t to send
the qubit back, and Q receives it with t?[z :Qbit], binding it
to the name z in the rest of the code. Finally Q applies H

again, and continues with some behaviour C(z).
P contains two branches of behaviour, corresponding to

the possibilities of applying (second branch) or not applying

(first branch) the transformation σ1. Both branches termi-
nate with the null process 0. The branches are placed in
parallel2 and the operational semantics means that only one
of them interacts with Q. The other branch takes no further
part in the execution of the system, because there is noth-
ing for it to interact with; in Figure 2 (see below) we call it
Garbage.
Figure 2 shows the execution (combining some steps) of

System according to the operational semantics which we will
define formally in Section 4. Reduction takes place on con-
figurations (σ;φ;P ) where σ is a list of qubits and their
collective state, φ lists the channels which have been cre-
ated, and P is a process term. Note that the state of the
qubits must be a global property in order to be physically
realistic. We record the channels globally in order to give
the semantics a uniform style; this is different from the usual
approach to pi-calculus semantics, but (modulo garbage col-
lection) is equivalent to expanding the scope of every new

before beginning execution.
The execution of System tracks the informal calculation

which we worked through above. Our CQP model makes
the manipulation of the qubit very explicit; there are other
ways to express the behaviour (including putting everything
into a single process with no communication), but the point
is that we have a framework in which to discuss such issues.

2Simpler definitions can be obtained if we add guarded sums
to CQP; there is then no need for the channel t. This is
straightforward but we have chosen instead to simplify the
presentation of the semantics.



Alice ′(s :̂[Qbit], c :̂[0..3], z :Qbit) = s?[x :Qbit] .Alice(x, c, z)

Bob′(t :̂[Qbit], c :̂[0..3]) = t?[y :Qbit] .Bob(y, c)

Source(s :̂[Qbit], t :̂[Qbit]) = (qbit x, y)({x ∗= H} . {x, y ∗= CNot} . s![x] . t![y] .0)

System ′(z :Qbit) = (new c :̂[0..3], s :̂[Qbit], t :̂[Qbit])(Alice ′(s, c, z) | Bob′(t, c) | Source(s, t))

Figure 5: Quantum teleportation with an EPR source

3.2 Quantum Teleportation
The quantum teleportation protocol [4] is a procedure for

transmitting a quantum state via a non-quantum medium.
This protocol is particularly important: not only is it a fun-
damental component of several more complex protocols, but
it is likely to be a key enabling technology for the develop-
ment of the quantum repeaters [6] which will be necessary
in large-scale quantum communication networks.
Figure 3 shows a simple model of the quantum telepor-

tation protocol. Alice and Bob each possess one qubit (x
for Alice, y for Bob) of an entangled pair whose state is
1√
2
(|00〉+ |11〉). At this point we are assuming that appro-

priate qubits will be supplied to Alice and Bob as parame-
ters of the system. Alice is also parameterized by a qubit z,
whose state is to be teleported. She applies (z, x∗=CNot) the
conditional not transformation to z and x and then applies
(z ∗=H) the Hadamard transformation to z, finally measur-
ing z and x to yield a two-bit classical value which she sends
(c![measure z, x]) to Bob on the typed channel c :̂[0..3] and
then terminates (0). Bob receives (c?[r :0..3]) this value and
uses it to select3 a Pauli transformation σ0 . . . σ3 to apply
(y ∗=σr) to y. The result is that Bob’s qubit y takes on the
state of z, without a physical qubit having been transmitted
from Alice to Bob. Bob may then use y in his continuation
process Use(y).
This example introduces measurement, with a syntax sim-

ilar to that of Selinger’s QPL [26]. We treat measurement
as an expression, executed for its value as well as its side-
effect on the quantum state. Because the result of a mea-
surement is probabilistic, evaluation of a measure expres-
sion introduces a probability distribution over configura-
tions: ¢06i6n pi • (σi;φi;Pi). The next step is a proba-
bilistic transition to one of the configurations; no reduction
takes place underneath a probability distribution. In gen-
eral a configuration reduces non-deterministically to one of
a collection of probability distributions over configurations
(in some cases this is trivial, with only one distribution or
only one configuration within a distribution). A non-trivial
probability distribution makes a probabilistic transition to
a single configuration; this step is omitted in the case of a
trivial distribution.
Figure 4 shows the complete execution of System in the

particular case in which z, the qubit being teleported, has
state |1〉. The measurement produces a probability distri-
bution over four configurations, but in all cases the final
configuration (process Use(y)) has a state consisting of a
single basis vector in which y = |1〉. To verify the protocol

3We can easily extend the expression language of CQP to
allow explicit testing of r.

for an arbitrary qubit, we can repeat the calculation with
initial state x, y, z = 1√

2
(|00〉+ |11〉)⊗ (α|0〉+ β|1〉).

Alice and Bob are parameterized by their parts (x, y) of
the entangled pair (and by the channel c). We can be more
explicit about the origin of the entangled pair by intro-
ducing what is known in the physics literature as an EPR
source4 (computer scientists might regard it as an entan-
glement server). This process constructs the entangled pair
(by using the Hadamard and controlled not transformations;
note that our semantics (Section 4) specifies that the qubits
x and y are each initialized to |0〉) and sends its components
to Alice and Bob on the typed channels s, t :̂[Qbit]. Figure 5
shows the revised model.

3.3 Bit-Commitment
The bit-commitment problem is to design a protocol such

that Alice chooses a one-bit value which Bob then attempts
to guess. The key issue is that Alice must evaluate Bob’s
guess with respect to her original choice of bit, without
changing her mind; she must be committed to her choice.
Similarly, Bob must not find out Alice’s choice before mak-
ing his guess. Bit-commitment turns out to be an impor-
tant primitive in cryptographic protocols. Classical bit-
commitment schemes rely on assumptions on the compu-
tational complexity of certain functions; it is natural to ask
whether quantum techniques can remove these assumptions.
We will discuss a quantum bit-commitment protocol due

to Bennett and Brassard [3] which is closely related to the
quantum key-distribution protocol proposed in the same pa-
per and known as BB84. The following description of the
protocol is based on Gruska’s [8] presentation.

1. Alice randomly chooses a bit x and a sequence of bits
xs. She encodes xs as a sequence of qubits and sends
them to Bob. This encoding uses the standard basis
(representing 0 by |0〉 and 1 by |1〉) if x = 0, and the
diagonal basis (representing 0 by |+〉 and 1 by |−〉) if
x = 1.

2. Upon receiving each qubit, Bob randomly chooses to
measure it with respect to either the standard basis
or the diagonal basis. For each measurement he stores
the result and his choice of basis. If the basis he chose
matches Alice’s x then the result of the measurement
is the same as the corresponding bit from xs; if not,
then the result is 0 or 1 with equal probability. After
receiving all of the qubits, Bob tells Alice his guess at
the value of x.

3. Alice tells Bob whether or not he guessed correctly. To
certify her claim she sends xs to Bob.

4EPR stands for Einstein, Podolsky and Rosen.



Alice(x :Bit, xs :Bit List, c :̂[Qbit], d :̂[Bit], e :̂[Int], f :̂[Bit List]) =
e![length(xs)] .AliceSend(x, length(xs), xs, xs, c, d, e, f)

AliceSend(x :Bit, n : Int, xs :Bit List, ys :Bit List, c :̂[Qbit], d :̂[Bit], e :̂[Int], f :̂[Bit List]) =
if n = 0 then AliceReceive(x, length(ys), ys, c, d, e, f)
else (qbit q)( {if hd(xs) = 1 then q ∗= σx else unit} . {if x = 1 then q ∗= H else unit} . c![q] .

AliceSend(x, n− 1, tl(xs), ys, c, d, e, f))

AliceReceive(x :Bit, n : Int, ys :Bit List, d :̂[Bit], f :̂[Bit List]) = d?[g :Bit] . d![x] . f ![ys] .0

Bob(c :̂[Qbit], d :̂[Bit], e :̂[Int], f :̂[Bit List], r :̂[Bit]) = e?[n : Int] .BobReceive([ ], n, c, d, f, r)

BobReceive(m : (Bit ∗ Bit) List, n : Int, c :̂[Qbit], d :̂[Bit], e :̂[Int], f :̂[Bit List], r :̂[Bit]) =
if n = 0 then r?[g :Bit] . d![g] . d?[a :Bit] . f?[vs :Bit List] .BobVerify(m, vs, a, length(m))
else c?[x :Qbit] . r?[y :Bit] . {if y = 1 then x ∗= H else unit} .BobReceive(m@[(y,measure x)], n− 1, c, d, r)

BobVerify(m : (Bit ∗ Bit) List, vs :Bit List, a :Bit, n : Int) =
if n = 0 then Verified
else if fst(hd(m)) = a then

if snd(hd(m)) = hd(vs) then BobVerify(tl(m), tl(vs), a, n− 1)
else NotVerified

else BobVerify(tl(m), tl(vs), a, n− 1)

Random(r :̂[Bit]) = (qbit q)({q ∗= H} . r![measure q] .Random(r))

System(x :Bit, xs :Bit List) =
(new c :̂[Qbit], d :̂[Bit], e :̂[Int], f :̂[Bit List], r :̂[Bit])(Alice(x, xs, c, d, e, f) | Bob(c, d, e, f, r) | Random(r))

Figure 6: Quantum bit-commitment in CQP

4. Bob verifies Alice’s claim by looking at the measure-
ments in which he used the basis corresponding to x,
and checking that the results are the same as the cor-
responding bits from xs. He can also check that the
results of the other measurements are sufficiently ran-
dom (i.e. not significantly correlated with the corre-
sponding bits from xs).

Figure 6 shows our model of this protocol in CQP. The
complexity of the definitions reflects the fact that we have
elaborated much of the computation which is implicit in
the original description. The definitions use the following
features which are not present in our formalization of CQP,
but can easily be added.

• The type constructor List and associated functions and
constructors such as hd, tl, length, [ ], @.

• Product types (∗) and functions such as fst, snd.

• if − then− else for expressions and processes.

• Recursive process definitions.

Alice is parameterized by x and xs; they could be explicitly
chosen at random if desired. In AliceSend , the encoding of
xs relies on the fact that (qbit q) initializes q to |0〉. Bob
uses m to record the results of his measurements, and n
(received from Alice initially) as a recursion parameter. Bob
receives random bits, for his choices of basis, from the server
Random; he also guesses x randomly. The state BobVerify
carries out the first part of step (4) above, but we have
not included a check for non-correlation of the remaining

bits. The states Verified and NotVerified stand for whatever
action Bob takes after discovering whether or not Alice’s
statement in step (3) is true.
All measurement in CQP is with respect to the standard

basis. We express measurements with respect to other bases
by first applying a unitary transformation corresponding to
a change of basis. This can be seen in the else branch of
BobReceive, where the code {if y = 1 then x ∗= H else unit}
applies a change of basis if necessary.
Communication between Alice and Bob uses four sepa-

rate channels, c, . . . , f . This proliferation of channels is a
consequence of the fact that our type system associates a
unique message type with each channel. Introducing ses-
sion types [27] would allow a single channel to be used for
the entire protocol, although it is worth noting that depend-
ing on the physical implementation of qubits, separation of
classical and quantum channels might be the most accurate
model.
We intend to use this CQP model as the basis for various

kinds of formal analysis of the bit-commitment protocol; we
make some specific suggestions in Section 7. We should
point out, however, that this bit-commitment protocol is
insecure in that it allows Alice to cheat: if each qubit which
she sends to Bob is part of an entangled pair, then Bob’s
measurements transmit information back to Alice which she
can use to change x after receiving Bob’s guess. The real
value of quantum bit-commitment is as a stepping-stone to
the BB84 quantum key-distribution protocol, which has a
very similar structure and is already being used in practical
quantum communication systems.



T ::= Int | Unit | Qbit | ̂[T̃ ] | Op(1) | Op(2) | . . .
v ::= x | 0 | 1 | . . . | unit | H | . . .
e ::= v | measure ẽ | ẽ ∗= e | e+e
P ::= 0 | (P | P ) | e?[x̃ : T̃ ] . P | e![ẽ] . P | {e} . P | (new x :T )P | (qbit x)P

Figure 7: Syntax of CQP

v ::= . . . | q | c
E ::= [ ] | measure E, ẽ | measure v,E, ẽ | . . . | measure ṽ, E | E, ẽ ∗= e | v,E, ẽ ∗= e

| . . . | ṽ ∗= E | E+e | v+E
F ::= [ ]?[x̃ : T̃ ] . P | [ ]![ẽ] . P | v![[ ], ẽ] . P | v![v, [ ], ẽ] . P | . . . | v![ṽ, [ ]] . P | {[ ]} . P

Figure 8: Internal syntax of CQP

4. SYNTAX AND SEMANTICS
We now formally define the syntax and operational seman-

tics of the core of CQP, excluding named process definitions
and recursion, which can easily be added.

4.1 Syntax
The syntax of CQP is defined by the grammar in Figure 7.

Types T consist of data types such as Int and Unit (oth-
ers can easily be added), the type Qbit of qubits, channel
types ̂[T1, . . . , Tn] (specifying that each message is an n-
tuple with component types T1, . . . , Tn) and operator types
Op(n) (the type of a unitary operator on n qubits). The
integer range type 0..3 used in the teleportation example is
purely for clarification and should be replaced by Int; we do
not expect to typecheck with range types.

We use the notation T̃ = T1, . . . , Tn and ẽ = e1, . . . , en
and write |ẽ| for the length of a tuple. Values v consist of
variables (x, y, z etc.), literal values of data types (0, 1, . . .
and unit) and unitary operators such as the Hadamard op-
erator H. Expressions e consist of values, measurements
measure e1, . . . , en, applications e1, . . . , en ∗= e of unitary
operators, and expressions involving data operators such as
e+ e′ (others can easily be added). Note that although the
syntax refers to measurements and transformation of expres-
sions e, the type system will require these expressions to re-
fer to qubits. Processes P consist of the null (terminated)

process 0, parallel compositions P |Q, inputs e?[x̃ : T̃ ] . P (no-

tation: x̃ : T̃ = x1 :T1, . . . , xn :Tn, declaring the types of all
the input-bound variables), outputs e![ẽ] . P , actions {e} . P
(typically e will be an application of a unitary operator),
channel declarations (new x : T )P and qubit declarations
(qbit x)P . In inputs and outputs, the expression e will be
constrained by the type system to refer to a channel.
The grammar in Figure 8 defines the internal syntax of

CQP, which is needed in order to define the operational
semantics. Values are extended by two new forms: qubit
names q, and channel names c. Evaluation contexts E[ ]
(for expressions) and F [ ] (for processes) are used in the
definition of the operational semantics, in the style of Wright
and Felleisen [30]. The structure of E[ ] is used to define call-
by-value evaluation of expressions; the hole [ ] specifies the
first part of the expression to be evaluated. The structure
of F [ ] is used to define reductions of processes, specifying
which expressions within a process must be evaluated.

Given a process P we define its free variables fv(P ), free
qubit names fq(P ) and free channel names fc(P ) as usual;

the binders (of x or x̃) are y?[x̃ : T̃ ], (qbit x) and (new x :T ).

4.2 Operational Semantics
The operational semantics of CQP is defined by reduc-

tions (small-step evaluations of expressions, or inter-process
communications) and probabilistic transitions. The general
form of a reduction is t −→ ¢i pi • ti where t and the ti
are configurations consisting of expressions or processes with
state information. The notation ¢i pi • ti denotes a prob-
ability distribution over configurations, in which Σipi = 1;
we may also write this distribution as p1•t1¢ · · ·¢pn•tn. If
the probability distribution contains a single configuration
(with probability 1) then we simply write t −→ t′. Probabil-
ity distributions reduce probabilistically to single configura-

tions: ¢i pi • ti pi−→ ti (with probability pi, the distribution
¢i pi • ti reduces to ti).
This separation of reductions and probabilistic transitions

is necessary because of non-determinisim. A general state
of a process may have a number of possible reductions,
arising from communication or evaluation of expressions,
as well as a possible measurement step with a probabilis-
tic outcome. In order to meaningfully interpret the proba-
bilities in such a state, we must decide whether to resolve
the non-determinism or the probability first. We have cho-
sen to resolve the non-determinism first; thus, one of the
non-deterministic reductions is the measurement, resulting
in a probability distribution over configurations. This means
that our semantics is consistent with the PRISM probabilis-
tic model-checker [12], which we intend to use for verifica-
tion. Cazorla et al. [5] discuss this issue further, and survey
the approaches taken by several authors.
The semantics of expressions is defined by the reduction

relations −→v and −→e (Figure 10), both on configura-
tions of the form (σ;φ; e). If n qubits have been declared
then σ has the form q0, . . . , qn−1 = |ψ〉 where |ψ〉 = α0|ψ0〉+
· · ·+α2n−1|ψ2n−1〉 is an element of the 2n-dimensional vec-
tor space with basis |ψ0〉 = |0 . . . 0〉, . . . , |ψ2n−1〉 = |1 . . . 1〉.
The remaining part of the configuration, φ, is a list of chan-
nel names, which plays little part in the semantics but allows
bookkeeping lemmas to be proved. Reductions −→v are
basic steps of evaluation, defined by the rules R-Plus (and
similar rules for any other data operators), R-Measure and
R-Trans. Rule R-Perm allows qubits in the state to be
permuted, compensating for the way that R-Measure and



(S-Nil) P | 0 ≡ P (S-Comm) P |Q ≡ Q | P (S-Assoc) P | (Q |R) ≡ (P |Q) |R

Figure 9: Structural congruence

R-Trans operate on qubits listed first in the state. Mea-
surement specifically measures the values of a collection of
qubits; in the future we should generalize to measuring ob-
servables as allowed by quantum physics.
Reductions −→e extend execution to evaluation con-

texts E[ ], as defined by rule R-Context. Note that the
probability distribution remains at the top level.
Figure 11 defines the reduction relation −→ on configu-

rations of the form (σ;φ;P ). Rule R-Expr lifts reductions
of expressions to F [ ] contexts, again keeping probability dis-
tributions at the top level. Rule R-Com defines communica-
tion in the style of pi-calculus, making use of substitution,
which is defined in the usual way (we assume that bound
identifiers are renamed to avoid capture). Rule R-Act triv-
ially removes actions; in general the reduction of the action
expression to v will have involved side-effects such as mea-
surement or transformation of quantum state. Rules R-New
and R-Qbit create new channels and qubits, updating the
state information in the configuration; qubits are initialized
to |0〉. Note that this treatment of channel creation is dif-
ferent from standard presentations of the pi-calculus; we
treat both qubits and channels as elements of a global store.
Rule R-Par allows reduction to take place in parallel con-
texts, again lifting the probability distribution to the top
level, and rule R-Cong allows the use of a structural con-
gruence relation as in the pi-calculus. Structural congruence
is the smallest congruence relation (closed under the process
constructions) containing α-equivalence (with respect to the
binders defined in Section 4.1) and closed under the rules in
Figure 9.

5. TYPE SYSTEM
The typing rules defined in Figure 12 apply to the syn-

tax defined in Figure 7. Environments Γ are mappings from
variables to types in the usual way. Typing judgements are
of two kinds. Γ ` e : T means that expression e has type T
in environment Γ. Γ ` P means that process P is well-typed
in environment Γ. The rules for expressions are straightfor-
ward; note that in rule T-Trans, x1, . . . , xn must be distinct
variables of type Qbit.
In rule T-Par the operation + on environments (Defini-

tion 1) is the key to ensuring that each qubit is controlled
by a unique part of a system. The hypothesis that Γ1 + Γ2

must be defined means that it is not possible to type a sys-
tem in which a qubit is shared by parallel components. This
is very similar to the linear type system for the pi-calculus,
defined by Kobayashi et al. [11].

Definition 1 (Addition of Environments).
The partial operation of adding a typed variable to an envi-
ronment, Γ + x :T , is defined by

Γ + x :T = Γ, x :T if x 6∈ dom(Γ)
Γ + x :T = Γ if T 6= Qbit and x :T ∈ Γ
Γ + x :T = undefined, otherwise

This operation is extended inductively to a partial operation
Γ +∆ on environments.

Rule T-Out allows output of classical values and qubits to
be combined, but the qubits must be distinct variables and
they cannot be used by the continuation of the outputting
process (note the hypothesis Γ ` P ). The remaining rules
are straightforward.
According to the operational semantics, execution of qbit

and new declarations introduces qubit names and channel
names. In order to be able to use the type system to prove
results about the behaviour of executing processes, we in-
troduce the internal type system (Figure 13). This uses
judgements Γ;Σ;Φ ` e : T and Γ;Σ;Φ ` P where Σ is a set
of qubit names and Φ is a mapping from channel names to
channel types. Most of the typing rules are straightforward
extensions of the corresponding rules in Figure 12. Because
references to qubits may now be either variables or explicit
qubit names, the rules represent them by general expres-
sions e and impose conditions that e is either a variable or
a qubit name. This is seen in rules IT-Trans and IT-Out.
Rule IT-Par is similar to T-Par in enforcing non-sharing
of qubits, and is generalized to cover qubit names as well as
variables.
By standard techniques for linear type systems, the typ-

ing rules in Figure 12 can be converted into a typechecking
algorithm for CQP models.
As an illustration of the linear control of qubits, consider

the coin-flipping example (Figure 1). In P , any non-trivial
continuation replacing 0 would not be able to use the qubit
y, which has been sent on t. In Q , after the qubit x has
been sent on s, the continuation cannot use x. Of course, at
run-time, the qubit variable z in t?[z :Qbit] is instantiated by
x, but that is not a problem because P does not use x after
sending it. In System, x is used as an actual parameter of Q
and therefore could not also be used as an actual parameter
of P (if P had a formal parameter of type Qbit).

6. SOUNDNESS OF THE TYPE SYSTEM
We prove a series of standard lemmas, following the ap-

proach of Wright and Felleisen [30], leading to a proof that
typing is preserved by execution of processes (Theorem 1).
We then prove that in a typable process, each qubit is used
by at most one of any parallel collection of sub-processes
(Theorem 2); because of type preservation, this property
holds at every step of the execution of a typable process.
This reflects the physical reality of the protocols which we
want to model. It is similar to the unique ownership theorem
of Ennals et al. [7].
We can also prove a standard runtime safety theorem,

stating that a typable process generates no communication
errors or incorrectly-applied operators, but we have not in-
cluded it in the present paper.
First we work towards Lemma 4, which is type preser-

vation for the reductions defined in Figure 10. Lemmas 1
and 2 enable the step from Lemma 3 to Lemma 4 in a way
that corresponds to rule R-Context in Figure 10.

Lemma 1 (Typability of Subterms in E).
If D is a typing derivation concluding Γ;Σ;Φ ` E[e] : T then



(σ;φ;u+v) −→v (σ;φ;w) if u and v are integer literals and u+ v = w (R-Plus)

(q0, . . . , qn−1 = α0|ψ0〉+ · · ·+ α2n−1|ψ2n−1〉;φ;measure q0, . . . , qr−1) −→v

¢06m<2rpm • (q0, . . . , qn−1 =
αlm

pm
|ψlm〉+ · · ·+ αum

pm
|ψum

〉;φ;m)

where lm = 2n−rm, um = 2n−r(m+ 1)− 1, pm = |αlm |2 + · · ·+ |αum
|2

(R-Measure)

(q0, . . . , qn−1 = |ψ〉;φ; q0, . . . , qr−1 ∗= U) −→v (q0, . . . , qn−1 = (U ⊗ In−r)|ψ〉;φ; unit)
where U is a unitary operator of arity r

(R-Trans)

(q0, . . . , qn−1 = |ψ〉;φ; e) −→v (qπ(0), . . . , qπ(n−1) = Π|ψ〉;φ; e)
where π is a permutation and Π is the corresponding unitary operator

(R-Perm)

(σ;φ; e) −→v ¢i pi • (σi;φi; ei)
(σ;φ;E[e]) −→e ¢i pi • (σi;φi;E[ei])

(R-Context)

Figure 10: Reduction rules for expression configurations

(σ;φ; e) −→e ¢i pi • (σi;φi; ei)
(σ;φ;F [e]) −→ ¢i pi • (σi;φi;F [ei])

(R-Expr)

(σ;φ; c![ṽ] . P | c?[x̃ : T̃ ] . Q) −→ (σ;φ;P |Q{ṽ/x̃}) if |ṽ| = |x̃| (R-Com)

(σ;φ; {v} . P ) −→ (σ;φ;P ) (R-Act)

(σ;φ; (new x :T )P ) −→ (σ;φ, c;P{c/x}) where c is fresh (R-New)

(q0, . . . , qn = |ψ〉;φ; (qbit x)P ) −→ (q0, . . . , qn, q = |ψ〉 ⊗ |0〉;φ;P{q/x}) where q is fresh (R-Qbit)

(σ;φ;P ) −→ ¢i pi • (σi;φi;Pi)
(σ;φ;P |Q) −→ ¢i pi • (σi;φi;Pi |Q)

(R-Par)

P ′ ≡ P (σ;φ;P ) −→ ¢i pi • (σi;φi;Pi) ∀i.(Pi ≡ P ′
i )

(σ;φ;P ′) −→ ¢i pi • (σi;φi;P ′
i )

(R-Cong)

¢i pi • (σi;φi;Pi) pi−→ (σi;φi;Pi) (R-Prob)

Figure 11: Reduction rules for process configurations

there exists U such that D has a subderivation D′ concluding
Γ;Σ;Φ ` e : U and the position of D′ in D corresponds to
the position of the hole in E[ ].

Proof. By induction on the structure of E[ ].

Lemma 2 (Replacement in E). If

1. D is a derivation concluding Γ;Σ;Φ ` E[e] : T

2. D′ is a subderivation of D concluding Γ;Σ;Φ ` e : U

3. the position of D′ in D matches the hole in E[ ]

4. Γ;Σ;Φ ` e′ : U

then Γ;Σ;Φ ` E[e′] : T .

Proof. ReplaceD′ by a derivation of Γ;Σ;Φ ` e′ : U .

Lemma 3 (Type Preservation for −→v ).
If Γ;Σ;Φ ` e : T and (σ;φ; e) −→v ¢ipi • (σi;φi; ei) and
Σ = dom(σ) and φ = dom(Φ) then ∀i.(σi = σ) and ∀i.(φi =
φ) and ∀i.(Γ;Σ;Φ ` ei : T ).

Proof. Examine each case in the definition of −→v .

Lemma 4 (Type Preservation for −→e ).
If Γ;Σ;Φ ` e : T and (σ;φ; e) −→e ¢ipi • (σi;φi; ei) and
Σ = dom(σ) and φ = dom(Φ) then ∀i.(σi = σ) and ∀i.(φi =
φ) and ∀i.(Γ; Σ;Φ ` ei : T ).

Proof. (σ;φ; e) −→e ¢ipi • (σi;φi; ei) is derived by the
rule R-Context, so for some E[ ] we have e = E[f ] and
∀i.(ei = E[fi]) and (σ;φ; f) −→v ¢ipi • (σi;φi; fi). From
Γ;Σ;Φ ` E[f ] : T , Lemma 1 gives Γ;Σ;Φ ` f : U for some
U , Lemma 3 gives ∀i.(Γ; Σ;Φ ` fi : U) and ∀i.(σi = σ) and
∀i.(φi = φ), and Lemma 2 gives ∀i.(Γ; Σ;Φ ` E[fi] : T ).

In a similar way we now work towards Theorem 1. We
need substitution lemmas (10 and 11) to deal with the re-
duction rules R-Com, R-New and R-Qbit (Figure 11), and
Lemma 12 to deal with R-Cong.

Lemma 5 (Typability of Subterms in F ).
If D is a typing derivation concluding Γ;Σ;Φ ` F [e] then
there exists T such that D has a subderivation D′ concluding
Γ;Σ;Φ ` e : T and the position of D′ in D corresponds to
the position of the hole in F [ ].

Proof. By case-analysis on the structure of F [ ].



Γ ` v : Int if v is an integer literal Γ ` unit : Unit (T-IntLit/T-Unit)

Γ ` H : Op(2) etc. Γ, x :T ` x : T (T-Op/T-Var)

Γ ` e : Int Γ ` e′ : Int

Γ ` e+e′ : Int

∀i.(Γ ` xi : Qbit) x1 . . . xn distinct

Γ ` measure x1, . . . , xn : Int
(T-Plus/T-Msure)

∀i.(Γ ` xi : Qbit) x1 . . . xn distinct Γ ` U : Op(n)

Γ ` x1, . . . , xn ∗= U : Unit
(T-Trans)

Γ ` 0
Γ1 ` P Γ2 ` Q Γ1 + Γ2 is defined

Γ1 + Γ2 ` P |Q
(T-Nil/T-Par)

Γ ` x : ̂[T1, . . . , Tn] Γ, y1 :T1, . . . , yn :Tn ` P
Γ ` x?[y1 :T1, . . . , yn :Tn] . P

Γ, x :Qbit ` P
Γ ` (qbit x)P

(T-In/T-Qbit)

Γ ` x : ̂[T1, . . . , Tm,Qbit, . . . ,Qbit] ∀i.(Ti 6= Qbit) ∀i.(Γ ` ei : Ti) yi distinct Γ ` P
Γ, y1 :Qbit . . . , yn :Qbit ` x![e1, . . . , em, y1, . . . , yn] . P

(T-Out)

Γ ` e : T Γ ` P
Γ ` {e} . P

Γ, x :̂[T1, . . . , Tn] ` P
Γ ` (new x :̂[T1, . . . , Tn])P

(T-Act/T-New)

Figure 12: Typing rules

Γ;Σ;Φ ` v : Int if v is an integer literal Γ;Σ;Φ ` unit : Unit (IT-IntLit/IT-Unit)

Γ;Σ;Φ ` H : Op(2) etc. Γ, x :T ; Σ;Φ ` x : T (IT-Op/IT-Var)

Γ;Σ, q; Φ ` q : Qbit Γ;Σ;Φ, c :T ` c : T (IT-IdQ/IT-IdC)

Γ;Σ;Φ ` e : Int Γ;Σ;Φ ` e′ : Int

Γ;Σ;Φ ` e+e′ : Int
(IT-Plus)

∀i.(Γ; Σ;Φ ` ei : Qbit) each ei is either xi or qi, all distinct

Γ;Σ;Φ ` measure e1, . . . , en : Int
(IT-Msure)

∀i.(Γ; Σ;Φ ` ei : Qbit) Γ;Σ;Φ ` U : Op(n) each ei is either xi or qi, all distinct

Γ;Σ;Φ ` e1, . . . , en ∗= U : Unit
(IT-Trans)

Γ;Σ;Φ ` 0 (IT-Nil)

Γ1; Σ1; Φ ` P Γ2; Σ2; Φ ` Q Γ1 + Γ2 is defined Σ1 ∩ Σ2 = ∅
Γ1 + Γ2; Σ1 ∪ Σ2; Φ ` P |Q

(IT-Par)

Γ;Σ;Φ ` e : ̂[T1, . . . , Tn] Γ, y1 :T1, . . . , yn :Tn; Σ;Φ ` P
Γ;Σ;Φ ` e?[y1 :T1, . . . , yn :Tn] . P

Γ, x :Qbit; Σ; Φ ` P
Γ;Σ;Φ ` (qbit x)P

(IT-In/IT-Qbit)

Γ;Σ;Φ ` e : ̂[T̃ , Q̃bit] ∀i.(Ti 6= Qbit) ∀i.(Γ; Σ;Φ ` ei : Ti)
∀i.(Γ;Σ;Φ ` fi : Qbit) Γ;Σ;Φ ` P
f̃ consists of distinct variables f̃x and distinct qubit names f̃q

Γ, f̃x : Q̃bit; Σ, f̃q : Q̃bit; Φ ` e![e1, . . . , em, f1, . . . , fn] . P

(IT-Out)

Γ;Σ;Φ ` e : T Γ;Σ;Φ ` P
Γ;Σ;Φ ` {e} . P

Γ, x :̂[T1, . . . , Tn]; Σ;Φ ` P
Γ;Σ;Φ ` (new x :̂[T1, . . . , Tn])P

(IT-Act/IT-New)

Figure 13: Internal typing rules



Lemma 6 (Replacement in F ). If

1. D is a derivation concluding Γ;Σ;Φ ` F [e]

2. D′ is a subderivation of D concluding Γ;Σ;Φ ` e : T

3. the position of D′ in D matches the hole in F [ ]

4. Γ;Σ;Φ ` e′ : T

then Γ;Σ;Φ ` F [e′].
Proof. ReplaceD′ by a derivation of Γ;Σ;Φ ` e′ : T .

Lemma 7 (Weakening for Expressions).
If Γ;Σ;Φ ` e : T and Γ ⊆ Γ′ and Σ ⊆ Σ′ and Φ ⊆ Φ′ then
Γ′; Σ′; Φ′ ` e : T .

Proof. Induction on the derivation of Γ;Σ;Φ ` e : T .

Lemma 8. If Γ;Σ;Φ ` e : T then fv(e) ⊆ dom(Γ) and
fq(e) ⊆ Σ and fc(e) ⊆ dom(Φ).

Proof. Induction on the derivation of Γ;Σ;Φ ` e : T .

Lemma 9. If Γ;Σ;Φ ` P then fv(P ) ⊆ dom(Γ) and
fq(P ) ⊆ Σ and fc(P ) ⊆ dom(Φ).

Proof. Induction on the derivation of Γ;Σ;Φ ` P .

Lemma 10 (Substitution in Expressions).

Assume that Γ, x̃ : T̃ ; Σ; Φ ` e : T and let ṽ be values such
that, for each i:

1. if Ti = Qbit then vi is a variable or a qubit name

2. if Ti = Qbit and vi = yi (a var) then yi 6∈ dom(Γ, x̃ : T̃ )

3. if Ti = Qbit and vi = qi (a qubit name) then qi 6∈ Σ

4. if Ti 6= Qbit then Γ;Σ;Φ ` vi : Ti.

Let ỹ be the variables of type Qbit from ṽ (corresponding
to condition (2)) and assume that they are distinct; let q̃
be the qubit names from ṽ (corresponding to condition (3))

and assume that they are distinct. Then Γ, ỹ : Q̃bit; Σ, q̃; Φ `
e{ṽ/x̃} : T .

Proof. Induction on the derivation of Γ, x̃ : T̃ ; Σ; Φ ` e :
T .

The next lemma makes use of the addition operation on
environments (Definition 1) in an essential way.

Lemma 11 (Substitution in Processes).

Assume that Γ, x̃ : T̃ ; Σ; Φ ` P and let ṽ be values such that,
for each i:

1. if Ti = Qbit then vi is a variable or a qubit name

2. if Ti = Qbit and vi = yi (a var) then yi 6∈ dom(Γ, x̃ : T̃ )

3. if Ti = Qbit and vi = qi (a qubit name) then qi 6∈ Σ

4. if Ti 6= Qbit then Γ;Σ;Φ ` vi : Ti.

Let ỹ be the variables of type Qbit from ṽ (corresponding
to condition (2)) and assume that they are distinct; let q̃
be the qubit names from ṽ (corresponding to condition (3))

and assume that they are distinct. Then Γ, ỹ : Q̃bit; Σ, q̃; Φ `
P{ṽ/x̃}.

Proof. By induction on the derivation of Γ, x̃ : T̃ ; Σ; Φ `
P . The key cases are IT-Par and IT-Out.
For IT-Par the final step in the typing derivation has the

form

Γ1; Σ1; Φ ` P Γ2; Σ2; Φ ` Q Γ1 + Γ2 def. Σ1 ∩ Σ2 = ∅
Γ, x̃ : T̃ ; Σ; Φ ` P |Q

where Γ1 + Γ2 = Γ, x̃ : T̃ and Σ1 ∪ Σ2 = Σ. Each vari-

able of type Qbit in Γ, x̃ : T̃ is in exactly one of Γ1 and Γ2.
Because the free variables of P and Q are contained in Γ1

and Γ2 respectively, substitution into P | Q splits into dis-
joint substitutions into P and Q. The induction hypothesis
gives typings for P{ṽ/x̃} and Q{ṽ/x̃}, which combine (by

IT-Par) to give Γ, ỹ : Q̃bit; Σ, q̃; Φ ` P |Q{ṽ/x̃}.

Lemma 12 (Struct. Cong. Preserves Typing).
If Γ;Σ;Φ ` P and P ≡ Q then Γ;Σ;Φ ` Q.

Proof. Induction on the derivation of P ≡ Q.

Theorem 1 (Type Preservation for −→ ).
If Γ;Σ;Φ ` P and (σ;φ;P ) −→ ¢ipi • (σi;φi;Pi) and Σ =
dom(σ) and φ = dom(Φ) then ∀i.(σi = σ) and ∀i.(φi = φ)
and ∀i.(Γ; Σ;Φ ` Pi).

Proof. By induction on the derivation of (σ;φ;P ) −→
¢ipi • (σi;φi;Pi), in each case examining the final steps in
the derivation of Γ;Σ;Φ ` P .

Theorem 2 (Unique Ownership of Qubits).
If Γ;Σ;Φ ` P |Q then fq(P ) ∩ fq(Q) = ∅.

Proof. The final step in the derivation of Γ;Σ;Φ ` P |Q
has the form

Γ1; Σ1; Φ ` P Γ2; Σ2; Φ ` Q Γ1 + Γ2 def. Σ1 ∩ Σ2 = ∅
Γ;Σ;Φ ` P |Q

where Γ = Γ1 +Γ2 and Σ = Σ1 ∪Σ2. By Lemma 9, fq(P ) ⊆
Σ1 and fq(Q) ⊆ Σ2. Because Σ1 ∩ Σ2 = ∅ we have fq(P ) ∩
fq(Q) = ∅.

All of the results up to now have been proved for the
internal type system (Figure 13). Our intention is that at
the top level, a system should be typechecked in the original
(external) type system (Figure 12), so we need the following
straightforward lemma to make the connection between the
two systems.

Lemma 13 (External/Internal Type System).
Γ ` e : T ⇒ Γ; ∅; ∅ ` e : T and Γ ` P ⇒ Γ; ∅; ∅ ` P .

Proof. Induction on the derivations.

7. FUTURE WORK
Our aim is to develop techniques for formal verification

of systems modelled in CQP. In particular we are working
towards an analysis of the BB84 quantum key distribution
protocol, including both the core quantum steps and the
classical authentication phase. Initially we will use model-
checking, in both standard (non-deterministic) and proba-
bilistic forms. Standard model-checking is appropriate for
absolute properties (for example, the quantum teleportation
protocol (Section 3.2) claims that the final state of y is al-
ways the same as the initial state of z). In general, however,
probabilistic model-checking is needed. For example, the



bit-commitment protocol (Section 3.3) guarantees that, with
some high probability which is dependent on the number of
bits used by Alice, Bob’s verification step is successful. We
have obtained preliminary results [16, 19] with the CWB-
NC [1] and PRISM [12] systems, working directly with the
modelling language of each tool. The next step is to de-
velop automated translations of CQP into these lower-level
modelling languages; note that our operational semantics
matches the semantic model used by PRISM.
Another area for future work is to develop a theory of

equivalence for CQP processes, as a foundation for com-
positional techniques for reasoning about the behaviour of
systems. We can also consider extending the language. It
should be straightforward to add purely classical features
such as functions and assignable variables. Extensions which
combine quantum data with enhanced classical control struc-
tures require more care. Valiron’s [28] recent formulation of
a typed quantum lambda calculus seems very compatible
with our approach, and should fit into CQP’s expression
language.

8. CONCLUSIONS
We have defined a language, CQP, for modelling systems

which combine quantum and classical communication and
computation. CQP has a formal operational semantics, and
a static type system which guarantees that transmitting a
qubit on a communication channel corresponds to a physical
transfer of ownership. The syntax and semantics of CQP are
based on a combination of the pi-calculus and an expression
language which includes measurement and transformation
of quantum state. The style of our definitions makes it easy
to enrich the language. Our research programme is to use
CQP as the basis for analysis and verification of quantum
protocols, and we have outlined some possibilities for the
use of both standard and probabilistic model-checking.
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