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Abstract

We review work on session types and the w-calculus, and give an example identifying
a use for bounded polymorphic types in this setting. We then define a variant of the
m-calculus with the appropriate syntax, and propose a static bounded polymorphic
type system, for which we prove type soundness. We use our rules to give a typing
derivation and show the sequence of reductions in our example. Finally, we discuss
related work and possible future work in this area.
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1 Introduction

Distributed client-server systems are structured around protocols which specify the form and
sequence of communications between agents. Such protocols are often complex, involving
substantial numbers of states and a variety of state transitions caused by different types of
message. When implementing a client or server which is meant to follow a particular proto-
col, it is clearly desirable to be able to verify (preferably automatically) that the sequence
and structure of messages sent and received is correct according to the protocol. However,
standard programming languages do not provide good support for this kind of verification.

The theory of session types addresses this problem by defining a notion of type which can
capture the specification of a client-server protocol. Session types can be associated with
communication channels, and the actual use of a channel by a program can be statically
checked against its type. Session types were proposed (in the context of a language based on
the m-calculus [13, 20]) by Takeuchi, Honda and Kubo [21] and have been studied further by
Honda, Vasconcelos and Kubo [8] and the present authors [3, 4]. More recently Vallecillo,
Vasconcelos and Ravara [23] have applied session types to the specification of component
object systems, and Gay, Ravara and Vasconcelos [6] have begun to transfer session types
from the m-calculus to a more conventional programming language.

In previous papers [3, 5] we increased the expressive power of session types in the -
calculus by defining a notion of subtyping, based on Pierce and Sangiorgi’s [14, 15] system
of subtyping in the m-calculus but extended to the additional type constructors involved
in session types. The main application of subtyping is to allow certain kinds of server
upgrades, which alter the protocol and hence its session type, to be made without removing
the type-correctness of older clients which are unaware of the upgrade. However, the range
of permissible upgrades is not as large as we would like, and the goal of the present paper is
to extend it. We are still working within a language based on the m-calculus.

Our solution is to introduce a notion of bounded polymorphism, similar in general terms
to kernel F_.[1, 16] but adapted to the m-calculus. As far as we know this is the first study of
bounded polymorphism in the m-calculus, and the first study of any form of polymorphism in
relation to session types. We discuss some previous work on polymorphism in the w-calculus
in Section 7.

The rest of the paper is structured as follows. In Section 2 we review session types, illus-
trate their application to the specification of client-server protocols, describe the additional
expressive power provided by subtyping, and explain how we can use bounded polymor-
phism to increase the expressive power still further. In Sections 3, 4 and 5 we formalise the
syntax, type system and operational semantics of our version of the m-calculus, and outline
the proof of soundness of the type system. In Section 6 we present example derivations, and
in Section 7 we conclude, discuss related work, and indicate directions for further work.

2 Session Types in the Pi Calculus

Session types in the w-calculus provide the facility for a greater degree of structure in the
interaction between a client and a server. Both parties participating in a sequence of com-
munications are statically type checked, not only to ensure that the types of messages sent
are those expected, but also that the ordering of messages is correct. Furthermore, choices
can be offered and selections made by both client and server, the whole dialogue taking place



on a single channel.

Consider a server for mathematical operations which offers sine and square functions.
The communications with the client take place on a single session channel, x, with ports z™
and x~. We call + and — polarities, and we use them to indicate which end of a session
channel is being used in each occurence in a process. In this example, the server will use z™
and the client 2. 2™ and 2~ each have an associated session type, which we will call S and
S, respectively.

S = &(sin:7?[int] . ![real] . end,sqr:?[int] . ![int] . end)

S = @(sin:![int] . ?[real] . end, sqr:![int] . ?[int] . end)

The &(...) constructor (pronounced branch) in the type S indicates that a choice is offered,
in this case between two labels, sin and sqr, each of which then has a continuation type
representing a series of inputs and outputs (? for input, ! for output). Conversely, the
@®(...) constructor (pronounced choice) in the type S indicates the making of a choice. Note
that the pattern of sending and receiving for each label here is the opposite of that in the
type of the server’s port.

One possible implementation of a server and client using a channel with these types would
be

server = x> {sin:z" ?[a:int]. 2" ![sin(a)] .0,
sqr:zt ?[a:int] .z ! [a%]. 0}
client = 2~ <sin.2”1[90] .2~ ?[r:real] .0

Here the server uses the >{...} construct (pronounced offer) to offer the labels sin and sqr.
Each label then has a continuation process performing the necessary inputs and outputs as
specified in the type. The client uses the < construct (pronounced choose) to choose the label
sin from those on offer and then performs the appropriate sequence of outputs and inputs.
As is usual in the 7-calculus, we use parallel composition, |, to form a single process from
two others and write typing judgements in the following way.

xS, 27 5,90 :int F server | client
2.1 Subtyping

Subtyping allows us to upgrade a server whilst maintaining backward compatibility with
clients that are written for the old version. Continuing our example, we might want to add
a tangent operation to our server. We might also want to modify the server to accept real
number inputs to the trigonometric operations. The type of the server’s end of the new
channel, S’, would be

S" = &(sin: ?[real] . ![real] . end, sqr: ?[int] . ![int] . end, tan: ?[real] . ![real] . end)
with the server now being implemented as

server = a7 > {sin:z" ?[a:real].xz" ![sin(a)] .0,
sqr:zt ?[a:int] .2 ! [a%]. 0,
tan:z™ ? [a : real] . 27 ! [tan(a)] . O}

The client, unaware of the change made to the server, would still like to communicate with
it on a channel where the server’s end has type S. With our definition of subtyping this can
happen, as it follows from the fact that int < real and the fact that S’ offers additional labels
to those in S that S < 9.



2.2 Bounded Polymorphism

We can see that subtyping allows us to describe server upgrades in a structured way. There is
a problem with this, however, in that there is a class of server upgrades for which subtyping
alone is not sufficient. Consider now a client-server interaction involving a single addition
operation. The communications again take place on a single channel, x, with two ports, z™"
and z~. Here the type of 27 is

S = &(plus:?[real] . ?[real] . ![real] . end)

A single label, plus, is offered, its continuation type showing that a real is input, followed by
another, and finally the resulting real is output. The client side of the channel, x~, has the
complementary type

S = @(plus:![real] . ![real] . ?[real] . end)

where a choice is made, albeit from the same single label. As one would expect, outputs
exist in the continuation type where inputs are present in S and vice versa.

If we consider int to be a subtype of real, we might hope that we could use our ’plus
server’ to add two integers on channel x. A process with a server and client performing this
interaction in parallel would look as follows.

P= zt>{plus:zt ?[a:real].xt ?[b:real] .2t ![a+b].0}
| x” <plus.z” ! [7]. .2 I[11] .2~ ?[r:int]. 0

Here, the client chooses the plus operation offered. It then sends the integer 7 followed by
the integer 11 to the server, which adds these and sends back the result which the client
binds to the name r. Unfortunately, however, the typing judgement

zT S 27 S, 7 int, 11 :int- P

is not correct, the reason being as follows: In our definition of subtyping, input is covariant
and output is contravariant: ?[int] < ?[real] and ![real] < ![int]. So, where the client wishes
to output the integers to be added, it can use the port’s capability to output real numbers
(as ![real] < ![int]) and the integers are promoted to reals inside the server, the result of
adding them being typed as a real too. When receiving the result, however, the type system
prevents the client from using the port’s capability to input reals to input an integer (as
?[real] £ ?[int]) and thus the process is not typable.

One solution to this problem would be to have a separate server for each type. There
are obvious disadvantages to this approach, though, and a more elegant solution would be
preferable. We present a bounded polymorphic session type system with type variables and
their upper bounds attached to labels in the offer construct. The process would now be
written

Q= z">{plus(X <real):z™ ?[a: X].2T?7[b: X].2"![a+b].0}
| 27 < plus(int) .2~ 1[7] .2~ [11] .2~ ?[r:int]. O

where attached to the plus label in the server is a type variable X and an upper bound of
real. The client can pass with the label any subtype of real, which is then substituted for



X in the continuation process. In this case, the client chooses plus with type int and our
reduction rules allow this to reduce to the process

Q =x"7[a:int]. 2zt ?[b:int] .2 [a+b].0 |z [7). 2" ' [11].2~ ?[r:int]. 0

where both client and server are expecting to send and receive integers at every communi-
cation step. Our typing rules allow the following typing judgement to be correct.

xt S xS T int, 11 intF Q

where

S" = &(plus(X < real):7[X].?[X].![X].end)
S" = @(plus(X < real):![X].![X].?[X].end)

3 Syntax and Notation

Our language is based on a polyadic m-calculus with output prefixing [13] and is very similar
syntactically to the language we proposed for session types with subtyping [3]. The inclusion
of output prefixing is different from many recent presentations of the m-calculus, but it is
essential because our type system must be able to impose an order on separate outputs on
the same channel. We omit the original m-calculus choice construct, P+, and the matching
construct which allows channel names to be tested for equality. We add a conditional process
expression, however, written if b then P else () where b is a boolean value, and therefore we
also have a data type of booleans, as well as integers and reals. Other data types could be
added along with appropriate primitive operations.

The most important addition to the syntax are the constructs for choosing between a
collection of labelled processes while exchanging a type to be used in the continuation of
an interaction, an extension of the constructs proposed by Honda et al. [8, 21]. As the aim
of this paper is to look at bounded polymorphism in conjunction with session types, we do
not include syntax for non-session channels. Neither do we include recursive processes or
recursive types (although these could be added), and therefore omit the standard m-calculus
replication operator, !. The need for linear control of session channels leads to the use
of polarities on session ports which play a similar role to the polarities used on types by
Kobayashi et al. [9, 10].

The type system has syntax for type variables and data types; these being the types
that can be used as upper bounds. It also has constructors for session types similar to those
proposed by Honda et al. [8, 21], but with type bindings attached to each label in a branch
or offer type. Subtyping will be defined in Section 4.

In general we use lower case letters for channel names, upper case P, (), R for processes,
upper case T, U etc. for types, li,...,l, for labels of choices, and Xi,..., X, for type
variables. We write 7 for a finite sequence z1,...,x, of names, T for a finite sequence
Ty,...,T, of types, and & : T for a finite sequence z; : T4, ...,z : T, of typed names.



3.1 Types
The syntax of types is defined by the following grammar.

Types T == B | S
Type Bounds B := D
| X (type variable)
Data Types D := bool | int | real
Session Types S end
?(T]. S
7). S

.....

77777

----------

types up to a-equivalence.
The type S is a session type for one port of a session channel, say . If 2 has type S
then 2~ will have type S, the dual (or complementary) type of S, which is defined inductively

as follows.
end = end

-----

S(Li(Xs < By):Si)ieqr,.ny = &(Li(Xs < By):Si)ieqn,..n)

,,,,,,,,,,

&({li(X; < Bi):Si)ieqr,.my = ®Li(Xi < Bi):Si)ieqt,...n}
< <

As we have type variables, we define substitution, again inductively, as follows.
D{B/X} = D
X{B/X} = B
Y{B/X} = X ifY#X

_end{B/X} = end
(). S{B/X} = MNI{B/X}].S{B/X}
(T].9{B/X} = T{B/X}].S{B/X}
(&li(Xi<By):Si)ieqr, .y {B/X} = &{li(Xi<B{B/X}):S{B/X})ieq1,..nj
(®(Xi<Bi):Si)icqr,..mp){B/X} = &U(Xi<B{B/X}):Si{B/X}icq1,..ny

3.2 Processes

The syntax of processes is defined by the following grammar.

P =0
| PlQ | 2P > {l;(X; < Bi): Pilicqr,..n}
| (vat: 9P | aP<l(B).P
| 2P?[g:T). P | if 2 then P else Q
| 2Plg]. P

Most of this syntax is fairly standard. 0 is the inactive process, | is parallel composition
and (vz® : S)P declares a local channel x with two ports, ™ and x~, of types S and S
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respectively for use in P. The process 2 ? E T] P receives the names gy, which have types
T, on port z”, and then executes P. The process z” | [§] . P outputs the names § along
the port 2P and then executes P. Process aP > {l;(X; < BZ).PZ}ZE{L,_W} offers a choice of
subsequent behaviours on port 27 — one of the P; can be selected as the continuation process
by sending on session port xP the appropriate label, [;, and an accompanying type B that is
a subtype of B;, as explained in Section 1. Process x? <(B) . P sends the label [ and type
B along port zP in order to make a selection from an offered choice, and then executes P.
The conditional expression, as one would expect, selects P or () as the continuation process
depending on the boolean value, b.

We define free and bound names as usual: z is bound in (vaz® : S)P, the names in § are
bound in z? ? [7 : T] . P, and all other occurrences are free. Type variables Xi,..., X,, are
bound in a? > {l;(X; < B;): Pi}icqu,..ny and free in all other cases. A process with no free
names or variables we call a program. We define a-equivalence as usual, and identify pro-
cesses which are a-equivalent. We also define two substitution operations: P{Z/7} denotes
P with the names 1, ..., x, simultaneously substituted for v, ..., y,; P{B/X} denotes P
with the type B substituted for X. In both cases, we assume that bound names/types are
renamed if necessary to avoid capture of substituting names.

As usual we define a structural congruence relation, written =, which helps to define the
operational semantics. It is the smallest congruence (on a-equivalence classes of processes)
closed under the following rules.

PO = P S-UNIT
PlQ = Q|P S-CoMM
P|l(QIR) = (P|Q)|R S-Assoc
(va? :T)P|Q = (va?:T)(P|Q) if x is not free in  S-EXTR
(va? : T (wy? : U)P = (vy?:U)(va? : T) S-SWITCH
P o {Li(X; < Bi):Pilicpn,my = P> {low)( X, Bo)): Poti) Yieqt,..n}
S-OFFER

In rule S-OFFER, o is a permutation on {1,...,n}.

3.3 Environments

An environment is a sequence of type variables and their upper bounds followed by a set of
typed names, written as follows.

XlgBl,...,XmgBm;CEfl ITl,...,l'flann

For an environment to be valid, each B; can only refer to type variables X; to X; ; and all
names, x}" to zP», must be distinct.

We use A; T, Aq; Ty, Ag;T'y ete. to stand for environments, and if A = () we write just
. We write x € T" to indicate that = is one of the names appearing in I'. We then write
A;T'F P : T to indicate that the type of x? in A;T"is T"and A; ' F o < T to indicate
that the type of P in A;T" is a subtype of T. When 2P &€ T" we write I', 2P : T for the set
formed by adding x? : T to the set of typed names in I'. When I'; and I'y have disjoint sets
of names, we write ', 'y for their union. Implicitly, true : bool and false : bool appear in
every environment. We say that an environment is completed if it contains no session types
except for end and balanced if, for every session port in the environment with some type S,
the other port of that channel is also in the environment with type S.



4 The Type System

4.1 Subtyping

The principles behind the definition of subtyping in our previous paper [3] have been de-
scribed in Section 1. Our definition here is simplified due to the omission of non-session
channel types and recursive types. Type variable bindings are added to the labels in the
branch and choice rules, but are simply carried through. The main effect of introducing type
variables is that subtyping judgements are now relative to some A, a finite sequence of type
variables with upper bounds, equivalent to the first part of an environment.

Our definition of subtyping is algorithmic in Pierce’s terminology [16] — that is to say,
transitivity and reflexivity are theorems rather than definitions. We can also prove that if
T < U then U < T. Because we do not have recursive types, we have a simple inductive
definition according to the rules in Figure 1.

——— AS-DaTA —— AS-INTREAL
AFDLD A Fint < real
AS-TVAR AS-END
AX<BANFXKB A F end < end
AFV<SW Yie{l,....n}.(AFT <U)
= = AS-IN
ATV < 0. W
AFVESW Yie{l,....nh(AFU <T)
— — AS-Out
ARINT].V LNU]. W
m<n Vie{l,.... m}.(A,X; <B;FS;<T;)
AS-BRANCH
AR &(L(X; < Bi):Si)ict,my < &i(Xs < By):Th)ieqn
m<n Vie{l,.... m}.(A X, <B;FS,<T))
AS-CHOICE

A+ @<ZZ(XZ X z) Sz>z€{17 Ln} < @<11<X7, < Bz) :T‘i>’i€{1,.‘.,m}

Figure 1: Subtyping Rules
4.2 Typing Rules

The typing rules are defined in Figure 2. T-NIL ensures that all interactions are finished
when typing the nil process, 0, by forcing the environment to be completed. In T-PAR, the
rule for parallel composition, note that the two environments must have identical sequences
of type variables with upper bounds but distinct sets of names. This is because the upper
bounds of free type variables are global assumptions, but a name representing a session port
can only be used by one process at a time. The T-NEW rule forces the two ports of a session
channel to have dual types when bound in order that sequences of communications on tha
channel will not get out of step. T-COND is standard.

The next four rules all involve communication on a session channel with the possibility
that its type will be promoted according to the subtyping given in the hypothesis of the
rule. Other than the subtyping, T-IN is standard. In T-OuT, the environment typing the
process P does not include the y to ensure that each y; is only used by one process at a
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A; T completed ATy EP ATy Q

T-NiL T-PARr
AT, z": 82 :SHP ATEP A THQ AT Ea < bool
T-NEwW T-CoND
A;T F (va™: S)P A;T Fif x then P else Q
AT, 2P S, 5:UF P AI—Tg?[U].STI
= -IN
AT a? :THaP?[g:U]. P
AT,2P:SFP AFTLIU].S
T-Out

AT, 2P T, Uk aP![j]. P

.....

-----

AT 2P THaP<ly(B). P T-CHOOSE

Figure 2: Typing Rules

time. In T-OFFER, there are a number of potential continuation processes depending on
the label received. Although the type variables X1, ..., X,, are bound in the offer construct,
each P; has X; free and must be well typed in an environment where the type variable
X; and its upper bound B; are added to the A component. In the final rule, T-CHOOSE,
the environment that types the continuation process P is more complicated. Each type S;
contains a type variable X;. P does not though, as it uses the chosen type B that is passed
with the label. P, therefore, must be typable in an environment where the session port has
type S; with B substituted for X;. Finally, the type B must be a subtype of the appropriate
upper bound, B;.

For the purposes of the examples in this paper we assume a language for arithmetic
expressions involving typing rules such as the following.

ATFa: X A THFbL: X AF X <real
ATHa+b: X

T-PrLus

More generally, we could extend the language to include constructors such as product types,
record types and function types with appropriate subtyping rules, giving a much richer
language.

5 Operational Semantics

As usual for languages based on the w-calculus, the operational semantics is defined using

. . (B . .
a reduction relation [12]. P U5 ( means that process P reduces to process () in a single

step, either by means of a communication, a choice or a conditional statement. Where the



reduction involves a communication or choice, x is the channel on which this takes place.
Only if the reduction is a choice, [(B) is the label, [, which is chosen and the type, B, that
is passed with the label. In all other reductions x = 7 and [(B) = _.

Reductions are labelled in this way for two reasons: Firstly, where the reduction is on a
channel bound by a v, we need to know this information to change the type in the v. (This
occurs in the R-NEWX rule described below.) Additionally, it is needed for the statement
and the proof of the subject reduction theorem, also described below. The labels have no
semantic significance and would be omitted in any implementation.

P=4q
2?5 T]. Plat![3].Q 25 P{Z/5} | Q

ie{l,....,.n} p=gq

R-CoMmMm

R-SELECT
2o {L(X; < By): Plicqr, |27 <L(B) . Q ™ PA{B/X;} | Q
= R-TRUE = R-FALSE
if true then P else Q — P if false then P else () — @)
Oé,l(V) / / a,l(V) /
P — P PP=P P — =
o R-PAR © @=¢ R-Cona
PIQ™ PQ P
p ) p a#x p oY) pr
a,l(V) R-New + T,— T ) ; R-NEwX
(va*®: S)P =~ (va*: S)P (va™: S)P — (va™: tail(S, (V)P

Figure 3: Reduction Rules

Our reduction relation is the smallest relation closed under the rules in Figure 3.
R-ComM is the standard rule for communication, where the names received are substi-
tuted in the continuation process P. Note that we have a condition in the hypothesis that
the session ports must have dual polarities. R-SELECT is the rule for selection from a choice
of labels. A reduction is possible if the label chosen is one of those offered and, again, if the
ports have dual polarities. Note here that a type substitution occurs in the continuation of
the process offering the choice. R-TRUE and R-FALSE are standard, defining reduction in
conditional expressions. R-PAR and R-CONG are also standard, defining reduction under
parallel composition and structural congruence. Finally, we have two reduction rules for
processes under v bindings. R-NEW, allows reductions under a v binding where the chan-
nel, z, on which the reduction takes place is not the name being bound. R-NEWX, allows
reductions under a v binding where the reduction is on the channel being bound. In this
case, the resulting process has a v binding with a new type for the channel given by applying



the tail function to the old type, where tail is defined as follows.

) = S
) = S
tail (&(L;(X; < Us):Siieqr,n), (V) = S{V/Xi}
(V) = S{V/Xi}

.....

We prove type soundness in the usual way: We prove a subject reduction theorem demon-
strating that a well-typed process with a reduction will reduce to another well-typed process.
Then we prove that any possible reductions immediately possible in a well-typed process do
not cause errors. Together, these results imply that a well-typed process can reduce safely
through any sequence of reduction steps.

We only prove type soundness for processes where the environment is balanced. This
is because we are only interested in reductions resulting from the execution of programs.
Although it is possible to type processes with unbalanced environments, for these to form
part of a program the typing derivation would eventually have to balance the environment
for the channels in it to be bound by a v.

Theorem 1 (Subject Reduction) IfT' + P, P "% P/ and T is balanced then I - P’
and I is balanced.

Proof: By induction on the derivation of I' = P. The assumptions that I' = P is derivable
and I' is balanced provide the information about the components of P’ which is needed to
build a derivation of IV - P'.

Theorem 2 (Run-Time Safety) If A;T P, P = (vi: V)(Q|R) and A;T is balanced,
then

1 ifQ=aP?[§:T).Q1 |29 [2].Qy then Vz € AT, 0 : V & 2 - U; where U; < T,

-----

3. if Q = if x then P else Q then A;T,%:V Fa: T where T < bool

Proof: From the derivation of A;I" = P. On reconstructing the typing derivation for each
of the potential reductions the typing rules yield the information necessary to construct the
relevant conclusion.

6 Example

In this section we give an example of a typing derivation and a sequence of reductions for a
process. The process is the addition interaction from Section 1.

6.1 Typing Derivation

Here we derive

O;2t: S,x” 1 S, 11 1int, 7 int k2" > {plus(X < real): P} | 2~ <plus(int) . Q
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where
= &(plus(X < real):T)

71X].7[X] . 1[X] . end

= a2 ?[a: X].at?[b: X]. 2" a+0].0

= z [7.z7 [11] .2~ ?[r:int].0

First we derive P, the body of the polymorphic plus operation. Here we have a single type
variable X with an upper bound real, so A = X < real.

LT HO,

A; " : end completed
T-NIL
(1) A;xtend 0 AF[X].end <![X].end

A;zt:l[X].endya+b: X Fa[a+b].0

T-OutT

(1) AF?7[X].[X].end < 7[X].![X].end ToIn
Asxt ?7[X]NX]end,a: X Fat?b: X].aT a+0].0 AFTLT
Azt :THP
Then we derive (), the body of the client that has integers to be added.

T-IN

(; ™ : end,r : int completed
T-NIL

(2) 0;xz~ :end,r :inth 0 0 ?[int] . end < ?[int] . end T
Q;x~ : ?[int].end 2~ ?[r:int]. 0 o
(3) OFT{int/X} <T{int/X}
(2) 0 ![int] . ?[int] . end < ![int] . ?[int] . end
T-Outr
O; 2 :int] . ?[int] .end, 11 :int 2~ ! [11] .2~ ?[r:int]. 0 (3)
T-Out

O:z” : T{int/X},11 :int, 7 :int - Q
Finally, we add the offer construct to P and the choose construct to ). The type variable X
is bound in the offer construct, the result being that both processes now have no free type
variables and can be put in parallel.

T-OFFER

Nzt :THFP 0SS
(4)

0;zt : SF a2t > {plus(X < real): P}

O:z” : T{int/X},11:int,7:intFQ OFS<S 0Fint< real
(5) — T-CHOOSE
Q;x= . S, 11 :int, 7 :int - 2~ <plus(int) . @
4 )
4) () TPan

O;2t . S,x” 1 S, 11 1int, 7 int k2" > {plus(X < real): P} |z~ <plus(int) . Q

11



6.2 Reduction Steps

There are four reduction steps in the execution of the process. The first is an application of
the R-SELECT rule, the other three being applications of the R-ComMm rule.
(a) xt > {plus(X < real): P} |z~ <plus(int) . Q m-plusint) P{int/X}|Q
(b) aF?a:int].xt?[b:int]. a2t a+0b].0 |z [7]. 27 ! [11] .2~ 7 [r:int]. 0
Do gt brint] . at a4+0].0 2" L [11] .2 ?[r:int] . O

(¢) at?[b:int].at![a+0b].0]2z” I [11].2~ ?[r:int]. 0
2o ot a40).0| 2" ?[r:int]. 0

(d) xzt!'[a+b].0]2z" ?[r:int].0 =50

7 Conclusions and Future Work

We have identified a problem with the use of subtyping in combination with session types
in the m-calculus in that it is only possible for a client to take advantage of this subtyping
in relation to messages sent to the server, not those received from it. We have proposed a
system of bounded polymorphism incorporating session types which solves this problem by
introducing a dependency between the type of a message from the client (a selection) and
the types of messages which come from the server after that selection has been made.

7.1 Related Work

Polymorphism (in the style of the polymorphic lambda calculus (System F) [7, 19]) has been
studied in the 7- calculus by Turner [22] and Pierce and Sangiorgi [17]. The programming
language Pict, based on the 7- calculus, has a polymorphic type system. Weaker ML-
style polymorphism has been studied in 7-calculus-like languages by Vasconcelos and Honda
[24] and the first author [2]. A rather different style of polymorphism has been proposed
by Liu and Walker [11]. We believe that the present paper is the first study of bounded
polymorphism in the m- calculus, and the first study of polymorphism in relation to session

types.

7.2 Further Work

In the syntax of processes we have restricted our upper bounds to be datatypes or other type
variables. This may seem like an arbitrary restriction, but the reason for this is as follows:
It is the case that if T < U then U < T. One result of this is that if we have a type variable
X with a session type as its upper bound, say ?[bool] . end, we have a lower bound for X,
i.e. ![bool] . end, but no upper bound. With no upper bound, it is not possible to construct
a typing derivation for processes using X, and so no programs using session types as upper
bounds would be typeble, even if the syntax of processes allowed it.

One possible solution may be to include a lower and upper bound on type variables i.e.
By < X < B;y. This would provide the necessary lower and upper bounds for dual types:
B, < X < By. It would be necessary to find some motivating examples for this, however,
and it may be the case that there are no useful classes of process that we would want to be
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typable with session types as upper bounds. Clearly there is scope for further work in this
area.

Our definition of subtyping for branch and choice types resembles kernel F_.in that the
upper bounds do not change when you go up the subtyping relation. We could investigate
a system more similar to full F_., but again would need some motivating examples. Finally,
we could add normal channels and investigate bounded polymorphism as an extension to the
type system of the Pict [18] programming language, with type variable bindings separated
from the offer construct.
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