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ABSTRACT

This paper presents an overview of the concurrent presentation
of sound as part of an auditory display. The reasons why designers
would wish to use concurrent sound presentation (such as increas-
ing communication bandwidth and allowing comparisons between
data to be more easily made) are discussed and examples given.
The paper then discusses the problems that can occur when sounds
are concurrently presented before summarising and critically eval-
uating work by the authors on the identification of concurrently
presented earcons.

1. INTRODUCTION

The field of auditory display has matured over the last few years to
provide clear, evaluated methods, to allow designers to exploit the
advantages that sound can bring to a human computer interface.
Further advantages have emerged over the last few years such as
spatialisation of sound which has lead to a number of researchers
working with concurrent audio presentation, where more than one
sound is presented to a user at a time, which may be of specific ad-
vantage with mobile computing devices such as mobile telephones
and personal digital assistants (PDAs). Such devices are becoming
increasingly more popular, with greater functionality constantly
being added by manufacturers. The usability of these devices is,
however, open to debate as mobile computing has several usability
issues that need to be addressed. Notably, due to the form factor
of mobile devices, the visual display space available is severely
limited in comparison to other computing devices, such as the per-
sonal computer. For example, the Palm Tungsten PDA has a dis-
play of only 6x6 cm. The low resolutions of such displays also
contribute to limiting the amount of data that can be useably pre-
sented. Also, because mobile computer users are likely to be on
the move whilst using their device, they cannot devote their entire
attention to the computing task. They must constantly monitor the
environment for danger and react accordingly. This places further
strain on the user’s visual resource. The use of concurrent audio
may provide a solution with this problem.

This paper discusses the ways in which concurrent audio has
been used by auditory display designers, and the advantages that
it provides. The disadvantages of concurrent audio are then dis-
cussed followed by a critical summary of work undertaken to iden-
tify and understand these problems as regards concurrent earcon
identification. Finally conclusions are drawn and possible future

work which may improve our understanding of concurrently pre-
sented sound is outlined.

2. WHY USE CONCURRENT AUDIO PRESENTATION?

There are several reasons why concurrent audio may be of use as
part of an auditory display. In this section several advantages are
outlined and work that seeks to exploit these advantages is dis-
cussed.

2.1. Increased Bandwidth of Communication

One advantage of concurrent auditory displays is their ability to
increase the rate of information which can be presented to a user.
This means that information can be pertinently delivered, without
having to be delayed until other auditory messages have finished
playing. Whilst auditory displays can be designed to associate a
priority to each message delivered to a user [1], there may be sev-
eral instances where messages are of equal importance to the sys-
tem, and it is up to the user to determine which message is of great-
est importance. Several systems such as the ARKola [2] bottling
plant simulator, and Nomadic Radio [3], have used this technique
to allow the user, rather than the system, to determine what data
are and are not important, and therefore what should be attended
to. Consider for example, the “diary in the sky” system by Walker
et al. [4], which used a spatialised audio environment to encode
the times of certain diary appointments. Sounds were consecu-
tively presented according to their time of appointment. If a user
remembered that they had something important scheduled at 9PM,
but could not remember what it was, they would need to consec-
utively listen to all of the appointments up to 9PM before reach-
ing the information required, which may take a long time (around
eight seconds for four appointments). If all of the diary entries
were presented in parallel, the user could make use of the cocktail
party effect [5], to “tune in” to the 9PM appointment, reducing the
time taken to locate the required information.

Such an application of concurrently presented audio may be of
specific use with mobile computing interfaces which, as previously
discussed, suffer from both small screen displays [6], and users
not being able to constantly attend to that visual display in the
same way as with a desktop computer [7]. Concurrent audio may
allow for more information to be presented through audio and thus
relieve some of the demands on a user’s visual resource.
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2.2. Faster Information Presentation

It may be possible for some types of sound used in auditory dis-
plays to be split into chunks, and then for those “chunks” to be pre-
sented in random order without having any impact on the meaning
of the message to be communicated. If this is possible, chunks
of the sound could be presented to the user in parallel, thereby
decreasing the presentation time of the information. Such presen-
tations may be advantageous if long sounds are used and their pre-
sentation must keep pace with a user’s interaction in a computer
interface. Whilst in many respects this advantage is similar to that
described in Section 2.1 we believe that is may be useful to draw a
distinction between presenting more information in less time and
more information.

Brewster, Wright and Edwards [8] found that such a technique
could be successfully employed to shorten the presentation time
of compound earcons. They identified that for compound earcons
which contained only two component earcons, playing each com-
ponent in different ears, as well as introducing an octave differ-
ence in the registers (one component’s pitch was approximately
double that of the other’s [9]) each of the component earcons was
played in, did not significantly impact participants’ ability to iden-
tify the earcons. Such presentation did however half the time taken
to present the earcons to users. Unfortunately they did not investi-
gate the impact of such presentation on the cognitive demands of
users, or expand their work to earcons with more than two parts,
which would benefit much more from a shortening of their presen-
tation time.

2.3. Browsing Multiple Data

One of the drawbacks of auditory displays is their temporal nature
[10]. This can make it difficult to make comparisons between mul-
tiple data in an auditory display, such as determining relationships
between two sonified graphs [11]. Concurrently presenting data
through audio however, has been shown to be an effective way
to overcome the temporal issues of sound, and thus allows com-
parisons between data to be made more easily. Comparing data
through sound in such a way is akin to the way in which we in-
terpret the real world, and as such is a natural task to perform in
an auditory display. As Blattner, Papp and Gilnert [12] note“Our
awareness and comprehension of the auditory world around us for
the most part is done in parallel”. In addition, the cocktail party
effect [5] has long been an interesting problem for psychologists
seeking to explain how the human auditory system works.

Brown et al. [11] investigated if users could identify key fea-
tures of two concurrently presented sound graphs. Graphs were
constructed by mapping the y-axis to the musical pitch of a MIDI
acoustic grand piano timbre, and using cursor keys to navigate
along the x-axis. As a user moved along the x-axis, the pitch rep-
resenting the appropriate y-axis value was played. Each graph was
presented to different ears, to avoid the sounds perceptually fusing
together. Brownet al. found in comparison to serial presentation,
where each graph was presented individually, that whilst concur-
rently presenting sound graphs did not have a significant effect on
the accuracy of responses, it did significantly reduce the time taken
to find intersection points between the graphs.

Fernstr̈om and Bannon [13] created a system to allow brows-
ing in the Fleischmann Collection of traditional Irish music. Their
Sonic Browser had a visual interface which allowed each musical
composition to be graphically laid out in a starfield like display
[14]. This allowed users to map the x and y axes of the visuali-

sation to different data parameters. As a cursor was moved across
the visualisation, the eight nearest musical compositions would be
concurrently played in representative spatial locations around the
user’s head. The use of spatialisation, and the variations between
the musical compositions, helping to avoid them being placed in
the same auditory stream [15]. Sonic Browser does indicate that
concurrently presenting multiple audio sources can have benefits
over visual presentation since it is difficult to present music visu-
ally in a meaningful way to non-musicians [13]. Similar advan-
tages are apparent in the concurrent presentation of speech based
audio, such as Kobayashi and Schmandt’s Dynamic Soundscape
[16] which used 3D sound presentation to allow users to simul-
taneously browse and monitor multiple parts of the same audio
recording.

Hankinson and Edwards [17] have used comparisons between
concurrently presented compound earcons to provide information
to users about the validity of computer interface operations. For
example if a user tried to copy a printer, the copy and printer
earcons would be concurrently presented but would be designed
in such a way that they would sound inharmonic when presented,
whereas the copy and file earcons would be harmonious when
concurrently presented. This provided the user with information
due to the comparison of the earcons, that would otherwise not be
available.

The examples of this section have shown the ways in which
concurrent auditory presentation has been used as part of an au-
ditory display. This work points to key advantages that concur-
rent auditory presentation brings, and shows that new possibilites
for auditory display exist when sounds are concurrently presented.
Unfortunately, many of the systems discussed above have not been
fully evaluated and therefore guidance is not available for design-
ers as to what types of sound are the most effective and the prob-
lems and solutions of presenting sounds concurrently as part of an
auditory display.

3. ISSUES WITH THE CONCURRENT PRESENTATION
OF AUDIO

The previous section has shown some of the advantages that can
be gained by the incorporation of concurrently presented sound
as part of an auditory display, there are still practical issues and
limitations that must be considered and require further research to
allow the wide scale adoption of concurrent auditory displays. The
major issue is that sounds which are concurrently presented may
interfere with each other in undesirable ways. As Norman [18]
notes on the interference of multiple warning alarms,“they often
conflict, and the resulting cacophony is distracting enough to ham-
per performance”. Low level psychoacoustical interference such
as Masking [19] or phenomenon such as the pitch of the missing
fundamental [20] are relatively easy to avoid in concurrent audi-
tory environments. However, there are other interactions that can
occur between concurrently presented sound which can be harder
and more complex to predict and control.

Auditory Scene Analysis [15] is the study of why we hear the
world the way we do, in other words, how do we make sense of all
of the distinctive sounds which reach our ears at any point in time.
For example, if you are listening to a performance by a concert
orchestra, and one player decided to perform a different composi-
tion, it will be quickly obvious that they are not playing along with
the rest of the orchestra. Similarly if at a performance, someone’s
mobile telephone starts to ring, it is likely that you would not con-
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sider it as part of the performance. Conversely, the sound of a car
driving along a road is composed of distinct sounds, such as the
engine noise, the noise caused by the tyres on the road etc. Whilst
it is possible to detect the surface on which the car is driving,
whether the engine is petrol or diesel etc, you can still amalgamate
the sounds and consider them as coming from a single car.

Auditory Scene Analysis therefore tries to explain how the
multiple complicated sounds which reach our ears (the auditory
scene) are categorised by the human auditory system into separate
streams. Streams as defined by Bregman [15] (pp.10), are“a per-
ceptual unit that represents a physical happening”, for example
in the concert orchestra telephone example, there would be two
streams, one for the concert orchestra and another for the mobile
telephone ring. Note that the word stream is not interchangeable
with the word sound, as a stream can be made up of more than one
sound, such as the concert orchestra. Whilst some (experienced)
listeners will be able to pick out individual instruments, most will
only hear the overall composite sound formed from all of the indi-
vidual instruments playing at the same time.

The reasons why the concert orchestra and mobile telephone
are placed in separate streams are obvious; they sound very dif-
ferent from each other. The mobile telephone is likely to have
a timbre formed from a sine or square wave generator, whereas
the instruments that form the orchestra will have much richer tim-
bres formed of many harmonics. The melodic components of both
sounds are also likely to be quite different. In other words, it is
the differences and similarities between sounds which determine
whether they will be placed in the same or different streams. The
greater the differences between the sounds, the more likely it is
they will be placed in different streams. The greater the similari-
ties between sounds the more likely they will be placed in the same
stream.

It is out with the scope of this paper to provide a detailed
overview of auditory scene analysis, however the interested reader
is directed towards Bregman [15] and Deutsch [21]. As regards
concurrent auditory displays, it is generally desirable to ensure that
sounds which are concurrently presented are placed into different
streams, to ensure that the information encoded within them can
be determined. If sounds are placed in the same stream, or worse
split into multiple separate streams it will become difficult, if not
impossible, to hear the sounds as intended by the designer [22].
This is because it is both difficult to listen in detail to multiple
stream simultaneously as well as make temporal comparisons be-
tween streams [15]. Unfortunately, although there is a large body
of work which investigates which auditory properties influence the
streaming process [15, 21], there is no over arching theory which
will predict how a given arbitrary sound will be streamed by the au-
ditory system. Whilst it can be considered that incorporating maxi-
mum differences between concurrently presented sounds along the
dimensions shown to influence streaming will solve the problems
of sounds interfering, this may not be a practical solution since all
sounds which are used as part of an auditory display are designed
to communicate information and arbitrary modification may de-
stroy the mapping between sound and data. In the following sec-
tion work which has been undertaken to investigate the specific
problems of concurrent earcon identification and what can be un-
dertaken to overcome identification problems is discussed.

4. CONCURRENTLY PRESENTING EARCONS

The previous section has indicated in general terms the problems
that can occur when sounds are concurrently presented as part of
an auditory display. However, how likely are these problems to
occur practically and what can be done about them? In this section
work which has been undertaken concerning the identification of
concurrently presented earcons will be discussed and its implica-
tions outlined.

Whilst there exists a body of work which investigates the con-
current presentation of sounds as part of an auditory display (much
of which was discussed in Section 2), the majority of this work
remains unevaluated. Whilst some informal evaluations on such
systems have shown a positive user reaction, such studies do not
allow for the extraction of design guidelines for the sounds used.
It is unclear therefore how designers can exploit the advantages of
concurrent sound presentation whilst avoiding the problems dis-
cussed in Section 3. The work described in this section sought
to address these issues as regards the concurrent identification of
earcons. Earcons were chosen for these evaluations since they are
largely underrepresented in the work described in Section 2. This
makes it unclear how they would perform in concurrent presen-
tation systems. Additionally due to the nature of some types of
earcon, namely the transformational and hierarchical types [12],
earcons from the same set are likely to be similar according to
the discussion of auditory scene analysis from Section 3 making it
likely that they will interfere with each other and be undesirably
streamed by the auditory system which will complicate retrieving
the information encoded by them. The investigation attempted to
answer three distinct questions.

• How is earcon identification affected by the number con-
currently presented?

• How can earcon identification be improved when earcons
are non-spatially presented?

• How does spatial presentation affect concurrent earcon iden-
tification?

4.1. Earcon Identification versus Number Presented

In order to investigate how the identification of earcons is affected
by the number of earcons concurrently presented, an experiment
was performed that concurrently presented between one and four
earcons taken from the same set, and asked participants to iden-
tify information encoded in each earcon (participants had earlier
learned the mapping from a training session). Each of the earcons
encoded three trinary parameters (each of the three parameters had
three possible values), one parameter each in the timbre, melody
and presentation register of the earcon. Participants’ individual
identification for each of these scores was also recorded. A graph
showing how participants’ identification of the earcons and their
attributes was affected as the number of earcons concurrently pre-
sented was increased is shown in Figure 1.

As can be seen in Figure 1, as the number of earcons con-
currently presented is increased, the proportion of those earcons
and their attributes that are successfully identified by participants
decreases. Identification performance for the number of earcons
identified is similar to work by Brungart, Ericson and Simpson
[23] who found a similar proportional decrease in identification
when presenting concurrent similar CRM (Coordinate Response
Measure) speech phrases. Whilst identification of individual earcon
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Figure 1: Graph showing best fit trend lines showing how the pro-
portion of earcons and earcon attributes correctly identified when
one, two, three and four earcons were concurrently presented.

attributes was greater than whole earcons, the same relatively steep
trends were observed. The register encoded attribute is believed
to have a flatter gradient due to modifications that were incorpo-
rated to avoid harmonic intervals between concurrently presented
earcons and the general lower overall identification of register.
Overall participant workload, measured via a set of NASA TLX
[24] subjective workload scales showed a similar trend with an
increased number of earcons requiring greater subjective work to
identify them. Although there is an obviously greater amount of
work required when identifying four earcons rather than one which
may explain this result.

The outcome of this study must be that, at least when concur-
rently presenting earcons from the same set, that if even a small
number are concurrently presented users may be unable to identify
the earcons or the information encoded within them, and that ways
should be sought to improve concurrent earcon identification.

4.2. Improving Non-Spatial Earcon Identification

To overcome the problems as discussed in the previous section a
set of consistent modifications based on auditory scene analysis
principles were applied to a set of earcons which were based on
the guidelines for earcon construction by Brewster, Wright and
Edwards [25]. As with the previous experiment, participants were
presented with sets of earcons which encoded three data attributes.
Unlike the previous experiment, in all cases four earcons were
concurrently presented. Sets of earcons which contained auditory
scene analysis modifications were compared to a set which did
not. Modifications to the melody, timbre, synchronicity of onset
and increasing participant familiarity were tried. However, only
staggering the onsets of the earcons by 300ms and having a dis-
tinct timbre for each concurrently presented earcon improved the
identification of either the number of identified earcons or the num-
ber of earcon attributes identified. Additionally, the magnitude of
those improvement was small with an average of less that half an
earcon improvement between the standard earcons and the best
performing modified earcons. It may seem that these results are
at odds with the discussion of auditory scene analysis from Sec-
tion 3 however it is important to remember that when modifying
sounds as part of an auditory display to make them more likely to
be separately streamed, that there is some relationship between the

sound and data to be communicated. This means that if sounds
are changed too much, the relationship between the sound and the
information encoded within it may be lost. This is a particular
issue with earcons, where multiple bits of information may be en-
coded in each earcon, changing the timbre or pitch of the sound
may cause this information to be lost. Therefore in modifying
the timbre only small changes can be accommodated before the
mapping will become lost. Due to the multidimensional nature of
timbre [20] the point at which this becomes an issue is not clear,
however in the work discussed here [26], concurrently presented
timbres representing the same encoded attribute where presented
with different musical timbres chosen from the same instrument
group (according to the work of Rigas [27]). It may be however,
that larger separations in timbre could be accommodated without
loss of identification, this remains a possible future investigation.

Whilst the similarity of concurrently presented sounds is a
problem for earcons due to those which are from the same set
being similar to each other, other auditory display mapping tech-
niques may be less likely to be similar to each other. For example,
on the choosing of auditory icons for an auditory display, Mynatt
[28] recommends sounds which are subjectively dissimilar to each
other should be used since“although the sounds of a copier and
printer may be quite distinct, it may be difficult to correctly iden-
tify them when they are both used in the same interface.”. Further
evidence pointing to the robustness of auditory icons is concur-
rent presentation situations is the ARKola bottling plant simulator
system by Gaver [2]. Here two user had to collaborate to oper-
ate a simulated bottling plant and make as much profit as possible.
Different processes were presented visually as well as by rhythmi-
cally repeating auditory icons. A small evaluation by Gaver found
that users preferred the sounds over a purely visual display and
were more likely to collaborate to solve problems in the environ-
ment. As with the work described here, Gaver did not spatialise
the sounds and sometimes up to fourteen could be played together.

4.3. The Spatial Presentation of Concurrent Earcons

In many of the systems which have used concurrent auditory pre-
sentation, sound source spatialisation has been prominent. In many
of these systems spatialisation is not only used to separate concur-
rently presented sounds and again contribute towards their separate
streaming, but is also used in a mapping to some other information,
usually time. Nomadic Radio [3] used the azimuthal angle that a
sound was presented around the user’s head to represent the time of
arrival of messages and news. Kobayashi and Schmandt [16] used
the same principle, mapping the timecode of an auditory recording
to the azimuthal location of that recording around the user’s head
such that over time the recording moved around the head. Whilst
spatialisation is an element of auditory scene analysis and can con-
tribute to the separation of sources when concurrently presented,
the effectiveness of this cue is dependant on the degree of simi-
larity and the location of the sources which need to be separated.
Best, van Schaik and Carlile [29] have identified that in order for
two sounds to be identified in distinct locations there may need
to be a 60o azimuthal difference between them. Whilst this may
mean that in some cases concurrent audio can be easily employed
when used with spatialisation, when spatial location is mapped to
some data parameter it will not be possible to arbitrary adjust the
position of sounds to make them further apart as this would de-
stroy the mapping between the location of the sound and the in-
formation encoded by it. In such situations, at least as regards
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earcons, identification may be closer to non-spatial presentation
than with spatial presentation. Spatialisation has also been looked
at by Brewster, Wright and Edwards [25]. As discussed in Sec-
tion 2.2 they split compound earcons such that each earcon part
was presented at the extremities of a stereo field. Unfortunately
it is difficult to determine the specific impact of the separation as
they also presented each part of the compound earcon in a different
register as well as having each earcon part derived from a different
set of earcons. Whilst they found that concurrent presentation did
not lead to significantly lower identification of the earcons, it is
difficult to identify the true impact of spatialisation on concurrent
earcon presentation for the reasons discussed above.

McGookin and Brewster [26] identified that spatially present-
ing (using a generic head related transfer function (GHRTF) with
active head tracking) earcons significantly improved identification
over non-spatial presentation and incorporation of the finding of
the previous section on using multiple timbres and staggering on-
sets provided further improvements in identification. However, as
with the work discussed in Section 4.2 overall improvements in
identification for concurrently presented earcons were not large.
With both modifications of the previous section and maximum az-
imuthal spatialisation (90o for four concurrently presented earcons)
participants identified on average less than two of the four con-
currently presented earcons. This again raises questions over the
practicality of concurrently presented earcons.

4.4. Ecological Impact of Concurrently Presented Earcons

The work outlined in Sections 4.1 to 4.3 and further detailed in
McGookin and Brewster [30, 31] has identified that concurrently
presenting earcons from the same set made it difficult identify the
information contained in those earcons. Whilst modifications in-
cluding both spatialisation and modifications based on auditory
scene analysis research [15] could improve identification, these
improvements were not large and were of questionable real world
usefulness. In order to consider these issues a more ecological
experiment was carried out which involved participants answer-
ing questions about simulated diaries on a mobile device whilst
walking a pre determined route around a set of traffic cones. Each
diary consisted of five days, with each day containing four appoint-
ments, each appointment being represented with an earcon. Each
day’s appointments were concurrently presented and as with Mc-
Gookin and Brewster’s work [30, 26] four earcons were presented
at a time. Two sets of earcons were compared, one set which was
solely based on the guidelines of Brewster, Wright and Edwards
[25] and another which was modified to incorporate the staggered
onset and different timbres as discussed in Section 4.2 and were
spatially presented as described in Section 4.3. Since the experi-
ment was performed on a real mobile device a lower quality spa-
tialisation system a lower quality spatialisation system had to be
incorporated than that used in the work from Section 4.3. The
standard spatialisation system for Microsoft DirectX [32], which
is to use stereo panning with attenuation of higher frequencies for
sounds at the back of the head was used which. Additionally a suit-
able active head tracking device was not available for use in the ex-
periment. This may have affected the results. The results showed
that participants using the modified earcons did not answer ques-
tions more accurately or walk faster than when using the unmodi-
fied earcons. Though this may be attributable to the poorer quality
spatialisation system used in this work in comparison to that used
in Section sec:thespatialpresentationofconcurrnetearcons. Partic-

ipants did however rate the subjective workload required (mea-
sured via modified NASA TLX workload ratings) when using the
modified earcons to be significantly lower than with non-modified
earcons. This shows that modifications to earcons to improve their
identification in concurrent presentation environments can provide
some advantages in real work interfaces however, this advantage
may not be practical in true real world scenarios.

5. DISCUSSION AND FUTURE WORK

This paper has discussed the advantages of the use of concurrent
audio presentation as part of an auditory display. The ability to
both increase the bandwidth of presentation and compare multiple
data has been used by many designers as part of an auditory dis-
play. However few of these displays have been empirically evalu-
ated and there are few guidelines which can be used by designers
to design sounds which can be used in such specific situations.
Such guidelines are important due to the discussion of Section
4 where sounds which are concurrently presented may interfere
with each other in unpredictable ways. Whilst such problems may
not, as exhibited in ARKola by Gaver, Smith and O‘Shea [2], be
prevalent for all types of sounds used in auditory displays, in cases
where there are problems, these problems may easily outweigh the
advantages of such displays. From the work of McGookin and
Brewster [26, 31] as discussed in Section 4, earcons are one type
of sound which is problematic to identify when concurrently pre-
sented. Additionally, modifications to the design and presentation
of the earcons (designed to both reduce the interference between
them without weakening the mappings between the earcons and
the information encoded by them), failed to increase the identifi-
cation of concurrently presented earcons to a level which could be
regarded as being of practical usefulness. The work of McGookin
and Brewster does however note that conventional earcons (based
on the guidelines of Brewster, Wright and Edwards [25]) have
problems when they are presented concurrently, and that more re-
search should be undertaken to try to overcome these problems.

5.1. Limitations and Future Directions

There are several features which should be noted about the work
of McGookin and Brewster that may impact the results that were
obtained and would assist in understanding the identification of
concurrent earcons.

All of the experiments undertaken by McGookin and Brew-
ster encoded three data parameters in each earcon. As discussed in
Section 4.2, the degree of modifications that can be applied to the
earcons is constrained due to the need to preserve the mappings
between data and sound. If fewer attributes were encoded in the
earcons this would “free up” an auditory parameter which could in-
corporate greater changes between the earcons and make them less
prone to interfering with each other. Additionally, how the num-
ber of earcons identified is affected by the number presented when
those earcons incorporate modifications to make them stream more
desirably has not been investigated. Other research [23] which has
considered the relationship between the number of concurrently
presented sound sources (in this case speech) found that in such
situations although the trend shown in Figure 1 is still likely to oc-
cur, its gradient may be significantly flattened. It remains a feature
of future work to identify the impact on earcon identification of
these features.
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Whilst these further proposed investigations may significantly
improve the identification of earcons when concurrently presented,
they may as found by the previously discussed work lead to signif-
icant, but not practically useful, increases in identification. In such
an instance it may be that more radical approaches to improve the
identification of concurrently presented earcons may be necessary,
perhaps with a fundamental redesign of the earcons themselves.
In any instance further research into the presentation of concurrent
sounds as part of an auditory display would be of use and allow
designers to truly exploit the advantages of concurrent audio pre-
sentation as discussed in Section 2.

6. CONCLUSIONS

This paper has sought to make explicit the reasons why auditory
display designers may wish to consider the use of concurrent sound
as part of an auditory display. These advantages have been demon-
strated through examples and counter examples. Additionally it
has been noted that many of these systems have not been fully
evaluated making it difficult to extract design guidelines for future
designers to use to exploit the advantages concurrent audio affords.
This is particularly problematic due to the problems of concurrent
sounds interfering with each other if they are sufficiently similar
or spatially proximal to each other causing the information en-
coded by the sound to be lost. We then critically evaluated pre-
vious work by the authors to identify the problems of concurrently
presented earcons. This work found that although the identifica-
tion of concurrent earcons could be improved by modifications to
their design and presentation, in order to preserve the mappings be-
tween sounds and data, these modifications were limited, leading
to only small improvements in identification and being of ques-
tionable real world usefulness. Whilst further modifications can
be undertaken to improve the identification of concurrently pre-
sented earcons further research is required if the true advantages
of concurrent sound presentation are to be exploited.
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