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ABSTRACT 
Interaction techniques that require users to adopt new behaviors 
mean that designers must take into account social acceptability 
and user experience otherwise the techniques may be rejected by 
users as they are too embarrassing to do in public.  This research 
uses a set of low cost prototypes to study social acceptability and 
user perceptions of multimodal mobile interaction techniques 
early on in the design process.  We describe 4 prototypes that 
were used with 8 focus groups to evaluate user perceptions of 
novel multimodal interactions using gesture, speech and non-
speech sounds, and gain feedback about the usefulness of the pro-
totypes for studying social acceptability. The results of this re-
search describe user perceptions of social acceptability and the 
realities of using multimodal interaction techniques in daily life.  
The results also describe key differences between young users 
(18-29) and older users (70-95) with respect to approach to under-
standing and preference of these interaction techniques.   

Categories and Subject Descriptors 
H.5.2 User Interfaces: Evaluation/Methodology, Prototyping. 

General Terms 
Design, Human Factors. 

Keywords 
Gesture, speech, social acceptability, prototyping, multimodal 
interfaces. 

1. INTRODUCTION 
Goffman describes every action that takes place in a public setting 
as a performance [7], and as mobile phones become increasingly 
integrated into our personal appearance, mobile phone usage be-
comes a performance.  The variety of places where mobile phones 
are used means that performances are constantly changing and 
being reevaluated.  With respect to multimodal mobile interfaces, 
the performative aspects of these interactions are accentuated 
given the often visible or audible nature of these interactions.  
Because of this, the users’ perceptions of the social acceptability 
of multimodal interactions must be evaluated in order to create 
interfaces that provide a comfortable and enjoyable experience. 

The evaluation of social acceptability is made difficult by the fact 
that multimodal systems often require sophisticated sensing and 
recognition techniques, which are time consuming and expensive 
to produce.  However, the use of experience prototypes [3] is a 
low cost way to gather feedback about the social acceptability of 
an interaction before any implementation has occurred, allowing 
designers to test divergent designs and choose to implement only 
those that are approved by users.  This research investigates the 
use of a variety of experience prototypes in order to gain feedback 
about a divergent set of voice and gesture interactions that have 
been used in previous systems, could be supported using existing 
technology, and other techniques that might be used in the future.  

2. PREVIOUS WORK 
Since the early success of voice and gesture in an interface with 
the “Put that There” system [2], these interaction modalities have 
not seen the widespread success that many predicted [15].  A vari-
ety of technical challenges and human factors have been identified 
that affect the usability and experience of gesture and speech-
based interfaces. Crangle describes the role of conversation in a 
speech-based interface [6], demonstrating the importance of 
speech exchange as an integral part of acceptance of such interac-
tions.  Crangle identifies additional aspects of conversation that 
are important parts of a speech-based interface, such as codified 
speech.  Codified speech, which occurs naturally in everyday 
speech, refers to the style and use of words that emerges in differ-
ent cultures and locations.  This kind of codified speech could be 
used to create dialogues specifically suited to interaction with an 
interface.  Attwater et al. describe the challenge of providing a 
natural speech-based interface given the complexity in implemen-
tation and unpredictability of users’ behavior [1].  

Väänänen and Böhm describe the challenges of gesture-based 
interfaces by comparing the use of gestures in conversation to 
gestures for interaction.  Conversational gestures often have an 
implicit meaning, whereas gestures in an interface must have an 
explicit one.  This leads interface designers to choose gestures 
which are often more similar to arbitrary hand positions than natu-
ral, conversational gestures.  Cassell argues that users’ have the 
same natural ability to use gestures in this way as they do to use 
DOS commands [5] or similar systems where arbitrary sets of 
commands are used and affordances are unclear.  Gestures also 
present challenges in reliable recognition, for example the seg-
mentation problem [13].  The issue of knowing when gestures 
intended for the interface begin and end makes the use of every-
day conversational gestures as part of an interface difficult. 

3. SOCIAL ACCEPTABILITY 
While many challenges of using gesture and speech in an interface 
have been identified, they do not entirely address the issues of 
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multimodal mobile interface acceptance.  The challenges that 
have been investigated in the literature thus far have not addressed 
the realities of using these interaction techniques as part of every-
day mobile phone usage.  As the mobile phone becomes inte-
grated into everyday activities and individuals’ appearances, the 
social acceptability of taking part in an interaction that uses these 
modalities plays a major role in interface acceptance [10].  The 
fact that multimodal mobile interfaces require users to change 
their normal behavior in public places highlights the need for 
designers to understand the social acceptability of taking part in 
such interactions.  This means understanding the decision process 
of choosing what the appropriate actions are and how they should 
be executed based on one’s personal opinions and ideas about that 
action and the perceived opinions and ideas of spectators.  Thus, 
social acceptability is a combination of the personal and social 
forces that influence interface acceptance.  Together, user experi-
ence, performer/spectator roles, and social acceptability, play an 
important role in the acceptance of mobile multimodal interfaces. 

Previous work on social acceptability has mainly revolved around 
gestures and the possible scenarios in which they might be used.  
Ronkainen et el. completed a survey that asked respondents to 
assess the usefulness of different gestures given the locations 
where they might be used and the tasks the might be used for [11].  
Rico and Brewster completed an on-the-street study that examined 
a set of gestures in both a public and a private setting over multi-
ple trials [10].  This study discussed a variety of reasons why par-
ticipants liked and disliked gestures.  For example, the results 
showed that device-based gestures, that is gestures that directly 
manipulate a device, were significantly more acceptable than 
those that didn’t because the visible presence of a device gave 
clear clues that explained one’s actions to spectators.  These stud-
ies, however, focused primarily on gestures even though these 
issues exist with a variety of modalities. 

3.1 User Experience, Performance, and Social 
Acceptability 
Although the exact scope and definition of user experience is still 
debated, it is clear that an understanding of an individual’s 
thoughts, feelings and reactions to an interface are important fac-
tors that designers must consider [8].  With respect to multimodal 
interaction, an understanding of the user experience of these inter-
actions is especially important because these interactions often 
require users to try new and possibly unfamiliar actions.  The 
experience of using an interface develops and changes over time 
as the user is continually exposed to the interaction and experi-
ences it in different settings with different people.  User experi-
ence, however, is essentially an individual experience [8].  Al-
though other people and spectators heavily influence the social 
context where an interaction takes place, the decision to interact 
and the experience of doing so is a personal and individual expe-
rience. 
Because mobile phones are commonly used in public settings, the 
presence of spectators and the performative aspects of multimodal 
interactions play an important role in user acceptance.  Following 
from Goffman’s assertion that all actions done in a public setting 
are performances [7], the performance of an interaction with a 
mobile device can range from unconscious, automatic actions to 
explicit and deliberate performance on a stage.  The presence of 
spectators and their affect on the performers has a major influence 
on the type of interaction the performer will experience [9].  Be-
cause of this, performer and spectator roles should play an impor-

tant part in the design of multimodal mobile interfaces and the 
evaluation of social acceptability.  

The combination of performer/spectator roles and user experi-
ences form the two important aspects of social acceptability.  This 
is manifested in the decision process when an individual chooses 
to take part in based on his/her own thoughts, and feelings and the 
perceived thoughts of spectators.  This is clearly a process that 
changes over time as performers gain more experience with the 
interaction and gather more feedback from spectators.  On a much 
longer time scale, social and cultural ideas also develop, spread, 
and change the definition of what is acceptable and what is not.   

3.2 Experience Prototyping 
Given the impact of social acceptability on interface acceptance, a 
wide variety of interaction techniques must be examined in order 
for designers to choose only those techniques that are both accept-
able and usable.  However, the technologies required to success-
fully implement complex multimodal interactions involving ges-
tures, speech, haptics, etc. are often expensive, requiring extensive 
development time and sophisticated sensors and detection tech-
niques.  In order to make early evaluations of these interfaces 
possible, this research uses experience prototypes as a low cost 
tool for social acceptance evaluation.  Experience prototypes refer 
to “any kind of representation, in any medium, that is designed to 
understand, explore, or communication what it might be like to 
engage with a product, space, or system” [3].  In this study, 4 such 
prototypes were used in a focus group setting in order to gain 
feedback about a set of multimodal interaction techniques using a 
minimal amount of development cost. 

4. FOCUS GROUP STUDY 
In order to better understand how individuals make decisions 
about social acceptability, this research used a focus group study 
that utilized a variety of experience prototypes.  The goal of these 
groups was not only to explore the some of the possible factors of 
social acceptability but also to discover how the prototypes would 
be used and analyze the benefits and detriments of each one.   

4.1 Study 
The focus groups each examined a set of 16 gestures and 16 voice 
commands, shown in Figure 1.  These modalities were chosen 
because of their often highly visible or audible nature.  The per-
formative aspect of these modalities makes them interesting inter-
action techniques from a social acceptability point of view.  These 
modalities were investigated on an individual basis, rather than in 
combinations, to gather specific feedback about individual tech-
niques before combining them.  

With respect to the gestures, 4 categories where used; emblematic 
[7], device-based, arbitrary, and body-based. Emblematic gestures 
refer to those gestures that have a widely accepted meaning out-
side of the context of speech within a given culture.  The device-
based gestures are those that directly manipulate a device, such as 
a phone tap.  Arbitrary gestures are hand positions that do not 
necessarily have an explicit meaning and may be open to interpre-
tation.  The arbitrary gestures used in this study were chosen 
based on their previous use in gesture-based systems [14].  Body-
based gestures are movements of the body that do not directly 
involve manipulating a device, although external sensors might be 
manipulated for these gestures.  Between these categories, there 
will be some amount of overlap where gestures may belong to 
multiple categories.  With respect to the voice commands, 3 cate-
gories were used: command, speech, and non-speech.  Command 
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inputs included one-word commands that related to phone tasks, 
such as “call” or “lock”.  Speech inputs included short, commonly 
said phrases.  These inputs were included to evaluate the accept-
ability of speaking to a mobile phone in a way that is not obvi-
ously related to a device or phone tasks.  Non-speech inputs in-
cluded a variety of sounds and noises, some of which occur nor-
mally in everyday life, such as whistling, and some of which do 
not like buzzing or popping. 

For each focus group, the gesture and voice order was random-
ized, with half of the groups looking at gestures first and half the 
groups looking at voice first.  Each focus group used one of the 
experience prototypes to familiarize the members with each inter-
action techniques. They then filled out a short worksheet with 
rankings and acceptance information, and participated in a semi-
structured group interview.  The interview topics included discus-
sion of input preferences, locations where these inputs might be 
used, and the tasks for which these inputs might be used.  

 
Figure 1.  Table showing all gestures and voice commands 

organized by category. 

4.2 Prototypes 
Each of the experience prototypes was designed to allow partici-
pants to visualize and try each of the interaction techniques.  The 
four prototypes used were videos, live demonstration, a Wizard-
of-Oz phone prototype with vibrotactile feedback, and a phone-
shaped prototype without feedback.  Images of each prototype are 
shown in Figure 2.   

The video prototypes portrayed a male actor sitting in a plain set-
ting.  Each gesture or voice command was displayed 3 times with 
a short pause in between.  Demonstration prototypes included a 
live demonstration by the focus group leader.  Again, this in-
cluded 3 repetitions of each gesture or voice command,  The Wiz-
ard-of-Oz phone prototype included a simple interface with an 
image of a stoplight.  Participants would be asked to perform each 

gestures or voice command, When performed correctly, the on 
screen stoplight would turn green, the phone would vibrate briefly 
and play a tone.  Two experimenters at a nearby laptop controlled 
this wirelessly while the participants took turns using two running 
prototypes.  The shape prototype involved a set of phones, which 
were switched off, and small black clips that were used to repre-
sent a clip-on microphone.  Participants were asked to clip this on 
the collar of their shirt and perform each gesture or voice com-
mand with the phone in their hand.  The phone did not provide 
any feedback in this case.   

Figure 2. Experience prototypes used during focus groups.  

4.3 Participants 
The study was made up of 8 focus groups of 2-4 participants each.  
For the first 6 focus groups, which totaled 19 participants, the 
participants were selected from local university students, ranging 
in age from 18 to 29.  These groups included two groups looking 
at video prototypes, two groups looking at demonstration proto-
types, one group looking at shape prototypes, and one group look-
ing at Wizard-of-Oz prototypes.  The study continued with an-
other 2 focus groups, which totaled 6 participants, where the par-
ticipants were recruited from members of the local community 
ranging in age from 70 to 95.  These groups included one group 
looking at video prototypes and one group looking at demonstra-
tion prototypes.  Group participants in different age ranges were 
recruited to explore the differing perceptions of social acceptabil-
ity and mobile phone usage between different generations.   

Of the 25 participants,  56% of the participants were from the UK, 
20% were from Asian countries, 8% were from Europe, and the 
remaining 16% declined to state.  Focus group participants also 
answered questions about their mobile phone usage habits.  Of the 
first set of focus group participants, aged 18 to 29, 100% of par-
ticipants used their mobile to make phone calls and send text mes-
sages,  58% used the phone Web browser, 53% used their mobile 
to play games, and 37% used an email client on their mobile 
phone.  Of the second set of focus group participants, aged 70 to 
95, 83% used their mobile phone to make phone calls, 33% used 
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the phone to send text massages, and 17% used email, Internet, or 
the alarm clock on their phone.   

4.4 Results 
The results of these focus groups will be divided into two groups.  
First, the results from the set of focus groups including partici-
pants aged 18 to 29 will be discussed.  Second, the results the 
focus groups including participants aged 70 to 95 will be dis-
cussed and compared to the first set of focus groups.  For each of 
the focus group the results were gathered from the worksheets 
filled out by participants and the audio recordings of each session. 
Each participant filled out a worksheet with their own rankings for 
gesture and voice based commands separately as well as their 
acceptance or rejection of each of the interaction technique indi-
vidually.  After ranking each list independently, participants were 
asked to cross out any of the techniques that they would not be 
willing to perform in a public setting such as a busy pavement. 

4.4.1 Focus Groups: Ages 18 to 29 
The first six focus groups in this study involved 19 participants 
aged 18 to 29.  Based on the worksheets filled out by these 
groups, Using the Friedman Test [4] to compare ranking data for 
the gesture and voice categories, these results show that both of 
these modalities have significant differences in rank of p<=.001 
between their respective categories.  Using the Wilcoxon signed-
rank test for pair-wise significance tests, statistical significance 
was determined for comparisons between the categories.  These 
are shown in Figure 3.  

 
Figure 3.  Pair-wise comparisons for gesture and voice com-

mands, adjusting for Bonferonni's correction.  Italicized items 
are not statistically significant. 

This result shows that device-based gestures were significantly 
more acceptable than any other kind of gestures, with arbitrary 
gestures being the least acceptable, emblematic gestures the sec-
ond least acceptable, and body-based gestures the second most 
acceptable.   
As shown in previous research, device-based gestures have higher 
acceptance rates because they provide audience members with 
clear cues explaining the performer’s actions [10].  Performers 
appear to feel more confident using these kinds of gestures be-
cause they are less likely to be misunderstood by audience mem-
bers. Figure 4 shows the average rankings for each gesture, 
grouped by gesture category.  The rankings ranged from 1 to 16, 
where 1 is the highest rank and 16 is the lowest. 

These results also show how emblematic and arbitrary gestures 
rank as compared to the previously studied device and body-based 
gestures. The arbitrary gestures were ranked significantly lower 
than any other kind of gesture, with emblematic gestures being 
significantly more acceptable than arbitrary gestures and signifi-
cantly less acceptable than device-based gestures.  The arbitrary 
gestures were often described as unacceptable because they had 
unclear or confusing meanings for observers.  This led partici-

pants to be unsure how they would be perceived by spectators and 
uncomfortable performing these commands.     

 
Figure 4.  Gesture command average rankings for partici-

pants aged 18 to 29.   

It is clear from these results that the imagined interpretations of 
other influences how a performer chooses to interact, and gestures 
that facilitate easy explanations are generally more acceptable 
than those that don’t.  This ability to demonstrate explanations of 
one’s actions does not only apply to gestures, but also to speech.  
Command speech inputs were significantly higher ranked for 
acceptability than speech and non-speech sounds.  One participant 
stated that “I don’t mind all these easy to relate commands, lock, 
open, close, I don’t even mind if I have to say them aloud.”  The 
clear indication that these commands were related to an interface 
made them more socially acceptable.  

 
Figure 5.  Voice commands average rankings for participants 

ages 18 to 29. 

Although some categories or gesture or voice commands can lend 
themselves to a less ambiguous interpretation, the ability to dem-
onstrate an interaction was not limited to command-based speech 
or device-based gestures.  Participants described how unusual 
gestures could also indicate that actions were part of an interface.  
For example, one participant stated that “It’s [hook finger] not to 
be mistaken, people won’t connect that with a tick, it will be ob-
vious you are steering something.”  One participant stated that “it 
is still a bit strange to start talking to yourself in the street.  
Whereas the things like the doo doo doos, they follow a pattern so 
someone would pick up that you were doing it for a certain rea-
son.  If you’ve got headphones on you have an excuse.”  Even a 
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different configuration of the technology could be enough to 
demonstrate an interaction.  One participant described how they 
would be unwilling to perform voice commands with a hidden 
microphone, but that a visible microphone with a flashing light 
would be enjoyable, stating that “you want people to notice you 
are saying it to your phone rather than a hidden mic.” 
Given the wide variety of gestures and voice commands investi-
gated in this study as compared to previous work, participants 
described new reasons for liking or disliking gestures or speech.  
One new reason identified for liking gestures or speech was the 
satisfaction involved in completing a task in this way.  One par-
ticipant stated that “For cancelling something, shaking is incredi-
bly satisfying.”  Similarly, participants described other input tech-
niques as fun, silly, and cool.  Participants discussed their 
thoughts on how comfortable it would be to converse with a de-
vice.  One participant stated that “I’m not sure if I want to be talk-
ing to my device as if it’s a pet or a creature.”  While in some 
cases this may be due to the lack of responses and natural conver-
sation [6], participants discussed their discomfort with the idea of 
a phone responding as well.  One participant asked “if I say ‘bad 
weather, what does it [the device] do? Console me? I don’t see 
how that would work with the phone.”  Participants also described 
some situations where they disliked intentionally hidden gestures.  
One participant stated that “if I was saying ‘I’m Fine’ to my 
phone I wouldn’t want people to think I was on my phone, it’s 
sneaky, like having a fake phone call with my phone.”            
The focus group setting encouraged participants to consider each 
other’s differing opinions, leading to discussions about personality 
differences and how social acceptability might change over time. 
One participant stated that “I think it’s one of these things that 
maybe doesn’t seem okay at the moment, but the more people that 
use it the more ok it would be.  I think at the start of using your 
capacitive things when the iPhone first came out, flicking them, it 
seemed a bit strange at the start but it’s okay.”  Talking about the 
future, participants discussed how they would feel if multimodal 
inputs became more widely accepted.  One participant felt that “I 
don’t want to look like an idiot doing it, but if everyone was doing 
it you would like an idiot if you weren’t doing it.”  In contrast, 
another participant stated that “it’s hard to say if I would be more 
comfortable doing it just because other people we doing it.”   

4.4.2 Focus Groups: Ages 70 to 95 
Two focus groups were completed with a total of 6 participants 
ageing from 70 to 95.  The comparison of ranking data for gesture 
categories between the this set of focus groups and those groups 
aged 18 to 29 is shown in Figure 6. 

The biggest difference between these two age groups can be seen 
in the differing rankings for device-based gestures.  Previous re-
search has shown that device-based gestures are significantly 
more acceptable than body-based gestures [10], but these studies 
have not compared a broad range of ages.  In focus groups with 
participants ranging in age from 18 to 29, the average ranking for 
device-based gestures was 4.2 as compared to 13.3 in focus 
groups whose participants ranged in age from 70 to 95.  When 
describing dislikes, one participant stated that “I couldn’t imagine 
stroking the device at all, that’s alien to me.”  Because gestures 
directly involving the device were often unfamiliar to the older 
adults, these gestures did not have a clear meaning and were gen-
erally disliked.  

Another clear distinction between these two groups was the rank-
ing differences with emblematic gestures.  In this case, focus 

groups with younger participants ranked emblematic gestures at 
8.6 as compared to 5.3 in focus groups with older adults.  This 
preference for emblematic gestures is further demonstrated in the 
rejection rates gathered from the worksheets, as shown in Figure 
7.  Emblematic gestures had a much lower rejection rate amongst 
the older adults, with a rejection rate of 4% as compared to 29% 
with the younger adults.  Because the emblematic gestures all had 
easily recognized meanings, their familiarity made them more 
acceptable amongst the older adults.  When describing prefer-
ences, one participant stated that she liked “the money gesture, I 
use that all of the time.”  

 
Figure 6. Comparison of focus groups with average rankings 

for gesture categories. 
With respect to the voice input, the main difference demonstrated 
between the two age groups was with the speech-based input that 
was not directly related to phone commands.  The average rank-
ings for the voice command categories are shown in Figure 8.  
These inputs were generally highly ranked because they were 
often described as the familiar and common phrases in everyday 
life.  One participant stated that “you would say ‘That’s nice,’ 
that’s an expression”  The fact that there was a clear and unambi-
guous meaning associated with these sayings shows again how 
meaning was more important for the older adults than a clear as-
sociation to the device or phone tasks.  

 
Figure 7.  Comparison of gesture rejections rates for gesture 

categories and focus group age ranges. 
The issue that repeatedly came up during these groups was what 
different gesture or voice commands meant to each individual.  
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While the association to the phone was important, the older adults 
tended to focus more on what these things meant personally be-
fore they would consider how they might be used on a phone.  
When describing voice commands that were liked, one participant 
stated that “they are familiar.  A lot of these things convey noth-
ing to me, Doo doo doo? I’ve never heard anyone say that.”  The 
lack of familiarity or meaning led to situations where gestures or 
voice commands couldn’t be put into scenarios that made sense.  
One participant stated that “I don’t know the implication of this 
hook finger.  I don’t see how I would use many of these.”  In the 
case where gestures or voice commands had multiple meanings or 
interpretations, this was an even bigger issue.  When discussing 
why the open palm gesture was disliked, one participant stated 
that “I felt there could be two meanings. It could mean hi [open 
palm held at shoulder level], but if someone was being very ag-
gressive to me, I would say stop [open palm held out with arm 
extended].”  The fact that this gesture could mean different and 
possibly negative things given a slight change in performance 
made it less acceptable as a gesture to use in public.  Multiple 
meanings were also discussed when these commands were per-
formed in different contexts.  One participant stated that “whis-
tling, one might do to entertain the neighbors, but to whistle at 
someone, to catch their attention, might be rather rude.”  

 
Figure 8.  Comparison of focus groups with average ranking 

for voice categories. 

Other issues discussed in these groups included gender differences 
with respect to the acceptability of certain gestures or voice com-
mands.  One participant described several gestures as simply un-
ladylike.  She said “what’s the saying? Cackling hens and some-
thing… whistling women.  No, it’s not a good idea.  At least that’s 
what I was taught.”  In some cases, participants said they weren’t 
embarrassed to do anything, or that if gestures or speech became 
popular with younger generations they would also be unembar-
rassed to adopt the behaviors.  One participant stated that “if eve-
ryone else was doing it [popping, whistling, psst, doo doo doo], 
the young people were doing it… I mean, I was never going to get  
a mobile phone. I was never going to get and iPod, I’ve got both.”  

4.4.3 Concerns About Usability in the Wild 
In all of the 8 focus groups, participants brought up specific con-
cerns about how gesture or voice input might work in the wild and 
discussed some of their anxieties about how this might work. 

False Positive Recognitions.  The greatest concern participants 
discussed was the possibility of false positive recognitions given 
that many of the inputs could be accidentally performed during 

everyday activities. One participant stated that “the gestures were 
things you would do without thinking, like with your shoulders, 
you might accidentally activate the device.”  In this case, unusual 
gestures were sometimes favored as possible steering gestures.  
One participant stated that “it’s [shoulder rotation] a very unnatu-
ral gesture, it’s not something you would normally do, you can 
keep it as a steering gesture.  This is a gesture that is sufficiently 
easy to do but not a normal part of your behavior that you could 
do it by mistake.”   

Audience False Positive. The second most commonly discussed 
concern was the possibility that spectators might mistake one of 
the inputs as an action directed towards them.  One participant 
stated that “if you say something like ‘Psst’ somebody might think 
you are trying to talk to them.”  In particular, this was seen as a 
problem for inputs that did not involve a device.  One participant 
stated that “it makes it even more ridiculous if you don’t even 
have a phone in your hand, like playing with my iPod, I can shake 
it and it makes sense because I’m holding it.  But if I’m walking 
down the street and suddenly [demonstrates a shaking motion] 
people might think I’m casting spells on them.” 

Distance of Device. For scenarios where the device was not di-
rectly manipulated, participants described a feeling of disconnect 
from the interaction and uncertainty about successful execution.  
One participant pointed out the importance of having a “clear 
connection with the action and the device.”  Another participant 
stated that “I think for the ones where you are actually holding the 
phone, you have some control over it.”  Another participant was 
worried that being distant from the device would make it more 
difficult to know if commands were interpreted correctly, which 
highlights the importance of feedback and the challenges of affec-
tive feedback when the device is distant. 

Failure to Recognize Inputs.  In a scenario where intended inputs 
were not correctly recognized, participants were concerned about 
the necessity to repeat movements or voice commands until a 
successful recognition was achieved, leading to frantic and embar-
rassing behavior.  While demonstrating an erratic shrugging ges-
ture, one participant stated “if it happens that when you try to do it 
and there’s no execution, you keep on shrugging.”  

4.4.4 Experience Prototypes 
One of the goals of this study was to evaluate different types of 
low-cost prototyping methods with respect to their usefulness and 
cost.     

The cheapest prototype to create was the demonstration prototype.  
This prototype only required a demonstrator who had practiced 
and was familiar with each technique.  The benefits of this proto-
type include the ability to either require participants to practice 
each command, request specifically that they only watch, or ob-
serve how participants respond to demonstration and which com-
mands they choose to practice.  This gives the focus group leader 
more control over the experience created by the prototype.  The 
detriments of this prototype include the need for a trained demon-
strator and the possible lack of consistency in performance, espe-
cially if different people act as the demonstrator.  Also, the ap-
pearance and cultural background of the demonstrator may also 
have an effect of how the demonstrations are perceived.  For ex-
ample, an individual with a different accent from the focus group 
participants might be difficult for them to understand. 
The second cheapest prototype to create was the shape prototype.  
This prototype only required a set of mobile phones and objects 
that approximated peripheral devices such as external micro-
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phones.  The benefits of this prototype include the ability to try 
each command with a consistent object for each participant.  Es-
pecially for gestures that involve the device, this allows partici-
pants to experience how it feels to perform the command with a 
realistic object in their hand.  For voice commands, the shape 
prototype allows participants to explore a variety of configura-
tions easily and cheaply.  For example, configurations including a 
hidden microphone in the collar and talking to the phone held to 
the ear could be easily experienced using the shape prototype.  
The detriments of this prototype include the lack of consistency 
between individual participants’ performances.  Because the shape 
doesn’t provide feedback, it is difficult to ensure each participant 
performs the commands consistently.  Also, this prototype may be 
uncomfortable for participants who are shy or nervous about per-
forming commands in front of others. 
The second most expensive prototype to create was the video 
prototype.   This prototype required an actor to perform each 
command as well as video capture and editing equipment.  This 
prototype also required a way of projecting the videos to be 
viewed during the focus group.  The benefits of this prototype 
include a perfectly consistent performance since each participant 
will see the same videos.  Like the demonstration prototype, the 
experimenter can also control the experience by requesting users 
to respond in a specific way to videos or by recording their auto-
matic responses.  The detriments of this prototype include the 
need for a projector or other way of showing videos to a group.  
Like the demonstration prototype, the choice of an actor may af-
fect how individuals perceive performances as well. 

The most expensive prototype to create was the Wizard-of-Oz 
prototype.  This prototype requires a set of phones, laptop or other 
controlling equipment, and development time.  Depending on the 
desired level of sophistication for the prototype, the development 
time can vary significantly.  The benefits of this prototype include 
the ability to provide a hands-on experience that provides feed-
back to the participants and thus ensures of consistent perform-
ance for each participant.  The detriments of this prototype in-
clude the fact that not all participants were able to use the proto-
type at once, which led to a slow and less smooth experience for 
participants.  Also, participants who are shy or embarrassed per-
forming these commands in front of others might be made uncom-
fortable when using this prototype.   

Figure 9 shows the frequencies for three tags that were used to 
code the focus group transcripts, where each dot on the figure 
represents an occurrence of that tag within each focus group.  
These tags and frequencies demonstrate the topic of discussion 
and approach in understanding the commands in each group.  The 
‘device’ tag was used when any command was discussed in rela-
tion to a device, in both positive and negative ways.  The ‘mean-
ing’ tag was used whenever a command was describe by a certain 
meaning.  This included cultural meanings, the meanings of famil-
iar actions, or the lack of a meaning.  The ‘usage’ tag was used 
whenever commands were discussed within a usage scenario or 
when usage scenarios were unknown or unimaginable.  Examples 
of quotes that have been tagged show the types of things included 
in each category.  For focus groups with younger adults, these 
frequencies show that discussions were evening distributed, with 
some groups focusing on each tag.  For example, one group that 
used the demonstration prototype focused of discussions about the 
device while the other demonstration prototype groups hardly 
talked about the device at all.  Stewart et al. describe a variety of 
factors that influence the dynamics of a focus group, including 

individual personalities, age, and appearance [12].  These factors 
are most likely the cause of variance between groups rather than 
the prototype used.  This is also indicated in the difference be-
tween the older adult groups, which focused mainly on meanings, 
and the younger groups that focused each of the tags.  This focus 
on meaning is also reflected in the previous result with the differ-
ence preferences for gestures and voice commands between these 
two age groups.   

 
Figure 9. Selection of tag frequencies with example quotes for 

each focus group. 

4.5 Discussion 
There were some important differences that were observed be-
tween the younger adult and older adult groups.  This includes a 
preference for emblematic and speech-based inputs rather than 
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device and command-based inputs.  This was mainly due to the 
fact that the older adults focused more on personal meaning and 
understanding rather than a clear connection or application to the 
phone.  This result was different than that of previous studies [10], 
however those studies did not incorporate a broad range of ages.  
In comparison to previous studies, this focus group study pro-
duced comparable results to the on-the-street study.  Of the 8 rea-
sons described for liking and disliking gestures from the on-the-
street study [10], participants of these focus groups discussed each 
of these reasons.  Although the focus group was able to elicit the 
same results due to the social atmosphere and collaborative dis-
cussion, it is still unclear whether this could be a complete re-
placement to on-the-street studies since the emergent behavior of 
spectators was not replicated in the focus group.  
An important aspect of gesture and speech input design was con-
sidering the possible ways in which interaction could be demon-
strated to spectators.  Participants discussed the importance of 
avoiding confusion about why they were gesturing or speaking 
when such actions might be misunderstood by spectators.  While 
this can often be achieved by simply holding a device, other 
methods, such as making peripheral devices more visible, were 
also identified as a successful was to demonstrate interaction.  A 
possible area of interest in future studies of social acceptability 
includes a better understanding of the many ways this kind of 
demonstration can be achieved. 

These focus groups also highlighted the anxieties of participants 
about using these gestures as part of a daily routine with respect to 
possible failures.  This included failures not only on the part of the 
system, but perceptual failures on the part of both users and spec-
tators as well.  This issue creates an interesting opposition be-
tween acceptable and unacceptable gestures because those that 
were often ranked poorly were also cited for being unmistakable 
by spectators.  For example, the hook finger gesture was ranked in 
the bottom five, but also described as usable because spectators 
would think it was obviously some kind of command.   

Participants also discussed a variety of cultural differences and 
how they thought acceptance of gesture and voice inputs might 
change over time.  Cultural differences with gesture showed how 
many of the movements could be impolite or even offensive in 
some areas.  For example, the OK gesture was also described as a 
gesture for meaning zero, worthless or filthy in some cultures.  
Participants also discussed the differences in the appropriate level 
of noise making in public places in different cultures.  One par-
ticipant described how whistling in public can be considered im-
proper in some cultures.  These kinds differences were brought up 
by many of the focus group participants. 

5. CONCLUSION 
The results of this study showed that qualities of social acceptabil-
ity previously investigated with respect to gestures are also appli-
cable to voice-based input.  The ability to demonstrate interaction 
to spectators, whether through a clear connection to a device or by 
observable aspects of the interaction, plays a major role in accept-
ability.  This study also demonstrated the differing approach to 
understanding and accepting multimodal techniques between dif-
ferent generations of users.  For the older adults, familiarity and 
personal meaning was more important than clear connection to a 
device when evaluating social acceptability.  The variety of expe-
rience prototypes used in this study also provided insight into 
prototype design with respect to the cost of the prototype, the 
ability to control the experience, and the consistency provided.  
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