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We present a spatial audio display technique that overcomes the
presentation rate bottleneck of traditional monaural audio displays.
Our compact speechdisplay works by encoding messagesemanticsinto
the acoustic spatialisation. In user testing, this display facilitated better
recall of eventsthan a conventiona small screenvisual display. Mor eover,
resultsshovedthat this mapping aidedin the recall of the absoluteposition
of events— as opposedto merely their relative orders — in a temporally
ordered data set.
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1 Intr oduction

Welivein avisualculture. Thegreatworth of pictorid represetationsarereafirmed
over and over in the achiezementsof the 20th centuy — on billboards and the
big screen,by graplic artistsmousingover digital carvases,and schod children
clicking at multimediaPCs. As techndogy evolvesin the 21stcentury however, we
may begin to seethingsdifferently At least,we arelikely to seethings through a
smallerdisplay As themolile andminiature devicesof thenew millennium replace
olderformsof comnunicationandcompuation,thefabricof ourvisualculturemust
stretchto accommadateotherdisplayandinteractio techniques.
Concers aboutthelimits of thevisualdisplayarenot new. We have known for

decads that visual represetationsof information, including graplics andwritten
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text, can be hard to read— causing‘eye-stran’ and visual overload. This is
particdarly true in multi-taskirg computer interfacesinvolving mary windows of
information. Moreover, peoplewho interactwith information‘on thego’ — via the
small screenof a persamal digital assistan{PDA) or mobile phore — have further
redwed visual (and attentioral) resouces. Mobile phane displays,in particuar,
have a small fraction of the pixel display spaceof deskt@ monitois andthey are
emplo/edin use-contets thatarethemseles visually intensive. Oneplacein which
we canseekdisplayalternatves — alternatvesnot wedto the diminishing resouce
of screerspace— is in theaudiodomain

Sonicdisplayshave beendevelopedin anumter of specialpurposeapplication
areas(Gaver, 1989; Schmadt & Mullins, 19%; Kobayashi& Schmaudt, 1997
Crease& Brewster, 1998; Mynatt et al., 1998; Sawhney & Schmaudt, 199;
Walker & Brewster,2000). Wherethesehave succeededhey have beenbasedupon
afirm undestandingof hearing Whereaudiodisplayshavefailed,they have naively
attemptedo translatea (visual) streamof informationinto anaudioone— ignoring
importantdifferercesbetweerhow the eye andearprocessinformation.

The ear differs from the eye in that it is omn-directioral — a true three-
dimersional (3D) display spacethat doesnot suffer from occlusion Its fabric is
cousse graired — with angdar resolutiors appoximately 10 times more coarse
thanthe eye acrossthe sensoriallyrichestregions (Howard & Templetam, 1965).
However, what the earlacksin spatially sensitvity, it morethan makesup for in
tempaal sensitvity (try watchinganactionmovie with thesourd turredoff: theeye
rarelypereivesapurchland,but the earsatisfiesyour needto know thatjusticehas
beensened)

The ear analysesinformation tempordly; and this is both its strengthand
weakress.Audio displaysinvolving speectareoftendismissedstoo slow because
of thesupposedelayinvolved with rendirg a streanof text (or, worse,adescription
of a graphc). A simple translationof information into a single audio stream,
however, fails to exploit the third importart strengthof the ear: its ability to
simultaneasly monita morethanonestreamof information(Cheryy, 1953 Arons,
199). Comparethe layersof audioin a movie soundrack — including music,
dialogue,ambien sound, auditoryfeedtack from footstes, dripping faucetsgun-
shotsetc.—with the singlelayerof visualinformationonthe screen(Chion,1990).

Here we preseh a novel audio display techniqie that overcomes the
presetation rate bottlenek of traditioral monaural audio displaysby spatialising
audio streams. Moreover, we encale messagesemanticdnto the spatialisationto
furtherincreaseresenttion rate. Thisdisplaytechnigieis geneal andmaybeused
in avarietyof applicatian interfaces. To testtheutility, however, we built aprotatype
thatencompssedhe samefunctionality asa popuar mobiledevice application the
DateBmk, or calenda This papercovers designandimplemertation (Section2) of
thatprototype,aswell asusertesting(Section3 and4). In Section5 and6, we drav
togetlerinsights.

2 Materials

Herewe describean experimentto investigae the usability of anauditoryinterface
to a DateBookapplication We chase to work with the DateBookApplicationin
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Figure 1: Palm DateBookvisualdisplay

particula becaus¢heinherant tempaal separationf thedata(i.e. DateBookeverts)
is naturallyamenake to the mappngs descriked belov. We choseto compae our
audioDateBookinterfacewith a modelof the visual DateBookinterfacethat runs
on Palm, Inc. PDAs becaus®f thewide userbaseof thelatter(Palm, Inc.) — atthe
presentime thesearethe mostpopular PDAs onthe marlket.

The Palm is a small andlight PDA with a 6cmx6cm rectanglar screen(see
Figure 1). Most applicatios — including the DateBook— presen their data
vertically in scrollablelists. In the caseof the DateBook, everts are typically
displayedin 1 houly denoninationsin a long verticd list. Dueto the screersize
limitations, appraimately half a day’s worth of eventsis typically visible at one
time. Scrollingbetweereverts, however, requres somevisual attention dueto the
prodem of matingthetip of a styluswith thesmallscroll bararea.

These limitations are inheren in a small screendevice and can only be
overcomevia alternatve displaytechniaqies.Figure2 shavs a mappng of DateBook
everts ontoanalternatve audiodisplayspaceln this spaceanimaginay clock-face
is projectedonto a slice of the auditoly spheresurrounding a users head— with
9am/pmasthe extrene left, 12ampm asthe direct front, 3am/pmas the extreme
rightand6am/pmasthedirectback. Themappirg is displayel within thehorizontal
planecontaning a listeners earsbecase this is the mostsensorallyrich listening
region (Begault, 1994.

We hypothesisedthat this horizontal (‘clock-face’) display orientation was
more natual — exploiting existing knowledge of time-spacemappngs — thana
verticallist of time-orcereddataor a streamof nonspatialisedaudioitems. Given
the limitations of curren spatialisationtechndogy it is muc harcer to malke a
solution for the gereral populdion that works well in azimuth (due to pinnae
differencesbetweerlisteners);the trans\erse planeis mucheasierto work with for
a geneal solution In particular we hypothesisedhat sucha clock-face display
would facilitatebetterrecall of eventsandincur lowerworkloads. A descriptionof
hypothesigtestingis given in the next section.
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Figure 2: Time-spacemappingof the auditoryDateBookdisplay

3 Methods

3.1 Experimental Design

Sixteenstudentsfrom University of Glasgav sened as participants. This group
compisedsix womenandtenmenbetweertheagesof 18 and24. Participantswvere
paid. The experimentwasa counterbalancedvithin-groupsdesignwith moddity

of cue as the single independentvariade. Each of the participants perfomed
the task describedbelon using a visual display and the spatial audio display
Depenlentvariales includedrecall performarce (of four diary items)andseveral
subjectve workload measues. Participarts alsogave informal feedbak following
theexpaiment.

3.2 Experimental Scenario

Userswere preseted with DateBookcontentsand told that they would be asled
to perfom a seriesof recall questionsabou the day’s events. Eventsconsistedf
simple keyword phrasef 4 wordsor less, preededby a verbal or written time
stamp. Carewastakento ensurethatthe semanticslid not overlap with thosein a
participant’s real-life by telling participarns thatthey wereseeing/haringthediaries
of avarietyof professionalge.g Suigeon,Repoter, CircusClown, etc.). After being
exposedto eachcondtion asdescribedelow, thedisplaywashidderimutedandthe
participantwasasledfour recallquestions— onepercalendaitem. Theresponses
wereverkally cuedandtestedrelative recall of item order(“Did A occurbefore or
afterB?") aswell asabsolde recallof thetempaal ordeing of items(“What timedid
X occuf” or “What occuredatY time?”). Thequestios wereequatedn thatthey
sampledheentiretempaal window in aneffort to contrd for memoy ordereffects
thatcouldfavour recall of primag/receng itemsover itemsfrom the middle of the
list. Following this recall test, workload ratings were collected. Eachparticipar
performedthe expeiimentthreetimesandthe orderof presentatiomf eachmoddity
wasvaried

In the visual conditionuserswere preseted with the interfaceto the standard
Palm DateBook As the Palmis the biggestselling PDA its diary applicatia is one
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of the mostcommaly used.Diary applicdions on mary otherPDAs follow a very
similar list-baseddesignsowe took this asthe contrd condtion. Participaris were
allowedto scroll betweereverts over a periodof 8 second (this periad waschosen
to correspnd with the two secondger event playback schemeusedin the audio
condtion). Eventswerevertically separatethy spaceproportional to their tempoal
separatios. Usershadto scroll betweerevents,asthey did notall fit on onescreen.
Becausethe Palm device does not yet suppot audio of the type requiled by this
study theexperimentranin a6x 6cm rectangllarwindow onthescreerof adesktop
computer Participantsscrolledbetweereventsusinga standardlesktopmouse.To
malke theaudioandvisual condtions consistenbothusedthis desktopsimulation

In the audio condtion events were speechsynthesisedsequetially using
Lucert’'s Text-to-Speechtechndogy (Lucert Techndogies, 1999 in intenals
of two seconds(none of the audio cueslasted more than 1.5secads). In this
condtion everts were spatialisedvia convolution with head-réated transfer
functions (HRTFS) included with Microsdt's Direct X multimedia APl and a
Creatve Labs SoundBlasterLive! Platinumsourdcard. Eventswerenot prece@éd
by a vemal time stamp,as thatinformationwas availablein the semanticof the
spatialaudio mappng. The soundswere presentedhrough a pair of Sennheiser
HD25 heagbhores. Therewasno visualdisplayin this condtion.

3.3 Measures

Recall perfamancewas calculatedusingthe percetagecorrectin eachcondtion,
aswell asanintra-candition perfomancecompaison of absolutevs. relative evert
knowledge. Subjectve workload assessments— on a modified set of NASA
TLX scales(Hart & Stareland 1983) — were collected after each condtion.
The workload ratingsincluded mentaland physical demand time pressuregffort
experded, frustrationand performarce. We addeda severth factor: Annayance.
This is oneof the main concensthatusersof auditoryinterfaceshave with the use
of sound In the expeimentdescribechereanngancedueto auditay feedtackwas
measuredo find out if it wasindeeda prablem. We also aslked our participarts
to indicate overall preference,i.e. which of the two interfacesthey felt madethe
task easiest.Participarts hadto fill in workioad chartsafter both condtions of the
expeliment.

4 Results

4.1 Recall

Recallratesweresignificantlyaffectedby modality with usersperfaming betterin
theaudiothanthevisualcondition (T15 = 4.49, p = 0.00@). Themeanpercemageof
corred recallswas88.3%and70.26 in theaudioandvisualcondtions respectrely.

Analysisof a subsetof the datashaved that, in both condtions, recall of the
absoluteime of aneventwasworsethanrecall of anevert’s orderrelative to other
everts. However, in the caseof absolutesventtime recall, the meanpercemtageof
corred recallsdrogpedmoremarledlyin thevisualthantheaudioconditiors (84.4%
and64 6% in theaudioandvisualconditins,respectiely).



6 Ashley Walker, Stephe Brewster David McGookin& Adrian Ng

20 1
18 1 M visual condition
DOaudio condition

16

14 4
12
104

Average score

o N M O

Mental
Demand
Physical
Demand

Time

Pressure

Effort

Expended
Performance
level
Frustration
Experienced
Annoyance
Experienced
Overall
Preference

Workload Categories

Figure 3: Averageworkload scoresincluding anngyanceand overall preference.Standard
errorbarsareshown.

4.2 Subject Workload Ratings

The audio condtion resultedin significantly lower subjectve workload ratings in
threeof the six workloadcateyories measued. Participantsrepated thatthe audio
condtion causedsignificantlylessphysicaldemaul (T15 = 2.31, p = 0.018) andtime
pressurdT;s = 3.97, p = 0.006). This ultimatelyresultedin a significantlyhigher
senseof perfomancein the audiocondtion (T15 = 2.98 p = 0.0(®). As showvn in
Figure3, theotherworkloadratingsarefairly equalacrosgheconditins. Theaudio
condtion wasnotratedasmore annging thanthevisual.

5 Discussion
5.1 Spatial Axes

Many participants saidthatthe audiocondtion requiredless'interpretation’. Some
participants explained that event time came‘for free’, therebyreducing the task
to memaising a keyword associatedvith an easilyrecalledspatiallandmark. By
contrast, the visual condtion requred the memaisation of ‘two things’: time and
evert. Thisinsightcouldbevalualte in visuallayou designaswell. Althoughone
couldamguethatalist of itemsis spatiallyexterded,theverticalextendednes®f such
a spacedoes notinherettly encod therelevart semanticof this taskaseffectively
asahorizantal, clock-face space.

5.2 Audio

On top of adwentagesassociatedvith an audio DateBookdisplay a numter of
participants also said that audio, per se registered more autonatically (“lik e
someoe telling you whatto do”). Many participantsadmittedto feeling surpised
that an appaently visual task could be perfomed without much effort using the
auditay cues.
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Although mostparticipantsfound thatheard(asopposedto read)everts were
easierto memorise/reall in averkally cuedrecalltest,it is not necessarilghe case
thata well-desigredwritten recalltestwould elicit the sameresponse.

5.3 Serial vs. Parallel Presentation

Theaudioandvisualcondtions differedin the presentatiomandwidh. In thevisual
condtion, userscoud seeseveral eventsat once while, in the audo, everts were
presentedserially We expeded that this would frustrateaudio users,but only a
minority complairedthatthe audiowaspresetedtoo fastor thatthey only had‘one
chancéto memorisetheaudo evens.

In pilot studieswe broactastspatialaudioeverts in parallelandtrackedusers’
headmaovements— adjustingthe volume (audihlity) of eachevert dependingupon
listeningbehaiour. However, this volume contrd mecharsmsapparedto be too
crudeandlistenersfelt overloaded Certainlymoretrainingin this techniqie— or
moresophisticatedolume contol (Schmaxt & Mullins, 19%) — couldyield better
results.

5.4 Active and Passive Displays

The audioand visual condtions differedin the degree of interactvity. While we
expededusergo prefersomecontrolover thedisplay afew compgainedabautlosing
time scrolling through the visual list. Recall that usersexperiencedsignificantly
greatertime pressue and physical demand in the visual condtion. Moreover, one
participant highlighted a potertial difficulty: althoudn the evert list was sorted
accordng to time of occurence,the order of eventsappearedreversedwhen he
scrolledbackup throughit. Again, this maybe moreareflectionof thedifficulty of
scrollingasopposedo a comnentaryon controlin geneal. Goodaudiointeraction
techniqies— i.e.inputdevicessymmetricato the 3D displayspace— arecertainly
worth pursuingin futurework.

5.5 Laboratory vs. Mobile I nterface Testing

Applicatiors with great potential to enhaie mobile device interfacesshould be
testedon thosedevices to confirm that they work aswell in the field asthey do
in thelab. We regret that we did not have the techndogy to condict a field study
in this case.Fromotherfieldwork onmohle audio,e.g.Brewster(2001), we expect
thatthefollowing factorswould bearon the samestudycondictedthere.

First, it is well establishedhat device interfacetaskswith a high visual load
andmanual input requilementaredifficult to perfam whenwalking or driving. In
this regad, we expectresultsof a field studyto furtheraccentatethe suitability of
audio (indeed,sucha belief motivatedthis study) Brewster(2001) shovedthata
realsonicallyenharedPalm PDA significantlyimprovedusabilityandmobility in a
realmobilesituation.It is not possibleto do moresophisticatedudiointerfaceson
the Palm platform asit hasonly basicaudiocapaliities. Thenext stageof ourwork
in this areais to useawearablePCwith soundardthatwill allow usto runthetype
of expaimentdiscussedhereon arealmobiledevice in arealmobilesituation.

Nevertheless, there remainsan open questionas to how the introduction
of additioral audio stimuli, on top of environmental sourds, will impacton the
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percepion of thosesoundsand vice versa. We performedthe presentstudyin a
labomtorywheretherewasno ervironmernal soundtargeed at the participant. The
numberandconten of ervironmenal plusartificial/displaystreamsompetimg for a
users attentionappearsto us,to beamorerelevart issuethan‘lab’ vs. ‘field’ noise.
This issuecertainlyrequres moresophisticatedandsystematicstudythanary field
testrepat availablein theliterature.

5.6 Conclusions

We consuneaudioandvisualinformationin differentways,anddifferenttechniqees
arerequred for displayingto the earandeye. GUI design,in collabaation with
visual display hardware, hasevolved to exploit the narow-field, high resolution
space-scaring proclivity of theeye. Herewe presented simpleandeffective audio
display device that exploits the ears omni-drectionality, its sensitvity to coarse-
scalespatialisationandits tempoal sensitvity. In doing so,we construtedadisplay
that overcomessomeof the bandvidth limitations of traditional(monaural)speech
displaysandprovideda more effective interface to anexisting PDA application
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