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Abstract— Computational Grids potentially offer low cost,
readily available, and large-scale high-performance platforms.
For the parallel execution of programs, however, computational
GRIDS pose serious challenges: they are heterogeneous, and
have hierarchical and often shared interconnects, with high and
variable latencies between clusters.

This paper investigates whether a programming language
with high-level parallel coordination and a Distributed Shared
Memory model (DSM) can deliver good, and scalable, perfor-
mance on a range of computational GRID configurations. The
high-level language, Glasgow parallel Haskell (GpH), abstracts
over the architectural complexities of the computational GRrID,
and we have developed GRID-GUM?2, a sophisticated grid-specific
implementation of GpH, to produce the first high-level DSM
parallel language implementation for computational GRIDs.

We report a systematic performance evaluation of GRID-
GUM?2 on combinations of high/low and homo/hetero-geneous
computational GRiDs. We measure the performance of a small set
of kernel parallel programs representing a variety of application
areas, two parallel paradigms, and ranges of communication
degree and parallel irregularity. We investigate GRZD-GUM?2’s
performance scalability on medium-scale heterogeneous and
high-latency computational GRiDs, and analyse the performance
with respect to the program characteristics of communication
frequency and degree of irregular parallelism.

Index Terms— Concurrent, distributed, and parallel languages;
Grid Computing; Functional Languages;

I. INTRODUCTION

ARDWARE price/performance ratios make cluster com-

puting increasingly attractive. Moreover, emerging GRID
technology [1] offers the potential to connect these ubiquitous
clusters to form a computational GRID: a low-cost, yet large-
scale high performance platform. Clusters and computational
GRIDs are most commonly used to execute large numbers
of independent sequential programs, e.g. under Condor [2] or
LSF Platform [3]. For such systems the computational resource
available to a single program is bounded by the most powerful
machine in the network. In contrast we consider the parallel
execution of a single program on a computational GRID,
where the computational resource available to a program
is the sum of all the resources on the network. The key
technical distinction from high-throughput computing is the
dependencies between the components of the parallel program:
they must communicate and synchronise.

Computational GRIDs are much harder to utilise effectively
for parallelism than a classical high-performance computer
(HPC). A classical HPC typically comprises a large number
of homogeneous processing elements (PEs), communicating
using an interconnect with uniform, and relatively low, latency.
Typically, PEs and interconnect are dedicated to the sole use
of the program for its entire execution. An SPMD model of

parallel programming, supported by standard communication
libraries like Mpi [4] is the dominant parallel programming
paradigm. In contrast, a computational GRID is typically
heterogeneous in the sense that it combines clusters of varying
sizes and different clusters typically contain PEs with different
performance. Moreover the interconnects are highly variable,
with different latencies within, and between, each cluster.
Moreover the interconnect between clusters is typically both
high-latency and shared, and as a consequence communication
latency may vary unpredictably during program execution. We
argue that such an architecture is too complex and dynamic
for programmers to readily manage at a relatively low-level,
e.g. using SPMD.

Despite the challenges, the attraction of computational
GRIDs as low cost, readily available and large-scale high-
performance architecture has encouraged a number of groups
to develop parallel execution environments. The most common
approach is to specify the parallelism at a low level, although
some higher-level parallel models have been used, e.g. algo-
rithmic skeletons [5], as detailed in Section II.

We advocate specifying parallelism on computational
GRIDs in a language with high-level coordination and a
Distributed Shared Memory model (DSM). Such a language
abstracts over the architectural complexities of a computational
GRID: the programmer controls only a few key parallel
coordination aspects, and the remaining coordination aspects
and virtual shared memory are dynamically managed by a
sophisticated runtime environment. The language investigated
here is Glasgow parallel Haskell (GPH) [6], and its Gum
runtime environment has been engineered to deliver good
performance on classical HPCs and clusters [7]. We have
previously shown that a direct port of GuM to a the GRID,
GRID-GUML, only reliably provides good performance for low-
latency homogeneous GRIDs, and that load management limits
performance [8]. To overcome the limitations of GrzD-GuMm1
we have designed and implemented GrzD-GumM?2 with novel
dynamic load scheduling mechanisms that record and use both
static and dynamic information about the computational GRID.
We have also reported preliminary performance measurements
on heterogeneous computational GRIDs [8].

This paper investigates whether a high-level DSM paral-
lel programming paradigm can deliver good, scalable, per-
formance for a variety of applications on combinations
of high/low and homo/hetero-geneous computational GRIDS.
That is, we present a systematic evaluation of the GrzD-
Gum?2 implementation of GPH, the first virtual shared-memory
parallel language for computational GRIDs. The investigation
uses six kernel parallel programs from a range of application
areas, e.g. Al and Symbolic Algebra, with data-parallel and



divide-and-conquer parallel paradigms, and with a range of
dynamic properties like communication frequency and degrees
of irregular parallelism.

The remainder of the paper is structured as follows. Sec-
tion Il describes related work. Section 111 describes the GPH
language and its Gum runtime environment designed for a
single HPC or cluster. Section 1V summarises the design and
performance of an initial port of Gum to the GRID, GRID-
Guml. Section V outlines the design of GrzID-Gum2 with
new load management mechanisms. Section VI evaluates the
performance of GrzD-Gim?2 on a low latency heterogeneous,
and homogeneous, computational GrIDs. Section VII evalu-
ates the performance of GrzD-Gim?2 on high latency heteroge-
neous, and homogeneous, computational GRIDs. Section VIII
investigates the performance scalability of the GrzD-Gum2
load distribution mechanisms on high-latency heterogeneous
computational GRIDs. Section 1X analyses the relative per-
formance of all programs under GRZD-Gum1 and GRID-GUM2
on combinations of low/high latency and homo/heterogeneous
computational GRIDs with respect to their communications
behaviour and degree of irregular parallelism. Section X
concludes.

Il. RELATED WORK
A. High-level Parallel Coordination

A parallel program must specify both computation - a
correct and efficient algorithm, and coordination - how to
organise the computations across the PEs. Coordination typi-
cally includes aspects such as thread creation, placement, and
synchronisation. The computation aspect of a parallel program
may be specified at a range of levels of abstraction, e.g.
relatively low level like assembler or C, or at a high level
like SML or Haskell98.

Like the computation aspect, the coordination aspect of a
parallel program may be specified at a range of levels of
abstraction, and we use the characterisation of coordination
abstraction levels from [9]. In a language with explicit par-
allelism, a programmer may explicitly create and place each
thread, and communicate and synchronise between threads.
For example, the Mpi [4] and Pvm [10] libraries support
coordination at this level. In languages with semi-explicit
parallelism like GPH or Eden, the programmer specifies only
a few key coordination aspects, e.g. what threads to create,
and the language implementation automatically manages the
remaining coordination aspects. In an implicitly-parallel lan-
guage like High Performance Fortran [11] or PMLS [12], the
programmer specifies no coordination aspects as the paral-
lelism is implicit in the language semantics.

The great advantage of high-level, i.e. semi-explicit or
implicit, parallel coordination is that it frees the programmer
from specifying low-level coordination details. The disadvan-
tages are that automatic coordination management complicates
the operational semantics, makes the performance of programs
opaque, is hard to implement, and is frequently less effective
than hand-crafted coordination. In these languages, the low-
level coordination may be managed solely by the compiler
as in PMLS [12], solely by the runtime environment as in

GPH [13], or by both as in Eden [14]. Whichever mechanism
is chosen, the implementation of sophisticated automatic co-
ordination management is arduous, and there have been many
more designs for semi-explicit and implicit parallel languages
than well-engineered implementations.

B. Computational GRIDS

The GRID is an emerging large-scale distributed computing
architecture that enables the collaborative use of computing
resources owned and managed by multiple organisations [15].
Multiple networked machines, often from different adminis-
trative domains, are linked into a virtual architecture. The
resources of any of the networked machines are available
to computations on the virtual architecture, as governed by
service level agreements. The architecture is hierarchical with
a number of layers. The Globus [16] and Legion [17] projects
have been the most important realisations of the GRID infras-
tructure.

GRIDs are used for a variety of purposes, including on-
demand computing, and collaborative computing [18]. By this
classification we employ computational GRIDS, which aggre-
gate substantial computational resources to tackle problems
that cannot be solved on a single system. A computational
GRID typically comprises a number of high performance
computers, often clusters, connected by a shared wide area
network. Such an architecture has a number of challenging
properties. It is heterogeneous in that the number of PEs,
and the speed of the PEs, in each cluster may be different.
There is an hierarchy of communication latencies, with com-
munication to PEs at remote clusters being slowest, to PEs
at nearby clusters being slow, and to PEs within the same
cluster being fastest. Moreover, as the wide area network is
shared, communication latency may vary unpredictably during
program execution.

Currently computational GRIDs are most commonly used
to execute large numbers of independent sequential programs,
supported by a number of systems including Condor [2],
Maui [19], Legion [17]. In such systems the computational
power available for a single program is bounded by the speed
of the fastest PE in the GRID. Moreover, ASSIST and KOALA
are prototype systems. In contrast the challenge we address
is to effectively execute components of a single program in
parallel on a computational GRID. Under parallel evaluation
the computational power available to a program is bounded
by sum of all PEs in the GRID.

The dominant parallelism paradigm for classical high per-
formance computers is the Single Program Multiple Data
(SPMD) [20]. The paradigm is supported by standard com-
munication libraries like Mp1 [4], giving portability between
parallel architectures. In SPMD, and related paradigms like
BSP [21], all PEs are initialised to the same set of invocable
processes and no computations are transferred dynamically.
Instead, the same effect is achieved by dynamically changing
the patterns of process invocation across PES.

An SPMD approach is impractical for computational GRIDS
where, in principle, an arbitrary number of PEs may be
available to a program. Populating all potential PEs is very



wasteful. A first alternative is true dynamic process mobility,
but the process granularity for an arbitrary program, especially
in a typical coarse grained imperative parallel program, may
not be suitable.

C. Low-level GRID Parallelism

A number of paradigms that are more dynamic than SPMD
have been proposed for GRID Parallelism, the majority requir-
ing the programmer to provide dynamic low level coordina-
tion. Harness [22] (Heterogeneous Adaptable Reconfigurable
Networked Systems) focuses on dynamic, adaptive resource
management and even provides facilities for dynamically split-
ting and merging of distributed virtual machines. Compared
to the more classical use of static machine configurations
over the lifetime of a parallel program, this approach provides
increased scalability of the system, combining heterogeneous
sets of machines. Within the context of GRID-computing,
Harness supports defining a personalised subset of a GRID-
infrastructure and treating it as a unified network. Furthermore,
it is possible to use plug-ins for system components such as
job scheduling or memory management, effectively generating
instances of the virtual machine customised for the underlying
architecture.

The ConCert system [23] has a similar philosophy to
GPH, using ML as a high level computation language. The
Hemlock compiler translates an ML subset to machine code
for execution on a computational GRID. In contrast to our
work, however, the parallel coordination in ConCert is largely
explicit, with primitives to explicitly spawn and synchronise
tasks. This reflects ConCert’s distributed memory model im-
plemented by mobile code units (chords). Where the DSM
parallel graph rewriting enables a relatively simple denota-
tional and operational semantics for GPH [24], ConCert uses
a modal lambda calculus [25].

To achieve good parallel performance on a variety of
different machines, the AEOS paradigm (Automated Empir-
ical Optimisation of Software) has been proposed [26]. The
essence of this paradigm is to provide several implementations
of an operation, and to use empirical data such as runtime mea-
surements, to decide which version to choose. For example,
to select cut-off values in recursive functions depending on
processor speed. However, in the AEOS paradigm the adaption
of the software has to be done by a program, not automatically
by the system, as we propose in our research.

We argue that low-level, or explicit, parallel programming
paradigms are not appropriate for GRID parallelism computing
as the architecture is too complex and dynamic for program-
mers to readily manage.

D. Distributed Shared Memory

One means of providing high-level coordination is to ab-
stract over the memory architecture of a distributed system,
i.e. to enable a thread at one PE to transparently access data
residing on other PEs. Such a Distributed Shared Memory
(DSM) model may be implemented in hardware, by the
operating system, or by a programming language. There are
a large number of research systems, and [27] gives a useful

summary, classified by the unit of memory managed: i.e.
location, page, or object.

The key issue with DSM systems is to efficiently maintain
a coherent view of the ‘shared” memory in the presence of
concurrent updates on multiple PEs. A coherence protocol,
chosen in accordance with some consistency model, maintains
memory coherence. For example MESI is a simple and well-
known coherence protocol, named after the memory object
tags used: Modified, Exclusive, Shared and Invalid. Because
declarative languages like GPH and single-assignment lan-
guages restrict where updates can occur, their coherence
protocols can be far simpler than in conventional languages
that allow unrestricted updates.

Because the costs of maintaining consistency rise with the
number of PEs, DSM has previously been used mainly on clus-
ters, i.e. relatively small scale systems. Example cluster DSM
systems include Kerrighed [28] and TreadMarks [29]. Recently
there has been considerable research interest in DSM systems
for various types of GRIDs, including computational GRIDs.
For example Teamster is a DSM system for computational
GRIDs with rather low-level coordination, and thus far only
measured on small-scale GRIDs [30]. In contrast GPH has the
potential to utilise large scale computational GRIDs, and we
report measurements on medium-scale GRIDs in section VIII.

Our GpPH language supports a DSM model, and research
contributions of this paper include proposing mechanisms for
supporting DSM on the dynamic heterogeneous computational
GRID architectures, and measuring how well such a DSM
model scales on a computational GRID. A GPH program is
represented as a graph that the GUM runtime environment
maintains in distributed virtual shared-memory. Parallelism is
introduced by rewriting multiple graph nodes simultaneously
on multiple PEs. The coherence of the graph is maintained
using specific graph-rewriting protocols, e.g. blocking any
thread that demands the value of a graph node that is currently
under evaluation.

Our GpPH language has the potential to utilise large
scale computational GRIDs, and we report measurements on
medium-scale GRIDS in section VIII

E. Other High-level GRID Parallel Paradigms

Currently there is much interest in developing high-level
paradigms that reduce the effort of GRID parallel program-
ming. Much of the work is relatively immature, with systems
currently under development, or being prototyped. A range of
high-level paradigms are being explored, as outlined below.

High-level coordination languages/frameworks are being
used to compose grid applications from large scale compo-
nents, for example the ASSIST [31] and GrADS [32] projects.
The key idea is that the coordination language or framework
automatically manages the GRID complexities like resource
heterogeneity, availability, network latency. The components,
which may be sequential or parallel, require minimal changes
to be deployed on the GRID. In contrast our approach describes
the computation, as well as the coordination in a single high
level language, Glasgow parallel Haskell (GPH) [6].

Algorithmic skeletons are being used to provide high-level
parallelism on computational GRIDs. The essence of the idea is



to provide a library of higher-order functions that encapsulate
common patterns of parallel GRID computation. Parallel appli-
cations are constructed by parameterising a suitable skeleton
with sequential functional units. Examples of this approach
include work groups lead by Danelutto [33] [34], Cole [35]
and Gorlatch [5]. In contrast to the fixed set of skeletons, it
is possible to define new coordination constructs in GPH, as
outlined in section I11-A.

Perhaps the approach most closely related to ours is to port
a high level distributed programming language to the GRID.
Both Ibis [36] and Gorlatch’s group [37], [38] port Java to
the GRID and use Remote Method Invocation (RMI) as the
programming abstraction. Coordination in GPH is higher-level
than RMI and more extensible.

Our approach is unique both in adopting a DSM model,
and in specifying parallelism in a high-level language, GPH.
GPH abstracts over the architectural complexities of a com-
putational GRID. That is, the programmer controls only a few
key parallel coordination aspects using high-level evaluation
strategies, as outlined in section I11-A. The remaining coordi-
nation aspects are dynamically managed by a sophisticated
runtime environment, GRZD-GumMm?2, specifically designed for
computational GRIDsS. GPH provides higher-level coordination
than the other GRID parallel programming languages described
in the previous section.

I1l. GPH AND GUM
A. Glasgow Parallel Haskell (GPH)

GPH is a semi-explicit parallel functional language, en-
abling the programmer to specify parallelism with relatively
little effort using high level parallel coordination constructs.
It is a modest and conservative extension of Haskell 98, a
non-strict purely-functional programming language [6]. GPH
extends Haskell 98 with a parallel composition par, and
an expression el “par” e2 (here we use Haskell’s infix
operator notation) has the same value as e2. Its dynamic effect
is to indicate that el could be evaluated by a new parallel
thread, with the parent thread continuing evaluation of e2.
Results from el’s evaluation are available in e2 which shares
subgraphs evaluated in el e.g. through common variables.
GPH programs also sequence the evaluation of expressions
using the seq sequential composition. For example a parallel
naive nFib function, based on the fibonacci function, can be
written as follows.

parfib 0 = 1
parfib 1 =1
parfib n = nf2 ‘par’ (nfl ‘seq" (nfl+nf2+1))

where nfl = parfib (n-1)
nf2 = parfib (n-2)

Higher-level coordination is provided using evaluation
strategies: higher-order polymorphic functions that use par
and seq combinators to introduce and control parallelism.
For example, using applies a strategy to an expression to
control its evaluation.

using :: a -> Strategy a -> a

using x s = s x ‘seq' X

Hence the parMap parallel map function below applies the
function ¥ to all of the elements of the list xs in parallel.

parMap is implemented using the parList and rnT strate-
gies. The parList function evaluates the elements of a list
in parallel to the degree specified by its argument, in this case,
to normal form using the rn¥ strategy. parList and rnf
have a straightforward implementations using par and seq.

parMap f xs = map f xs ‘using’ parList rnf

Specifying parallel coordination at such a high level substan-
tially frees the programmer from considering specific aspects
of teh underlying architecture. We argue that this is of great
benefit for computational GRIDs where the architecture is very
complex. As a more substantial example Appendix D shows
the GPH sunkul er program used in the measurements in later
sections. Here the programmer does not need to adapt the pro-
gram to different computational GRID architectures, and only
needs to structure the sumTotient function appropriately
and add the architecture neutral evaluation strategy in the last
line of the function. A thorough account of how to engineer
efficient parallel programs in GPH is given in [39]. The cost
of providing the programmer with such high-level abstraction
is that GPH requires an elaborate runtime environment to dy-
namically manage parallel execution on complex architectures,
and these are described next.

B. GuM - A Parallel Haskell Runtime Environment

GuM is a portable, parallel runtime environment (RTE)
for GPH. GuM implements a specific DSM model of par-
allel execution, namely graph reduction on a distributed, but
virtually shared, graph. Graph segments are communicated
in a message passing architecture designed to provide an
architecture neutral and portable runtime environment. Here
we describe the key components for a GRID context, namely
program initialisation and load distribution, for Gum 4.06
using the PvM communications library [10]. A full description
of GuM is available in [13].

C. GuM Program Initialisation

When a GPH program is launched under GuMm, it initially
creates a PvM manager task, whose job is to control startup
and termination. This manager task then spawns the required
number of logical PEs as PvM tasks, which Pvm maps to
the available processors. Each PE task then initialises itself:
processing runtime arguments, allocating heap etc. Once all
PE tasks have initialised, and been informed of each other’s
identity, one of the PE-tasks is nominated at random as the
main PE. The main PE then begins executing the main thread
of the Haskell program.

D. GuMm Thread Management

The unit of computation in GuMm is a lightweight thread,
and each logical PE is an operating system process that co-
schedules multiple lightweight threads as outlined below and
detailed in [13]. Threads are automatically synchronised using
the graph structure, and each PE maintains a pool of runnable
threads. Parallelism is initiated by the par combinator. Oper-
ationally, when the expression X “par” e is evaluated, the
heap object referred to by the variable x is sparked, and then



e is evaluated. By design sparking a reducable expression,
or thunk is relatively cheap operation, and sparks may freely
be discarded if they become too numerous. If a PE is idle, a
spark may be converted to a thread and executed. Threads are
more heavyweight than sparks as they must record the current
execution state.

E. GuMm Load Distribution

GuM uses dynamic, decentralised, and blind load man-
agement. The load distribution mechanism is designed for a
flat architecture with uniform PE speed and communication
latency, and works as follow. If (and only if) a PE has no
runnable threads, it creates a thread to execute from a spark
in its spark pool, if there is one.

If there are no local sparks, then the PE sends a FISH
message to a PE chosen at random. A FISH message requests
work and specifies the PE requesting work. The random
selection of a PE to seek work from is termed blind load
distribution, as no attempt is made to seek work from a "good’
source of work.

If a FISH recipient has an empty spark pool it forwards the
FISH to another PE chosen at random. If a FISH recipient has
a spark it sends it to the source PE as a SCHEDULE message.
If the PE that receives a FISH has a useful spark, it sends
a SCHEDULE message to the PE that originated the FISH,
containing the sparked thunk packaged with nearby graph. The
originating PE unpacks the graph, and adds the newly-acquired
thunk to its local spark pool. To maintain the virtual graph, an
ACK message is then sent to record the new location of the
thunk.

F. Gum Performance

The GuMm implementation of GPH delivers good perfor-
mance for a range of parallel benchmark applications on a va-
riety of parallel architectures, including shared and distributed-
memory architectures [39]. Gum’s performance is also com-
parable with other mature parallel functional languages [7].

GuM can also deliver comparable performance to conven-
tional parallel paradigms. For example [7] compares the per-
formance of a GPH and a C with PvM matrix multiplication
programs. The program multiplies square matrices of arbitrary
precision integers, and the C program uses the Gnu Multi-
Precision library and the GNU C compiler. The sequential C
program is 5 times faster, but the GPH program has better
speedups and on 16 PEs the C+Pvm program is just 1.6
times faster than the GPH program. The sizes of the GpPH
and C+Pvm programs differ substantially, though: the C+Pvm
program is 6 times longer than the GPH program.

V. GrRzD-GUM1
A. GRID-Gum1 Architecture

GRID-GuMmL is a port of GuMm to the GRID [8]. The key
part of the port is to utilise the MPICH-G2 communication
library [40] in the Gum communication layer. MPICH-G2
in turn uses the Globus Toolkit middle-ware, as illustrated in
Figure 1.

GpH
Parallel Program

compiles—to

Grid-GUM
High Level Grid RTE

runs—on

Grid Connective Layer

runs—on

Computational Grid

Fig. 1. GRID-GUM1 System Architecture
Runtime
program Seq | 16 PE | Speedup
sec sec
par Fi b 465.1 26.3 17.6
sunkul er 1598.1 | 188.1 8.4
raytracer 2782.7 301.7 9.2
I'i nSol v 8289 | 112.2 7.3
mat Mul t 916.3 | 292.6 5.0
queens 2816.4 567.8 6.2
TABLE |

GRID-GUM1 SPEEDUPSON A 16-PE HOMOGENEOUS LOW-LATENCY
COMPUTATIONAL GRID

B. ¢rzp-Gim1 Performance

The following section summarises GRID-Gum1 results
from [8]. It reports measurements of the suite of programs
characterised in Appendix B, where a key characteristic of
the programs is the communication degree, i.e. the number of
messages transmitted per unit execution time. The programs
are measured on the collection of GRID-enabled Beowulf
clusters specified in Appendix A.

Table | shows that for programs with a sufficiently large
execution time, GRZD-Gum1 can deliver good speedups on
homogeneous computational GRIDs with relatively low com-
munication latency. The measurements are performed on the
Edinl Beowulf cluster, and the fourth column records the
relative speedup *.

In contrast, on heterogeneous computational GRIDS, or
those with high communication latency, GrRzD-Gim1 only de-
livers acceptable speedups for low-communication degree pro-
grams like queens, and little speedup for high-communication
degree programs like r ayt r acer . Table Il illustrates the impact
of heterogeneity, and shows that adding even a single slow
machine to a 5-PE cluster dramatically reduces speedup,
e.g. from 4.0 to 2.8 for queens. The measurements use the
relatively slow SBC (.S) and relatively fast Edin3 (£") Beowulf
clusters described in Table XIV. The first column shows the
GRID configuration e.g. FFSSS is a configuration with two fast
machines and three slow machines. The first machine in the
configuration string is where the program starts. The second

1Absolute speedup is defined with respect to sequential execution and
relative speedup is defined with respect to execution of parallel code on a
single processing element. Absolute and relative speedups for GUM, together
with sequential and parallel efficiency measure are reported in [13].



Mean raytracer gueens(13)
Config.|[CPU |Rtime| Speedup [[Rtime| Speedup

(MHz) || Sec.| F] S| Sec.| F] S
FFFFF [[1816 [[376.7 40| 129([181.1}4.0| 12.8
FFFFS [[1639 ({4229 35| 11.5([254.5[.8 9.1
FFFSS [|[1462 |[[519.2 2.9 9.4[5449 1.3 4.2
FFSSS [[1286 |[615.3 .4 7.9/530.1 1.3 43
FSSSS [[1109 |[755.6 [1.9 6.4(|577.7 1.2 4.0
SSSSF [[1109 {|850.7 [1.7 5.7 ||560.5 1.2 4.1
SSSFF [[1286 ||786.0 [1.8 6.2 ||4743 L5 4.9
SSFFF [[1462 [[790.4 1.8 6.1[[375.4 1.9 6.1
SFFFF [[1639 [[747.6 1.9 6.5([316.5 .2 7.3

TABLE I

GRID-GUM 1 SPEEDUPS ON HETEROGENEOUS LOW-LATENCY
COMPUTATIONAL GRIDS

Mean par Fi b(45) suntul er
Config. Latency |[Rtime | Speedup [Rtime| Speedup

(ms) Sec.| EJ MT[ Sec.| EJ M
MMMMM [(0.13 205.9 5.0 4.21(523.2 6.1 5.9
EMMMM |(14.3 212.75.0 4.01(544.0 5.9 5.7
EEMMM |21.5 226.2 4.7 3.8(|553.7 5.8 5.6
EEEMM |21.5 2247 4.7 3.8((620.8 5.1 5.0
EEEEM 14.4 234.0 4.5 3.7(/588.4 .4 5.3
EEEEE 0.15 251.3 4.2 3.4(|570.8 5.6 54

TABLE 111

Low COMMUNICATION DEGREE PROGRAMS: GRZD-GUM 1 SPEEDUPS
ON HOMOGENEOUS HIGH-LATENCY COMPUTATIONAL GRIDS

columns shows the mean CPU speed of that configuration. As
a measure of heterogeneity, the standard deviations of CPU
speeds in all configurations is between 353 and 432 MHz.
The third and the sixth columns record the speedup using F’s
sequential runtime for r ayt racer and queens respectively. The
fourth and the seventh columns records the speedup using S’s
sequential runtime, and the fifth and the last columns show
the wall-clock execution times.

Tables Il and IV show an example of the impact of
high communications interconnect. The measurements in both
tables are undertaken on the Muni and Edin2 Beowulf clusters
described in Table X1V. Each Muni machine is labeled M and
each Edin2 machine is labeled E. Table Il shows that low
communication-degree programs par Fi b and suntul er deliver
good speedups on a range of high-latency computational
GRIDs. However, Table 1V shows that high communication-
degree programs like raytracer, matMilt and linSolv all
deliver poor speedups. The columns in the table are as before,
except that the second column reports the mean latency of
the GRID configuration. The variation in latency is similar for
all configurations, i.e. the standard deviation of the interPE
latencies is approximately 17ms.

V. GRID-GuM?2: AN ADAPTIVE RTE FOR COMPUTATIONAL
GRIDS

A. GRID-GUM?2 Design

To address the shortcomings of GrzD-Gim1, we have de-
signed and implemented a revised GPH runtime environment
for computational GRIDS, GRZID-GuUM?2. The GRID-GUM2 design

Mean[[ raytracer mat MUl t [inSolv
Confi g. Laten |[Rtime] Spdup [Rtime] Spdup [[Rtime] Spdup

(ms) || Sec.| EJ M| Sec.| E] M| Sec.|E] M
MMMMM {(0.13 {[287.8(3.5 3.1({108.6 23| 2.4(|104.4[2.8]| 2.7
EMMMM |(14.3 |[473.8[2.1 1.9(/290.8[0.8| 0.9]{147.020| 1.9
EEMMM [[21.5 [[413.7[2.4 21[|2288[1.1| 1.1|[142.121]| 2.0
EEEMM [[21.5 [[378.7[2.7 2.3[|150.9[L.7| 1.7|[1049[2.8]| 2.7
EEEEM 14.4 |[329.93.1 2.7(|125.12.0| 21|[107.727| 2.7
EEEEE 0.15 [|279.83.6 32| 95.92.7| 2.7]{102.9]29]| 2.8

TABLE IV
HIGH COMMUNICATION DEGREE PROGRAMS: GRTZD-GUM 1 SPEEDUPS
ON HOMOGENEOUS HIGH-LATENCY COMPUTATIONAL GRIDS

is described in full in [8]. In GrRZD-GuUM?2 each PE dynamically
maintains latency and load information to inform load manage-
ment, so that work is only sought from PEs which are known
to be relatively heavily loaded, and to give preference to local
cluster resources. To propagate the necessary information,
we augment the messages in GRZD-Gum1 to carry dynamic
information about latency and load between PEs, and hence
between clusters. Such information is combined with static PE
characteristics to determine relative loads. To the best of our
knowledge, GrRZD-Gum?2 is the first fully implemented virtual
shared memory runtime environment on computational GRIDSs.

The new load distribution mechanism in GRZD-Gim?2 has
two main components: information collection and adaptive
load distribution. The information collection component ob-
tains both static information, like CPU speed of every PE,
at program startup, and dynamic information throughout the
execution. Example dynamic information is the current load
of every PE, and the communication latency from this PE to
every other PE. The dynamic information is timestamped and
partial, and is cheaply propagated between PEs whenever they
communicate.

The adaptive load distribution mechanisms utilise the static
and dynamic information, and the following are the key new
policies.

« An idle PE only seeks work from (sends a FISH message

to) a PE that has high load relative to its CPU speed.

o PEs have a preference for obtaining work from PEs that
currently have low communication latency.

« Inresponse to a message seeking work (a FISH message)
from a remote, or high communications latency, PE the
recipient sends additional work if possible. The intention
being to offset the high latency, e.g. between clusters,
with bandwidth.

o GRID-GUM? starts the computation in the "biggest’ cluster,
i.e. the cluster with the largest sum of CPU speeds over
all PEs in the cluster.

In summary, GRZD-Gum?2 incorporates bespoke lightweight
mechanisms for reducing communication, and measuring and
managing load, rather than using generic GRID services. GRID
connective layer services provide communication between, and
authentication of, the PES. GRID-Gim?2 is designed to work
in a closed computational GRID, i.e. it is not possible for
other machines to join the computation after it has started.
Moreover it is tuned for a common high-performance setup,
i.e. to be most effective on: a) dedicated computational GRID



Program GRID-GUM1 GRID-GUM?2 Variance (o RTE No of Max | Alloc Comm Aver.
Mean Var [ Var% [[Mean | Var [ Var% [[Reduction prod Threads Heap Rate | Degree Pkt
Rtime Rtime Resid. | (MB/s) | (Msgs/s) Size
(5) (©) (KB) (Byte)
queens 648.97 | 149.9 23.0% [p49.59 | 2.62 ] 0.4% 98% o GG1 26595 5.12 55.3 15.55 5.6
par Fi b 84.91 | 22.68 [26.7% (88.85 | 3.65| 4.1% 84% pal GG2 26595 5.12 43.2 14.87 5.6
I'i nSol v 176.21 | 63.82 [36.2% [[149.82 | 7.20 | 4.8% 86% «E\l\ el | GG1 82 62.4 52.8 2.09 90.3
suntul er [[117.82 ] 55.43 [47.0% [[116.28 20.33 [17.4% 63% sV GG2 82 62.4 45.7 0.73 90.3
raytracer [|476.93 168.15 [35.2% [[#48.53 [27.93 | 6.2% 82% (acet| GG1 350 | 5386 60.0 62.72 | 3218
TABLE V \ayt GG2 350 | 538.6 49.5 46.93 | 323.0
. \ V GG1 242 437.2 40.3 5.50 290.7
GRID-GUM1 AND GRID-GUM?2 PERFORMANCE VARIATION ON 10 PEs \ A SO GG2 242 | 4372 26.5 254 | 276.4
Wl t GG1 144 4.3 39.0 67.30 208.9
rrat GG2 144 43| 400 | 3129 | 209.4
@wee™ G2 | | 20| 30| o1 | edee

where only one program is executed at a time, and b) a non- TABLE VI

preemptive environment: each program executes to completion
without interruption.

V1. GRID-Gum2 ON Low-LATENCY COMPUTATIONAL
GRIDS

The following sections evaluate the performance of the
new adaptive load distribution mechanism in GrRZD-GiM2 on
low-latency heterogeneous, and homogeneous, computational
GRIDs.

A. Low-Latency Homogeneous Performance

Section IV-B showed that GrzD-Gum1 already delivers
good performance on low-latency homogeneous computational
Grids [8]. Columns 2 and 5 of Table V show that GrzD-
GuMm?2 maintains this good performance, and sometimes makes
a small improvement. The remainder of this section compares
the overheads and performance variability of Grzp-Gum1 and
GRID-GUM?2.

1) Variability: The measurements in Table V have been
performed on 10 PEs from the Edinl cluster. In Table V,
the second and fifth columns record the mean of 50 runs
in seconds. The third and sixth columns show the variance
of the 50 runs. The fourth and seventh columns present the
percentage variance relative to the mean. The last column
shows the percentage reduction in variance.

Table V shows that GrzD-Gim1 gives highly variable per-
formance, especially for programs with irregular parallelism.
In Table V, the programs with regular parallelism show less
variation, e.g. 23% in queens and 26.7% in par Fi b. However,
the programs with irregular parallelism show greater variation,
e.g. 47% in suntuler, 36.2% in linSolv and 35.2% in
r ayt racer.

The unpredictable behaviour in GrzD-Ginm1 is due to its load
distribution mechanism which is based on a naive, random and
blind fishing mechanism, as discussed in 111-B. Performance
is good when idle GrzD-Gunm1 PEs are *lucky’ in their random
selection of a PE to request work from. Performance is poor,
however, if the idle PEs chose the wrong PE to request work
from.

In contrast to GrRZID-GuMI, the adaptive mechanisms in
GRID-GUM?2 result in far less performance variation. In Ta-
ble V, queens and par Fi b show improvements in percentage
variance of 98% and 84% respectively. sunEul er, | i nSol v and
raytracer, which have irregular parallelism, show improve-
ments of 63%, 66% and 82% respectively.

GRID-GUM1 AND GRID-GUUM?2 OVERHEADSON 16 PES

2) Overheads: Table VI compares the overheads induced
by GrzD-Gum1 and GRID-Gum?2 for the six programs. These
measurements are made on 16 PEs from Edinl Beowulf cluster
and the runtimes reported are the median of three executions,
to ameliorate the impact of operating system and shared
network interaction. In the second column GG1 and GG2
stand for GRZD-Gum1 and GRID-GuM?2 respectively. The third
column records the total number of threads generated during
the execution. The remaining columns show averages over all
processors for the maximal heap residency (i.e. the maximum
amount of heap that is alive at garbage collection time) the
allocation rate (i.e. the amount of local memory allocated per
second of execution time) the communication degree (i.e. the
number of massages sent per second of execution time) and
the average packet size (i.e. the size of packet in Byte).

Table VI shows that, except for communication degree,
GRID-GUML and GRID-Gum?2 have similar overheads. GrzD-
Gum?2 decreases the communication degree by using infor-
mation about load, latencies and CPU speeds to reduce the
number of work-locating FISH messages.

3) Low-latency Homogeneous GRID Performance Sum-
mary:

o GRID-GUM?2 maintains this good performance of GRZD-
Guml on Low-latency Homogeneous GRIDS, and some-
times makes a small improvement (Columns 2 and 5 of
Table V).

o GRID-GuMm?2 programs exhibit far less performance vari-
ance than GrRzD-Gum1: reducing variation by at least 63%
for all programs measured (Column 8 of Table V).

o GRID-GUM? retains a very light overhead which does not
effect the program’s dynamic properties (Table VI).

B. Low-Latency Heterogeneous Performance

Table VII reproduces measurements of Grzp-Guml and
GRID-GUMm2 performance on heterogeneous computational
GRIDs with moderate communication latency from [8]. The
measurements compare runtimes on a small heterogeneous
cluster formed from 4 PEs from Edinl and and 4 PEs from
Edin2 Beowulf clusters. The runtimes reported are the median



of three executions to ameliorate the impact of operating
system and shared network interaction.

Program Run-time (s) Improvement
GRID-GUM1 | GRID-GUM?2
raytracer 1340 572 57%
queens 668 310 53%
suntul er 570 279 51%
I'i nSol v 217 180 17%
mat Mul t 94 86 9%
par Fi b 136 134 1%
TABLE VII

GRID-GUM 1 AND GRID-GUM 2 PERFORMANCE ON LOW-LATENCY
HETEROGENEOUS COMPUTATIONAL GRIDS

Table VII shows that GrZD-Gunm?2 outperforms GRID-Gum1
on low-latency heterogeneous computational GRIDS. |i nSol v
scores a modest improvement under GRZD-Gum2 of 17%.
The limited irregular parallelism and the low-communication
degree in 1inSol v helps GrzD-Gim1 overcome the hetero-
geneous architecture without an adaptive load distribution
mechanism. Due to this, the gains from using the adaptive load
distribution of GRZD-GuM?2 to improve | i nSol v are limited.

GRID-GUM2 maintains the good parallel performance of
parFi b under GRZD-GumL reported in Table I, but cannot
significantly improve it. Likewise, GRZD-Gum2 cannot signif-
icantly improve mat Mul t due to inherent limitations on the
parallelism [7].

Programs with a low degree of parallelism are most sensi-
tive to a heterogeneous architecture, because an appropriate
placement of the small number of threads is essential for
good performance. Indeed the low parallelism-degree pro-
grams: raytracer, queens and suntul er, show the greatest
improvement under GRZD-Gim?2, each improving by more than
50%.

1) Low-latency Heterogeneous GRID Performance Sum-
mary: Table VII shows the following points.

o Compared with GRID-GuMmI, GRID-GuM?2 improves the
performance of 5 of the 6 programs, and maintains the
good performance of the 6th (parFi b).

« Only certain programs are sensitive to low-latency hetero-
geneous computational GRIDS: some like par Fi b already
give good performance, while others like mat Mul t are
already at some performance bound.

e GRID-GUM2 improves the performance of
parallelism-degree programs by more than 50%.

low

VIl. GRID-GiM?2 ON HIGH-LATENCY COMPUTATIONAL
GRIDS

The following sections evaluate the performance of GrRzD-
cum?2 on high-latency heterogeneous, and homogeneous, com-
putational GRIDS.

A. High-Latency Homogeneous Performance

Table VIII compares the performance of raytracer under
GRID-GUM1 and GRID-Gum?2 on all combinations of homoge-
neous GRIDSs with up to 5 PEs. The configurations combine

PEs from two very similar clusters with high-latency intercon-
nect, namely the Muni and Edin2 Beowulf clusters described
in Tables X1V and XV. Each Edin2 machine is labeled FE and
each Muni machine is labeled M.

In Table VIII, the first and second columns show case
number and GRID configuration. The third column presents
the mean communication latency. The fourth and fifth columns
record the run-time in seconds for ¢rzp-Guml (GG1) and
GRID-GUM?2 (GG2) respectively. The last column shows the
percentage improvement in GRZD-GuM?2 run-time.

Mean Runtimes

(5] -

§ Config. Latency (ms) GGI [ GG2 Impro%
1 | 1E4M 14.4 995 617 38%
2 | 1E3M 17.9 1066 728 32%
3 | 2E3M 215 911 703 23%
4 | 1E2M 239 1088 892 18%
5 | 2E2M 239 952 843 11%
6 | 2EIM 23.9 1007 926 8%
7 | 1EIM 35.8 1842 | 1687 8%
8 | 3EIM 18.0 852 786 8%
9 | 4EIM 14.4 668 642 4%
10 | 3E2M 21.5 772 754 2%

TABLE VIII

HOMOGENEOUS HIGH-LATENCY COMPUTATIONAL GRIDS (r ayt r acer)

GRID-GUM2 improves raytracer performance on each of
the high-latency homogeneous GRID configurations in Ta-
ble VIII. For raytracer, as for suntul er and queens, GRZD-
Gum?2 has the greatest improvement against GRZD-Gim1 on
configurations of the form xzFEyM, where x < y. This is
because in arzD-Gum1, the first PE is selected as the main
PE, an E PE in this case. In consequence the larger number
of remote M PEs must communicate with the main PE through
the high-latency interconnect. In contrast, in this configuration
GRID-GUM?2 selects the main PE from the remote group of M
PEs, and hence a smaller number of PE(S) require to obtain
work through the high-latency interconnect. Moreover when a
FISH is sent over the high-latency interconnect, more work is
returned as described in V.
In summary, Table V11l shows that, GRZD-Gum?2 outperforms
GRID-GUM1 on high-latency homogeneous architecture for
raytracer, a program with high-communication degree and
highly irregular parallelism.
1) Additional High Latency Homogeneous Measurements:
We have made similar measurements to those reported above
for the queens and suntul er programs [41]. GRID-GiM?2
improves performance on all high-latency homogeneous GRID
configurations measured for both programs, with a maximum
improvement of 30% for sunEul er and a maximum improve-
ment of 9% for queens.
2) High-latency Homogeneous GRID Performance Sumt
mary:
o GRID-GuMm?2 outperforms Grzp-Gum1l on all of the homo-
geneous high-latency computational GRID architectures
for all three sensitive programs (Table VIII,Section VII-
Al).

o GRID-GUM?2 improves the performance of programs with
a range of parallel behaviours. raytracer, with high-



communication degree, shows an improvement of up to
37% (Table VIII). sunkul er, with low-communication
degree and irregular parallelism, shows an improvement
of up to 30%. queens, with low-communication degree
and regular parallelism exhibits least improvement of up
to 9% (Section VII-A.1).

B. High-Latency Heterogeneous Performance

High-Latency Heterogeneous computational GRIDs are the
most challenging architecture. As the previous section showed
that raytracer, queens and sun€ul er are the programs that
are sensitive to heterogeneity, this section investigates the
behaviour of these programs on heterogeneous computational
GRIDsS.

Table IX compares the performance of raytracer under
GRID-GUML and GRID-Gum?2 on all non-trivial heterogeneous
GRIDs with up to 5 PEs. The improvements are analysed to
identify the improvements due to the use of static and of dy-
namic information, using the GRzD-GuMm1.1 experimental run-
time environment outlined in Appendix C. The measurements
in Table IX are performed on two heterogeneous Beowulf clus-
ters, Edinl and Muni. PEs in the Edinl Beowulf cluster have
slower CPU speed than those in the Muni Beowulf cluster.
Moreover, Edinl and Muni Beowulf clusters are connected
over a high-latency interconnect as detailed in Tables XIV
and XV.

In Table IX each Edinl machine is labeled E and each
Muni machine is labeled M. The first and second columns
show case number and different combination of PEs from
Edinl and Muni Beowulf clusters respectively. The third and
fourth columns report the mean CPU speed and mean latency
for the configuration. As before, the variation in latency and
CPU speeds is similar for all configurations, with standard
deviations of approximately 17ms and 470MHz respectively.
The fifth, sixth and seventh columns record the run-time in
seconds for GrzD-Guml (GG1), GrID-Gum1.1 (GG1.1) and
GRID-GUM?2 (GG2) respectively. The seventh column shows
the static information (CPU speed) contribution to the perfor-
mance change under GRZD-Gim1.1 in comparison with GRzD-
Guml. The ninth column indicates the dynamic information
(loads and latencies) contribution to the change under GrRzD-
Gum?2. The last column reports the total performance change
using both static and dynamic information in GRZD-GUM?2 in
comparison with GRZD-GimM1.

The additional static information enables a substantial im-
provement when there are more fast PEs (M) than slow
PEs (F), i.e. cases 1, 2, 3, 4. For instance, in case 1 GRID-
Guml.1 reduces runtime by 54%. However, the improvement
due to static information is less when there are more slow
PEs than fast PEs, cases (6, 8, 9, 10), and may even degrade
performance. For instance, in case 10 GRZD-Gum1.1 increases
the run-time by 23%. This behaviour of raytracer under
GRID-GUML.1 is related to the high-latency communication. In
a configuration of the form (z Ey M), where z > y, cases (6, 8,
9, 10), GRZD-GuMm1.1 nominates the mainPE from M PEs. In
this case, £ PEs have to seek work during the course of the
execution from M PE(s) through high-latency interconnect.

% oS Mean GG1 [|GG1.1 [Static || GG2 [Dynamic |[Total
& T CPU| .|l .c® e

o |® \;&6\ H Spd ™ || @™ o« o [
1 [1IE4AM 14.4(1330.0 || 1490 689 | 53%]|| 583 7% || 60%
2 |1E3M 17.9|[1280.5 || 1658 748 | 54%|| 716 2% || 56%
3 [1IE2M 23.9([1197.3 || 1607 975 39%|| 848 8% || 47%
4 2E3M 21.5([1131.0 | 1223 745] 39%|| 716 2% (| 41%
5 [2E2M 23.9]1031.5 || 1396 965| 30% || 909 4% || 34%
6 [2EIM 23.9|| 865.7 || 1778|| 1687 | 5%]| 1326 20% || 25%
7 [3E2M 21.5]| 932.0|| 1254 983 21%]|| 961 2% (| 23%
8 [1IEIM 35.8|{1031.5]| 1934 || 1678 | 13% || 1689 0% || 13%
9 [3EIM 18.0|| 782.7 || 1495|| 1832(-22% || 1305 34% || 12%
10 [AEIM 14.41| 733.0|| 1296 || 1597 |-23% || 1236 21%|| 4%

TABLE IX

raytracer: HETEROGENEOUS HIGH-LATENCY COMPUTATIONAL GRID

Hence for programs with a relatively high-communication
degree like raytracer, high-latency communication has a
major impact on GRZD-Gum1.1 performance.

The seventh column of Table IX shows that the use of
dynamic load and latency information in GRZD-GtM2 improves
performance an all of the GRID configurations. The improve-
ment varies according to the number of remote and local PEs
and their CPU speed. If there are fewer slow PEs than fast
((xEyM), where z < y), the dynamic information makes
a limited contribution to the performance. For instance, in
case 1 the dynamic information improves performance by
only 7%. In contrast, if there are more slow PEs than fast
((xEyM), where = > y), the dynamic information has a
greater contribution to the performance. For instance, in case
9 the dynamic information improves performance by 34%. In
this case the dynamic information is used to nominate the
mainPE from among the E PEs, decreasing the number of
PEs required to seek work over the high-latency interconnect,
and load information is used to transfer larger amounts of
work over the high-latency interconnect, thereby reducing the
number of messages.

Broadly speaking, both static and dynamic information
contribute to the GRZD-Gim?2 performance gains for a program
like r ayt racer with relatively high-communication degree and
irregular parallelism. For instance, in case 1, to finish the
computation of raytracer in five PEs (1E4M), GRID-Gum1
requires 1490s. However, GRZD-Gum?2 requires only 583s, an
improvement of 60%.

1) Additional High Latency Heterogeneous Measurements:
We have made similar measurements to those reported above
for the queens and sunEul er programs [41]. For sunkul er
there is a maximum total improvement of GRZD-GiM?2 over
GRID-GUML of 32%, and maximum static and dynamic im-
provements of 27% and 16% respectively. For queens there
is @ maximum total improvement of GRZD-GuM2 over GRID-
Guml of 35%, and maximum static and dynamic improve-
ments of 23% and 12% respectively.

2) High-latency Heterogeneous GRID Performance Sum-
mary:

« Compared with GRZD-GUML, GRID-GUM?2 improves the
performance of all three programs on all heterogeneous
high-latency GRID configurations measured (Column 10
of Table IX, Section VII-B.1).



o GRID-GUM?2’s static information gives substantial im-
provements when there are more fast PEs than slow PEs,
but less when there are more slow PEs than fast PEs
(Column 7 of Table IX).

o GRID-GUM?2’s dynamic load and latency information im-
proves performance on all of the heterogeneous high-
latency GRID configurations measured. The improvement
is greater if there are more slow PEs than fast, and less
if there are more fast machines than slow (Column 7 of
Table IX).

o For a program with a high-communication degree,
raytracer, GRID-GUMZ2 delivers a substantial maxi-
mum improvement of 60%, whereas for both programs
with relatively low-communication degree (sungul er and
queens) more modest improvements of 31% and 35%
(Section VII-B.1).

VIII. SCALABILITY

This subsection investigates the performance scalability of
the GrRID-Gum2 load distribution mechanism on the most
challenging GRID configuration, namely a high-latency het-
erogeneous computational GRID. The measurements in this
section are made on three heterogeneous Beowulf clusters:
Edinl and Edin2 connected over a low-latency interconnect,
and Muni connected with the other two clusters over a high-
latency interconnect, as specified in Tables XIV and XV.
Because of the relative cluster sizes, many configurations have
6 Edinl PEs for every Muni PE.

The experiments have the following limitations:

o The programs in Table XVI were designed for smaller
scale high performance computers, and only some of
them generate sufficient parallelism to utilise medium-
scale, and large-scale, computational GRIDs.

o The number of PEs available for these experiments at the
cooperating sites were limited: Edinl (£) 30 PEs, Edin2
(E2) 5 PEs, and Muni (M) 6 PEs.

A. raytracer

The raytracer is a realistic parallel program with limited
amounts of highly-irregular parallelism and a relatively high
communication degree (Table XVI). Table X compares the
scalability of rayt racer program under GuM and GRZD-Gum L.
The table shows that Gum and @rzp-Guml deliver very
similar performance up to 28PEs, even although ¢rzp-Gim1
is executing on a high-latency heterogeneous computational
GRID. More significantly, the last two cases show that when
the size of the local cluster limits the Gum speedups, GRZD-
Gum1l can scale further using PEs in a remote cluster.

The GRID configurations measured in this section have
very similar mean CPU speeds and latencies, hamely 676Mhz
and approximately 9.2ms. Likewise the configurations have
very similar variations in CPU speed and communications
latency, namely approximately 360MHz and 15.5ms respec-
tively. Moreover, the input size to the raytracer and parFib
programs is large, and hence it is not possible to obtain
a sequential runtime. As a result the sequential runtime,
and hence both relative speedups and parallel efficiency, are

computed from the runtime on a 7 PE configuration. That
is the raytracer runtime from the 7E row of Table X, the
par Fi b from the 6 E1M GRID-Gim2 row of Table XII.

Table X1 compares the scalability and parallel efficiency of
the raytracer program under GRZID-GUM1 and GRID-GUM?2
on a high latency heterogeneous computational GRID. The
efficiency comparison of the two cluster results relies on the
similarity of the architectures, i.e. 6 Edinburgh PEs for every
Munich PE, and obviates the requirement for a sophisticated
calculation of heterogenous efficiency. The table shows that
GRID-GUM?2 always improves on GRID-Gum1 performance.
Moreover, although the speedup improvement is modest on
small GRIDs it increases with GRID size. For example on
the largest, 41-PE, configuration GRID-Gum2 gives a 46%
improvement: i.e. a runtime of 1133s compared with 1652s
for GrzD-GUM1.

Although crzD-Gum?2 is always more efficient than GrzD-
Gum1, the absolute efficiency of GrzD-Gim?2 falls significantly
to just 38% on a 35 PE cluster. While some of the loss of
efficiency is attributable to the high-level DSM programming
model, reader’s should recall that raytracer is a challenging
program, i.e. exhibiting highly-irregular parallelism and high
levels of communication, executing on a challenging architec-
ture: a high latency heterogeneous GRID. Section IV suggests
that better speedups and efficiency would be obtained on either
an homogeneous GRID, or a low latency GRID. Moreover
Table XII reports rather better efficiency for a less challenging
program.

o [No GuM GRID-GUM1

(S |PEs |[Config.] Rtime[Spdup|[Config. [ Rtimg Spdup
117 [[7E 2609 7[BEIM 2530 7
2|14 [14E 2168 8 [[12E2M 2185 8
3]21 [p1E 1860 10 [[18E3M 1824 10
4128 [28E 1771 10 [P4EAM 1776 10
5130 [[BOE 1762 10

6]35 BOE5SM 1666 11
7141 bE230E6M | 1652 11

TABLE X

GUM AND GRID-GUM1 SCALABILITY (rayt racer)

3IN0 Toonfig GRID-GUM1 GRID-GUM?2

(S PEs ’ Rtime [Spdup [ Eff. [[Rtime [Spdup [ Eff. |
17 [6EIM 2530 7197% || 2470 7 [L00%
2 14 [12E2M 2185 8156% || 1752 10 | 70%
3p1 [18E3M 1824 10 {45% || 1527 12 | 53%
4 28 [24E4M 1776 10 [34% || 1359 13| 45%
535 [30E5M 1666 1129% || 1278 14| 38%
6 41 [FE>30E6M || 1652 11 1133 16

TABLE XI

GRID-GUM1 AND GRID-GUM?2 SCALABILITY (raytracer)

B. parFib

In contrast to the realistic rayt racer program, par Fi b is an
ideal parallel program with very large potential parallelism and
a low communication degree (Table XV1). Table XII compares



the scalability and efficiency of par Fi b under GrzD-Gim1 and
GRID-GUM2 on a high latency heterogeneous computational
GRID. It shows that both GrzD-Gim1 and GRZD-Gum?2 deliver
good, and very similar speedups. The speedups is excellent up
to 21 PEs, but declines thereafter. Speedup is still increasing
even between 35 and 41 PEs, with a maximum speedup of
at least 27 on 41 PEs. Grzp-Gum?2 is again always more
efficient than GrzD-Gunm 1. Moreover while the drop in absolute
efficiency to 65% on 35 PEs is substantial it is far less than
for the challenging rayt racer. Section 1V suggests that even
better speedups and efficiency would be obtained on either an
homogeneous GRID, or a low latency GRID.

The good GrzD-Gim1 performance reported in Table XII
demonstrates that sophisticated load distribution is not required
for parFi b. That the GrzD-GuMm2 performance is so similar
to the Grzp-Gum1 performance shows that even on medium-
scale computational GRIDs, the overheads of GRID-GuMm2’s
load distribution mechanism remain minimal.

No GRID-GUM1 GRID-GUM?2

i Config. Impr%
S |PEs Rtime [Spdup [ ETT. [Rtime [Spdup [ EfT.

17 [6EIM 3995 7193% || 3737 7]100% 0%
2 [14 [12E2M 1993 1493% || 2003 141 93% 0%
321 [18E3M 1545 18 {80% || 1494 19 83% 5%
4128 [24E4AM 1237 23[75% || 1276 22| 73% || -4%
535 [30E5M 1142 24 165% || 1147 241 65% 0%
6 |41 [5E230E6M || 1040 27 1004 28 4%

TABLE XII

GRID-GUM1 AND GRID-GUM?2 SCALABILITY (par Fi b)

C. Scalability Summary

« The experiments in this subsection show that emerging
GRID technology offers the opportunity to improve per-
formance by integrating remote heterogeneous clusters
into a computational GRID (Table X).

o The measurements in Tables XI and XII show that the
parallel performance of GrRZD-Gim?2 scales to medium
scale heterogeneous high-latency computational GRIDS:
41 PEs in three clusters, and (Table XI) continues to
deliver significant performance benefits over GrzD-Ginm1
for a realistic program.

« The measurements of par Fi b, a program with near-ideal
parallel behaviour, show show that the overheads of
GRID-GUM?2 load management are relatively low, even on
medium scale computational GRIDs (Table XII).

IX. GRID-GuM2 PERFORMANCE ANALYSIS

This section analyses the performance of the benchmark
programs under GRIZD-GUM1, GRID-Gum1.1l and GRID-GumM?2
on combinations of high/low and homo/hetero-geneous com-
putational GRIDs with respect to their communications be-
haviour and degree of irregular parallelism. In table XIlII, the
second and third columns present the program characteristics,
parallelism regularity and communication degree, respectively.
The fourth and fifth columns give the GRID latency and
homo/hetero-geneity. The sixth, seventh and eighth columns
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TABLE XIII

COMPARATIVE PERFORMANCE SUMMARY: GRID-GUM1,
GRID-GUM1.1 AND GRID-GUM 2

rank the performance of crzp-Guml (GG1), GrID-Gum1.1
(GG1.1) and crID-Gum2 (GG2) respectively from 3 (best)
to 1 (worst). The last column presents the case number.

We make the following conclusions from Table XIII.

o GRID-GUM?2’s dynamic adaptive load management tech-
niques are effective: they improve or maintain the per-
formance of all the benchmark programs on all GRID
configurations (Column 8).

« Sophisticated load management is not required to effec-
tively parallelise regularly-parallel programs on homoge-
neous computational GRIDS. That is, GRZD-Gum?2 does
not reliably improve the performance of these programs
(Cases 14,16,18,20,22 and 24).

« Static information is the key to effectively parallelis-
ing regularly-parallel programs on heterogeneous com-
putational GRIDS: GRID-Gum?2 shows the same im-
provement as GrRzD-Gum1.1 for these programs (Cases
13,15,17,19,21 and 23).

In summary, not only does the adaptive load distribution of
GRID-GUM?2 deliver more predictable performance than GrzD-
Gum1l as shown in Table V, but it also reduces the runtime of
all programs.

X. CONCLUSION
A. Summary

We have presented a systematic evaluation of the per-
formance of GPH, the first DSM language with high-level
parallel coordination on computational GRIDs. We report both
absolute performance and performance relative to GRZD-Gim1
and GuM, and the latter has previously been compared with
conventional parallel technology (C with PVM). In essence



we have demonstrated that a high-level DSM parallel pro-
gramming paradigm can deliver good parallel performance
for a variety of applications on a range of high/low latency
and homo/hetero-geneous computational GRIDS. Moreover,
the performance scales to medium-scale computational GRIDs.
The core of our approach to achieving good performance
from this class of parallel language is a sophisticated runtime
environment with aggressive and dynamic load management
mechanism.

We have summarised earlier work outlining GRZD-GimM1,
a port of the GUM runtime environment for GpPH, origi-
nally designed for a single high performance computer, to
computational GRIDs; showing that GrRzD-Gum1 only reliably
delivered good performance on low-latency homogeneous
computational GRIDS; that poor load management limits GRZD-
cuml performance; and outlining the design of GrzD-GumMm?2,
a new runtime environment incorporating new adaptive load
management techniques.

The evaluation of GrzD-Gum2 performance covers combi-
nations of high/low latency, and homo/hetero-geneous com-
putational GRIDs, with the results outlined in the paragraphs
below. Unsurprisingly GRZD-Gum2 gives greatest performance
improvements on the most challenging combination: a 60%
improvement on a heterogeneous high latency computational
GRID (Table IX).

On low latency homogeneous computational GRIDs, Ta-
ble V shows how GrRzID-GuMm2 maintains the good perfor-
mance of GrRzD-Gum1 reported in Table | (Section VI-A).
On low latency heterogeneous computational GRIDS GRID-
Gum?2 improves the performance of 5 out of 6 programs and
maintains the good performance of the 6th, although only
certain programs are sensitive to heterogeneity (Section VI-B).
On high latency homogeneous computational GRIDS GRZD-
Gum?2 improves the performance of all three programs on
all GRID configurations measured (Section VII-A). On high
latency heterogeneous computational GRIDS GRID-GiM?2 im-
proves the performance of all three sensitive programs on all
GRID configurations measured (Section VII-B).

The scalability measurements consider the most challeng-
ing, but most common, computational GRIDs: heterogeneous
high-latency GRIDs. The results show that GRZD-GimM?2 per-
formance scales to medium scale heterogeneous high-latency
computational GRIDs, e.g. delivering a speedup of 28 on 41
PEs in three clusters, although efficiency falls to just 65%
on this challenging architecture (Section VIII). The relative
performance of the programs on all combinations of low/high
latency and homo/heterogeneous computational GRIDS has
been analysed with respect to their communications behaviour
and degree of irregular parallelism. The analysis shows that
GRID-GUM2’s dynamic adaptive load management techniques
are effective as they improve or maintain the performance
of all the benchmark programs on all GRID configurations
(Section IX).

B. Limitations and Future Work

The current work has the following limitations. The parallel
programs measured are small and medium-scale kernels. The

scalability of GrRZD-GumM?2 has only been measured on medium-
scale computational GRIDS. GRID-Gum?2 inherits limited and
user-authentication biased security mechanisms from Globus
Toolkit. GRID-GUM?2 inherits a restriction to closed systems,
i.e. executing on a fixed set of PEs, from the MpPICH-G2
communications library. Currently GRZD-Gim?2 has no fault
tolerance mechanisms: if any PE or communication link fails
then the entire computation may fail.

There are several avenues to extend this research and
address the limitations. One avenue is to implement larger
parallel programs, and our current work entails parallelising
large computer algebra computations as part of the SCIEnce
project (Symbolic Computation Infrastructure for Europe EU
FP VI 13-026133). A second research avenue is to investigate
the scalability of arzp-Ginm?2 on large-scale computational
GRIDS, e.g. with 100s of PEs. Such a GRID is likely to be
heterogeneous and high-latency, and we hope to make these
measurements in the SCIEnce project.

Another future research avenue is to implement a program-
based security mechanism to analyse program behaviour to
decide whether to permit execution of the code. For example,
to enhance program based security, certificates of bounded
resource consumption could be attached to the code sent
between PEs in the network and checked by a resource
protection component before executing the code. Using a
communication library other than MpICH-G2 would enable
GRID-GUM?2 to support open systems, and possibilities include
using an optimised version of Pvm for computational GRIDS,
e.g. [42].

A rather more challenging task would be to tackle the
problem of fault tolerant parallel execution on computational
GRIDS. Here GrzD-Gim?2 could benefit from the statelessness
of functional programs. Statefulness amounts to updating the
global program state and its absence means that the damage
caused by a failing computation is confined. Moreover, if
an error is detected, pure computations can be automatically
restarted without the danger of making multiple updates. A
second potential benefit of high-level language technology is
that fault tolerance is a global property affecting all operations
of the virtual machine underlying a language, and enforcing
such property is easier with a high level virtual machine like
GRID-GUM?2. Indeed, runtime environment level fault tolerance
has been proposed for GUM [43].
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APPENDIX

A. Hardware Apparatus

The measurements have been performed on five Be-
owulf clusters: three located at Heriot-Watt Riccarton campus
(Edinl, Edin2, and Edin3), a cluster located at Ludwig-
Maximilians University, Munich (Muni), and a cluster located
at Heriot-Watt Borders campus(SBC); see Tables XIV and XV
for the characteristic of these Beowulfs.



CPU | Cache | Memory
Beowulfs Speed MHz kB | Total kB PEs
Edinl 534 128 254856 32
Edin2 1395 256 191164 6
Edin3 1816 512 247816 10
Muni 1529 256 515500 7
SBC 933 256 110292 4

TABLE XIV

BEOWULF CLUSTER ARCHITECTURES

| [[ Edinl | Edin2 [ Edin3 | SBC | Muni |

Edinl 0.20 0.27 0.35 | 2.03 35.8

Edin2 0.27 0.15 0.20 | 2.03 35.8

Edin3 0.35 0.20 0.20 | 2.03 35.8

SBC 2.03 2.03 2.03 | 0.15 32.8

Muni 35.8 35.8 358 | 32.8 0.13
TABLE XV

APPROXIMATE INTER-CLUSTER LATENCIES (MS)

B. Software Apparatus

Table XVI summarises the characteristics of the six pro-
grams measured. par Fi b computes Fibonacci numbers. The
suntul er program computes the sum over the application of
the Euler totient function over an integer list. The queens
program places chess pieces on a board. The raytracer
calculates a 2D image of a given scene of 3D objects by
tracing all rays in a given scene of 3D objects by tracing all
rays in a given grid, or window. The mat Mul t multiples two
matrices. The 1inSol v program finds an exact solution of a
linear system of equations.

Three of the programs have regular parallelism queens,
par Fi b and mat Mul t ; three programs have irregular parallelism
sumEul er, 1inSolv and raytracer. Programs with regular
parallelism generate threads which have approximately the
same cost of computation. Programs with irregular parallelism
generate threads with varying cost of computation. Moreover,
irregular-parallel programs generate threads at different stages
through the course of execution. Of the programs, queens,
sunkul er and linSolv have relatively low-communication
degrees, i.e. perform relatively little communication per unit
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TABLE XVI

PROGRAM CHARACTERISTICS

execution time, whereas par Fi b, mat Mul t and rayt racer have
relatively high-communication degree, as shown in column 6
of Table VI.

C. GrzD-Gum1.1

A special implementation of GRZD-GiM2, GRID-GUMm1.1, is
used to study the performance impact of the static information,
namely the CPU speed of every PE in the GRID. GRID-
Guml.1 uses CPU speed information to choose a fast PE as
the mainPE where the program starts, and to prevent slow PEs
from extracting work from faster PEs unless the latter is the
mainPE. Unlike GRZD-GtmM2, GRZD-GUM 1.1 does not collect or
use dynamic information on PE loads and latencies.

D. GPH Example: suntul er

As a non-trivial example of the GPH language, the complete
code for the suntul er program outlined in Table XVI is given
below. The only evaluation strategy required to parallelise the
program is in the last line of the sumTotient function.

-- This program cal cul ates the sum of Euler
-- totients between a |lower and an upper limt,
-- using fixed precision integers.

nodul e Mai n(mai n) where

i mport Systen{getArgs)
i nmport Strategies

-- Primary Functions: suniotient & eul er

sunifot i ent Int ->1Int ->1Int -> Int
sunTotient |ower upper c =

sum ( map (sum. map eul er)
(splitAtN c [upper, upper-1 .. lower])
‘using' parlList rnf)
euler :: Int -> Int
euler n = length (filter (relprime n) [1 .. n-1])

relprine :: Int -> Int -> Bool
relprine x y = hef xy ==1

hef :: Int ->1Int -> Int

hef x 0 = x

hcf x y = hef y (remx y)
mkLi st Int ->1Int ->[Int]

nmkLi st | ower upper =
reverse (enunfronifo | ower upper)

-> [[a]]

ys : splitAtN n zs
where (ys,zs) = splitAt n xs

splitAtN:: Int -> [a]
splitAtN n []
splitAtN n xs

main = do args <- getArgs
| et
lower = read (args!!0) :: Int
upper = read (args!!1) :: Int
c =read (args!!2) :: Int
put StrLn ("Sum of Totients between [" ++
(show | ower) ++ ".." ++
(show upper) ++ "] is " ++

show (suniloti ent
| ower upper c))



