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ABSTRACT

The ability to understand and manage social signals of a
person we are communicating with is the core of social in-
telligence. Social intelligence is a facet of human intelligence
that has been argued to be indispensable and perhaps the
most important for success in life. This paper argues that
next-generation computing needs to include the essence of
social intelligence — the ability to recognize human social
signals and social behaviours like politeness, and disagree-
ment — in order to become more effective and more efficient.
Although each one of us understands the importance of so-
cial signals in everyday life situations, and in spite of recent
advances in machine analysis of relevant behavioural cues
like blinks, smiles, crossed arms, laughter, and similar, de-
sign and development of automated systems for Social Sig-
nal Processing (SSP) are rather difficult. This paper surveys
the past efforts in solving these problems by a computer, it
summarizes the relevant findings in social psychology, and it
proposes a set of recommendations for enabling the develop-
ment of the next generation of socially-aware computing.

Categories and Subject Descriptors

1.2 [Artificial Intelligence]: Vision and Scene Understand-
ing; J.4 [Social and behavioral Sciences|: Psychology

General Terms
Algorithms

1. INTRODUCTION

The exploration of how human beings react to the world
and interact with it and each other remains one of the great-
est scientific challenges. Perceiving, learning, and adapting
to the world are commonly labelled as intelligent behaviour.

Permission to make digital or hard copies of all or part o twork for
personal or classroom use is granted without fee providatidbpies are
not made or distributed for profit or commercial advantage that copies
bear this notice and the full citation on the first page. Toyoofherwise, to
republish, to post on servers or to redistribute to listguies prior specific
permission and/or a fee.

MM’ 08 October 27—November 1, 2008, Vancouver, Canada.
Copyright 2008 ACM ACM 978-1-60558-303-7/08/10 ...$5.00.

But what does it mean being intelligent? Is IQ a good mea-
sure of human intelligence and the best predictor of some-
body’s success in life? There is now a growing research in
cognitive sciences, which argues that our common view of in-
telligence is too narrow, ignoring a crucial range of abilities
that matter immensely for how people do in life. This range
of abilities is called social intelligence [2][3][10] and includes
the ability to express and recognise social signals and social
behaviours like agreement, politeness, and empathy, coupled
with the ability to manage them in order to get along well
with others while winning their cooperation. Social signals
are the expression of one’s attitude towards social situation
and interplay, and they are manifested through a multiplic-
ity of non-verbal behavioural cues including facial expres-
sions, body postures and gestures, and vocal outbursts like
laughter (see Figure 1). These typically last for a short
time (milliseconds, like a blink or gaze shift, to minutes, like
a posture), compared to the actual social signals and social
behaviours that last longer (seconds, like agreement, to min-
utes, like politeness, to hours or days, like empathy) and are
expressed as temporal patterns of non-verbal behavioural
cues. The skills of social intelligence have been argued to be
indispensable and perhaps the most important for success
in life [2].

When it comes to computers, however, they are socially
ignorant [66]. Current computing devices do not account
for the fact that human-human communication is always so-
cially situated and that discussions are not just facts but
part of a larger social interplay. However, not all comput-
ers will need social intelligence and none will need all of
the related skills humans have. The current-state-of-the-
art categorical computing works well and will always work
well for context-independent tasks like making plane reser-
vations and buying and selling stocks. However, this kind
of computing is utterly inappropriate for virtual reality ap-
plications as well as for interacting with each of the (pos-
sibly hundreds) computer systems diffused throughout fu-
ture smart environments (predicted as the future of comput-
ing by several visionaries such as Mark Weiser) and aimed
at improving the quality of life by anticipating the users
needs. Computer systems and devices capable of sensing
agreement, inattention, or dispute, and capable of adapt-
ing and responding to these social signals in a polite, un-
intrusive, or persuasive manner, are likely to be perceived
as more natural, efficacious, and trustworthy. For exam-
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Figure 1: Behavioural cues and social signals. Mul-
tiple behavioural cues (vocal behaviour, posture,
mutual gaze, interpersonal distance, etc.) combine
to produce a social signal (in this case aggressiv-
ity or disagreement) that is evident even if the pic-
ture shows only the silhouettes of the individuals
involved in the interaction.

ple, in education, pupils’ social signals inform the teacher
of the need to adjust the instructional message. Successful
human teachers acknowledge this and work with it; digital
conversational embodied agents must begin to do the same
by employing tools that can accurately sense and interpret
social signals and social context of the pupil, learn success-
ful context-dependent social behaviour, and use a proper
socially-adept presentation language (see e.g. [64]) to drive
the animation of the agent.

Although the importance of social signals in everyday life
situations is evident, and in spite of recent advances in ma-
chine analysis and synthesis of relevant behavioural cues
like gaze exchange, blinks, smiles, head nods, crossed arms,
laughter, and similar, the research efforts in machine anal-
ysis and synthesis of human social signals like attention,
empathy, politeness, flirting, (dis)agreement, etc., are still
tentative and pioneering efforts. The importance of study-
ing social interactions and developing automated assessing
of human social behaviour from audiovisual recordings is
undisputable. It will result in valuable multimodal tools
that could revolutionise basic research in cognitive and so-
cial sciences by raising the quality and shortening the time
to conduct research that is now lengthy, laborious, and of-
ten imprecise. At the same time, and as outlined above,
such tools form a large step ahead in realising naturalistic,
socially-aware computing and interfaces, built for humans,
based on models of human behaviour. Social interaction
has commonly been addressed within two different frame-
works. One framework comes from cognitive psychology,
and focuses on emotion. The key idea is that people per-
ceive others’ emotions through stereotyped displays of facial
expression, tone of voice, etc. The second framework for
understanding social interaction comes from linguistics, and
treats social interaction from the viewpoint of dialog un-
derstanding. Vocal prosody and gesture are treated as an-
notations of the basic linguistic information, and used (for
instance) to guide attention and signal irony [29].

Social Signal Processing [66][68] is an alternative compu-
tational framework, in which speaker attitude or intention is
conveyed through the amplitude and frequency of prosodic
and gestural activities [65]. This framework is based on the

literature of personality and social psychology, and is dif-
ferent from the linguistic framework in that it consists of
non-linguistic, largely unconscious, signals about the social
situation, and different from the affect framework in that it
communicates social relation and not speaker emotion. It is
most closely related to the social signaling framework that
dominates biology and economics research. It is different in
another way as well: it happens over longer time frames than
typical linguistic phenomena or emotional displays, treating
gestures more like a motion texture than individual actions,
and it appears to form a largely independent channel of com-
munication. Social signaling is what you perceive when ob-
serving a conversation in an unfamiliar language, and yet
find that you can still see someone taking charge of a con-
versation, or establishing a friendly interaction [30].

To the best of our knowledge, this is the first attempt to
survey the past work done on SSP. The innovative and mul-
tidisciplinary character of the research on SSP is the main
reason for this state of affairs. For example, in contrast
to the research on human affective behaviour analysis that
witnessed tremendous progress in the past decade (for ex-
haustive surveys in the field see, e.g.,[63]), the research on
machine analysis of human social behaviour just started to
attract the interest of the research community in computer
science. This and the fragmentation of the research over
several scientific communities including those in psychology,
computer vision, speech and signal processing, make the ex-
ercise of surveying the current efforts in machine analysis of
human social behaviour difficult.

2. BEHAVIOURAL CUESAND SOCIAL
SIGNALS: A TAXONOMY

Is it possible to understand what kind of interactions are
having the two individuals portrayed in Figure 17 Are they
fighting, laughing, or just having a plain discussion? Are
they friends, colleagues, or members of the same family?
The picture seems to miss most of the information needed
to answer the above questions, but still most of the people
watching the image can guess the correct answer: they are
hausband and wife and they are fighting. In any case, it is
evident to most observers that the two persons have a close
relationship and that their affective state is not neutral.

The key elements of such a precise assessment of social
interactions, even when limited information is available, are
behavioural cues and social signals (or social behaviours).
The expression “behavioural cue” is typically used to de-
scribe a set of temporal changes in neuromuscular and phys-
iological activity that last for short intervals of time (mil-
liseconds to minutes), being the main reason for referring to
behavioural cues as to thin slices of behaviour [3]. Multiple
behavioural cues combine to produce social signals (aggres-
swity or disagreement in the case of the Figure 1), i.e., an
attitude towards others or specific social situations that can
last minutes to hours.

Studies performed in the last four decades have shown
that social perceptions are shaped mainly by nonverbal be-
haviour, even if the interactions are typically accompanied
by the exchange of verbal messages [3][50]. It is therefore
not surprising that SSP focuses on nonverbal communica-
tion. Table 1 reports the social signals associated with the
behavioural cues that the psychologists consider the most
important for conveying social information [44][73].



The cues are grouped into few classes. The first relates
to physical appearance and includes natural characteris-
tics such as height, body shape, physiognomy, skin and hair
color, as well as artificial characteristics such as clothes, or-
naments, make up, and other manufacts used to modify/
accentuate the facial/ body aspects. Although common wis-
dom suggests that the appearance is not important, psycho-
logical observations seem to show the contrary. For example,
attractiveness elicits desirable social perceptions like high
status or good personality even in absence of an objective
basis (this phenomenon if referred to as "what is beautiful is
good” [22]). Tall people are attributed, on average higher so-
cial status [30], and the body shapes (round and soft, bony
and muscular, or thin and fragile) tend to elicit the attrbu-
tion of certain personality traits rather than others [15].

The second class of behavioural cues includes gestures
and postures. The former are often used consciously, e.g.,
when waiving hands to greet. However, from an SSP point
of view, the most important gestures are those made uncon-
sciously and conveying information about the actual state of
people. For example, gestures like self-touching and manip-
ulation of small objects, called adaptors, are typically due
to boredom or negative attitudes towards others [44]. Pos-
tures are typically assumed unconsciously and they are one
of the most reliable cues about the rapport between peo-
ple [73]. Three main criteria define the social meaning of
a posture [76]: inclusion vs. exclusion (facing in the direc-
tion opposite to others shows a negative attitude), parallel
vs. face-to-face (the choice of face-to-face postures in ab-
sence of constraints shows engagement in the interaction),
and congruence vs. mon-congruence (people having satisfy-
ing interactions tend to assume the same posture).

Face and eye behaviour are the cues that express so-
cial signals with the highest effectiveness. This is evident in
psychological experiments where human assessors judge the
rapport between people using a single behavioural cue and
the results obtained using the facial expressions alone lead
to the best accuracy [3]. Facial expressions, typically repre-
sented with the Facial Action Coding System (FACS) [27],
express cognitive states like interest and puzzlement [17],
psychological states like suicidal depression [27], social be-
haviours like accord and rapport [3][17], personality traits
like extraversion and temperament [27], and social signals
like status, trustworthiness, emblems (i.e., culture-specific
interactive signals like wink), regulators (i.e., conversational
mediators like nod and gaze exchange), and illustrators (i.e.,
cues accompanying speech like raised eyebrows) [3].

Vocal nonverbal behaviour includes all spoken cues
that surroud the verbal message and influence its actual
meaning, namely voice quality, linguistic and non-linguistic
vocalizations, silences, and turn-taking patterns. The voice
quality corresponds to the prosody and, in perceptual terms,
accounts for how something is said [35]. It conveys in-
formation like emotions [78], and it influences the percep-
tion of dominance, extroversion, competence and persuasive-
ness [77]. Linguistic vocalizations include all the non-words
that are used as if they were actual words, e.g., “ehm” “ah-
ah”, “uhm”; etc. They typically account for embarassment
or difficulty with respect to a social interaction [31], but they
are also used when someone else speaks (the back-channel)
to show attention, agreement, wonder or contradiction [82].
The non-linguistic vocalizations include nonverbal sounds
like laughing, sobbing, crying, whispering, groaning, and
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Table 1: The table shows the behavioural cues as-
sociated to some of the most important social be-
haviours as well as the technologies involved in their
automatic detection.

similar. These may or may not accompany words, and can
be used to reward desirable social behaviour (e.g. through
laughter [40]), or to show strong social bonds (e.g. when
crying because other people have problems).

The silence is often interpreted as simple non-speech, but
actually plays a major role in vocal behaviour [97]. There
are three main kinds of silence [73]: hesitation silence (typ-
ically due to difficulty and embrassment), psycholinguistic
silence (typically due to cognitive loads), and interactive si-
lence (typically aimed at expressing attitudes like attention
or ignoring). The last important aspect of vocal nonverbal
behaviour is turn-taking [72]. This includes the regulation
of the conversations, and the coordination (or the lack of
it) during the speaker transitions. The regulation in con-
versations includes behaviours (including voice quality and
gaze) aimed at maintaining, yielding, denying, or requesting
the turn [95]. The second important aspect in turn-taking
is the coordination at the speaker transitions [29]. When
the interaction is satisfying, the speaker transitions tend to
be smooth and no interruptions or long latency times are
observed. When the interactions are not positive, interrup-
tions and other behaviours related to aggressivity and dom-
inance appear more frequently [84]. Note, however, that the
amount of overlapping speech accounts for up to 10% of the
total time even in normal conversations [81].

The last important source of behavioural cues is the use
of space and environment. Physical distances between
individuals often correspond to their social distances. An-
thropologists have shown that people tend to split the space
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Figure 2: State-of-the-art. The figure shows the general scheme of an SSP approach. The scheme includes two
main stages: the preprocessing, that takes as input the scene recordings and gives as output the multimodal
behavioural streams associated to each person detected in the scene, and the social interaction analysis, that
maps the multimodal behavioural streams into the social signals.

around them into concetric regions where others are allowed
depending on social criteria [34]. The innermost region is
called intimate and it is open only to the closest family mem-
bers (typically up to 0.5 m of distance). The second region
(between 0.5 and 1.2 m) is called casual-personal and it is
open to familiar people (e.g., friends and colleagues). The
following region (distance between 1.2 and 2.0 m) is called
socio-consultive and it is used for formal relationships. The
rest of the space (beyond 2 m of distance) is called public
and it is typically beyond the reach of social interactions (in
general is used for interaction only in presence of obstacles
like long meeting tables or similar).

3. STATE OF THE ART

The problem of machine analysis of human social signals
includes two major stages (see Figure 2): preprocessing and
social interaction analysis . The preprocessing includes data
capture (the recording of the scene with multiple sensors)
and detection of the people in the observed scene. In the
case of microphones and cameras, the sensors most com-
monly applied, people detection corresponds to speaker di-
arization [87], and face [94] or full human figure [51] detec-
tion. The social interaction analysis includes the extraction
of audio and/or visual behavioural cues displayed by peo-
ple detected in the scene, the interpretation of this infor-
mation in terms of social signals conveyed by the observed
behavioural cues, the sensing of the context in which the
scene is recorded, and classification of detected social signals
into the target social-behaviour-interpretative categories in
a context-sensitive manner.

The preprocessing stage is based on technologies that have
been extensively investigated in the recent years and are
not specifically oriented to social interactions (e.g., speaker
diarization can be performed for other purposes than the
analysis of interactions), while the social interaction analysis
stage is the actual core problem of SSP and it is still largely
unexplored, as discussed in the rest of this section.

3.1 Social Signals Detection

This section presents the main approaches applied so far
to extract automatically the behavioural cues described in
Section 2.

3.1.1 Social Sgnalsfrom Physical Appearance

To the best of our knowledge, the detection of people ap-
pearance has been addressed in relatively few works. These
were never aimed at inferring social information and focused
rather on biometric and surveillance applications. Several
approaches have proposed measures of facial attractiveness
based on symmetry and respect of canonical proportions in
the geometry of face landmarks (eyes, nose tip, corners of
mouth, brows, etc.) [1][25], while others have rather pointed
on the adherence to “average” facial models [58]. The model-
ing of the overall appearance of individuals (color of clothes,
skin, hair, etc.) has been investigated for identification pur-
poses in [19].

3.1.2 Social Sgnalsfrom Gesture and Posture

Gesture recognition is an active research domain, but no
attempts have been made, to the best of our knowledge, to
interpret gestures in terms of social information, with the
exception of few efforts aimed at inferring affective states
from gestures (see [62] for more details). The most com-
mon approaches for gesture recognition start by detecting
the different body parts (arms, legs, trunk, etc.) using fea-
tures like the orientation of edge histograms, velocity fea-
tures extracted with stereo cameras, or pixel colors. In the
following, they model the temporal dynamics of gestures ap-
plying Hidden Markov Models or recurrent neural networks
(see [71] for a survey and [9][56] for examples).

Also automatic posture recognition has been addressed in
few works, mostly aiming at surveillance [46] (using multi-
scale morphological method and Kalman motion estimation)
and activity recognition [60] (using an eigenspace represen-
tation of human silhouettes obtained from Digital Cosine



Figure 3: Basic emotions. Prototypic facial expres-
sions of six basic emotions (disgust, happiness, sad-
ness, anger, fear, and surprise).

Transform coefficients). However, there are few works where
the posture is recognized as a social signal, namely to esti-
mate the interest level of children learning to use comput-
ers [53], to recognize the affective state of people [20], and
the influence of culture on affective postures [43].

3.1.3 Social Sgnalsfrom Gaze and Face

The face is our direct and naturally preeminent means
of communicating and understanding somebody’s affective
state and intentions on the basis of the shown facial expres-
sion. Personality, attractiveness, age and gender [39] can
be also seen from someone’s face [3]. Thus the face is a
multi-signal sender/receiver capable of tremendous flexibil-
ity and specificity. It is therefore not surprising that the
experiments (see beginning of Section 2) about the relative
weight of the different nonverbal components in shaping so-
cial perceptions always show that facial behaviour plays a
major role [3][50].

As indicated in [13], most commonly used facial expres-
sion descriptors in message judgment approaches are the six
basic emotions (fear, sadness, happiness, anger, disgust, sur-
prise; see Fig. 3), proposed by Ekman and discrete emotion
theorists, who suggest that these emotions are universally
displayed and recognized from facial expressions [39]. In
sign judgment approaches [14], a widely used method for
manual labeling of facial actions is the Facial Action Coding
System (FACS) [26].

FACS associates facial expression changes with actions of
the muscles that produce them. It defines 9 different Ac-
tion Units (AUs) in the upper face, 18 in the lower face, 11
for head position, 9 for eye position, and 14 additional de-
scriptors for miscellaneous actions. AUs are considered to
be the smallest visually discernable facial movements. Using
FACS, human coders can manually code nearly any anatom-
ically possible facial expression, decomposing it into the spe-
cific AUs that produced the expression. As AUs are inde-
pendent of interpretation, they can be used for any higher
order decision making process including recognition of basic
emotions (EMFACS; see [26]), cognitive states like interest
and puzzlement [17], psychological states like suicidal de-
pression [27] or pain [93], social behaviours like accord and
rapport [3][17], personality traits like extraversion and tem-
perament [27], and social signals like status, trustworthiness,
emblems (i.e., culture-specific interactive signals like wink),
regulators (i.e., conversational mediators like nod and gaze
exchange), and illustrators (i.e., cues accompanying speech
like raised eyebrows) [3].

Most facial expressions analyzers developed so far tar-
get human facial affect analysis and attempt to recognize
a small set of prototypic emotional facial expressions like
happiness and anger [63][98]. However, several promising

prototype systems were reported that can recognize deliber-
ately produced AUs in face images (for overviews, see [61])
and even few attempts towards recognition of spontaneously
displayed AUs [48] and towards automatic discrimination
between spontaneous and posed facial behaviour such as
smiles [89], and pain [47], have been recently reported as
well. Although still tentative, few studies have also been
recently reported on separating emotional states from non-
emotional states and on recognition of non-basic affective
states in visual and audiovisual recordings of spontaneous
human behaviour [79].However, although messages conveyed
by AUs like winks, blinks, frowns, smiles, gaze exchanges,
etc., can be interpreted in terms of social signals like turn
taking, mirroring, empathy, engagement, etc., no efforts have
been reported so far on automatic recognition of social be-
haviours in recordings of spontaneous facial behaviour. Hence,
while the focus of the research in the field started to shift to
automatic (non-basic-) emotion and AU recognition in spon-
taneous facial expressions (produced in a reflex-like man-
ner), efforts towards automatic analysis of human social be-
haviour from visual and audiovisual recordings of human
spontaneous behaviour are still to be made.

3.1.4 Social Sgnalsfrom Vocal Behaviour

Nonverbal vocal behaviour accounts for roughly 50% of
the total time in spontaneous conversations [11], thus it has
been extensively investigated in speech processing, but only
with the goal of improving speech recognition and synthesis
systems (see [35] for an extensive monograph). In other
words, no major efforts have been made, to our knowledge,
to interpret nonverbal vocal behaviour in social terms.

Section 2 presents the five major components of vocal be-
haviour, namely voice quality, linguistic and non-linguistic
vocalizations, silence and turn-taking patterns. The first
corresponds to the prosody and accounts for how something
is said. The three main prosodic features, called the Big
Three, are pitch, tempo and energy [16]. The first is the
frequency of oscillation of vocal folds during voice emission,
the second relates to speaking rate and its variation, and the
third is the energy carried by the vocal acoustic waves [35].
The pitch is typically obtained by analyzing the Fourier
transform of the speech signal from short intervals (in gen-
eral 30 ms) 1. The tempo is measured through the rate of
phonetically relevant events like vowels and syllables [70], or
through the first spectral moment of the energy [52]. The
energy is a property of any digital signal and corresponds
to the sum of the square values of the signal samples. In
general the energy is extracted from short analysis windows
(30 ms like the pitch) [35].

To the best of our knowledge, no efforts have been made
to detect non-linguistic vocalizations, with the only excep-
tion of laughter [41][88] for its ubiquitous presence in social
interactions. The detection is typically performed by classi-
fying vectors of common speech features like Mel Frequency
Cepstral Coefficients [35] with models like Gaussian Mix-
ture Models and Neural Networks. Recent approaches have
shown that the detection performance can be dramatically
improved using multimodal approaches based on both audio
and visual features [37][69].

1Several software packages perform pitch extraction, e.g.,
Praat [8] and Wavesurfer [83], both publicly available on
the web.



On the contrary, linguistic vocalizations have been ex-
tensively investigated to detect hesitations in spontaneous
speech [80] with the main purpose of improving speech recog-
nition systems. The disfluencies are typically detected by
mapping acoustic observations (e.g. pitch and energy) into
classes of interest with classifiers like neural networks or Sup-
port Vector Machines. The detection of silence is one of the
earliest tasks studied in speech analysis and robust algo-
rithms, based on the distribution of the energy, have been
developed since the earliest times of digital signal process-
ing [35]. The last important aspect of vocal behaviour, i.e.
the turn taking, is typically a side-product of the speaker
diarization, i.e. of the segmentation of speech recordings
into single speaker segments (see [87] for a survey). This
allows to recognize who speaks with whom and to measure
the nonverbal behaviour in correspondence of speaker tran-
sitions. Turn-taking has been used to model influence and
dominance relationships [18].

3.1.5 Social Sgnalsfrom Use of Space and
Environment

Physical proximity information has been used in reality
mining applications (see Section 4) as a social cue account-
ing for the simple presence or absence of interaction between
people [24][67]. These works use specially equipped cellular
phones capable of sensing the presence of similar devices in
the vicinity. The automatic detection of seating arrange-
ments has been proposed as a cue for retrieving meeting
recordings in [38]. Several approaches developed in com-
puter surveillance to track people across public spaces can
potentially be used to address the detection of social signals
in the use of the space.

3.2 Context Sensing

No correct interpretation of human behavioural cues in
social interactions is possible without taking into account
the context, namely where the interactions take place, what
is the activity of the individuals involved in the interactions,
when the interactions take place, and who is involved in the
interaction. Note, however, that while W4 (where, what,
when, who) is dealing only with the apparent perceptual as-
pect of the context in which the observed human behaviour
is shown, human behaviour understanding is about W5+
(where, what, when, who, why, how), where the why and
how are directly related to recognizing communicative in-
tention including social behaviours, affective and cognitive
states of the observed person. Hence, SSP is about W5+.

However, since the problem of context-sensing is extremely
difficult to solve, especially for a general case (i.e., general-
purpose W4 technology does not exist yet [62]), answering
the why and how questions in a W4-context-sensitive man-
ner when analysing human behaviour is virtually unexplored
area of research.

3.3 Social Behaviour Under standing

The two main challenges in human behaviour analysis are
the modeling of temporal dynamics and the combination of
cues extracted from different modalities and at different time
scales.

Temporal dynamics of social behavioural cues (i.e., their
timing, co-occurrence, speed, etc.) are crucial for the inter-
pretation of the observed social behaviour [3][27]. However,
relatively few approaches explicitly take into account the

temporal evolution of behavioural cues to understand social
behaviour. Some of them aim at the analysis of facial expres-
sions involving sequences of Action Units (i.e., atomic facial
gestures) [86], as well as coordinated movements of head and
shoulders [89]. Others model the evolution of collective ac-
tions in meetings using Dynamic Bayesian Networks [21] or
hidden Markov models [49].

Social signals are spoken and wordless messages like head
nods, bow ties, winks, uh and yeah utterances, which are
sent by means of body gestures and postures, facial ex-
pressions and gaze, vocal expressions and speech. Hence,
automated analyzers of human social signals and social be-
haviours should be multimodal, fusing and analyzing ver-
bal and non-verbal interactive signals coming from different
modalities (speech, body gestures, facial and vocal expres-
sions). Most of the present audiovisual and multimodal sys-
tems in the field perform decision-level data fusion (i.e., clas-
sifier fusion) in which the input coming from each modality
is modelled independently and these single-modal recogni-
tion results are combined at the end. Since humans display
audio and visual expressions in a complementary and redun-
dant manner, the assumption of conditional independence
between audio and visual data streams in decision-level fu-
sion is incorrect and results in the loss of information of
mutual correlation between the two modalities. To address
this problem, a number of model-level fusion methods have
been proposed that aim at making use of the correlation
between audio and visual data streams, and relax the re-
quirement of synchronization of these streams [28].However,
how to model multimodal fusion on multiple time scales and
how to model temporal correlations within and between dif-
ferent modalities is largely unexplored. A much broader
focus on the issues relevant to multimodal temporal fusion
is needed including the optimal level of integrating these
different streams, the optimal function for the integration,
and how estimations of reliability of each stream can be in-
cluded in the inference process. In addition, how to build
context-dependent multimodal fusion is another open and
highly relevant issue.

4. MAIN APPLICATIONSOF SOCIAL
SIGNAL PROCESSING

The expression Social Signal Processing has been used for
the first time in [68] to group under a collective definition
several pioneering works of Alex Pentland and his group at
MIT. These works aimed at two main applications, one one
hand, the prediction, with an accuracy of more than 70%,
of behavioural outcomes like the result of salary negotia-
tions, hiring interviews, or speed-dating conversations [18].
On the other hand, the analysis of large groups of indi-
viduals (around 100 people) through smart cellular phones
equipped with proximity detectors and vocal activity ana-
lyzers [24][67] (an application called reality mining).

In the same years, few other groups worked on the anal-
ysis of social interactions in multimedia recordings target-
ing three main areas: the analysis of interactions in small
groups, the recognition of roles, and the sensing of users
attitudes towards computer interfaces.

The research on interactions in small groups has focused
on the detection of dominant persons and on the recogni-
tion of collective actions. The problem of dominance is ad-
dressed in [36][74], where multimodal approaches combine



several nonverbal features, mainly speaking energy and body
movement, to identify at each moment who is the domi-
nant individual. The same kind of features has been applied
in [21][49] to recognize the actions performed in meetings
like discussions, presentations, etc. The combination of the
information extracted from different modalities is performed
with different algorithms including Dynamic Bayesian Net-
works [54] and layered hidden Markov models [57].

The recognition of roles has been addressed in two main
contexts: broadcast material [7][90][92] and small scale meet-
ings [6][23][96]. The works in [90][92] apply Social Network
Analysis [91] to detect the role of people in broadcast news
and movies, respectively. The approach in [7] recognizes the
roles of speakers in broadcast news using vocal behaviour
and lexical features. The roles in meetings are recognized
using nonverbal behaviour in the case of [6], while a multi-
modal approach including both audio and visual features is
applied in [23][96].

The reaction of users to social signals exhibited by com-
puters has been investigated in several works showing that
computers are social actors, i.e., they elicit the same reac-
tions and perceptions as humans [55]. This happens, e.g.,
when children tend to imitate the voice quality of cartoon
characters appearing on the interface of didactic applica-
tions [59], or when beta testers provide higher appreciation
scores for interfaces exhibiting some form of mimicry, i.e.
of the behaviour imitation typically displayed by humans to
mean affiliation and liking [4].

5. CONCLUSIONSAND FUTURE
PERSPECTIVES

Social Signal Processing has the ambitious goal of bringing
social intelligence [2] in computers. The first results in this
research domain have been sufficiently impressive to attract
the praise of the technology [32] and businness [10] commu-
nities. What is more important is that they have established
a viable interface between human sciences and engineering
- social interactions and behaviours, although complex and
rooted in the deepest aspects of human psychology, can be
analyzed automatically with the help of computers. This
“cultural” breakthrough is, in our opinion, the most impor-
tant result of research in SSP so far. In fact, the pioneering
contributions in SSP [65][66] have shown that the social sig-
nals, typically described as so elusive and subtle that only
trained psychologists can recognize them [30], are actually
evident and detectable enough to be captured through sen-
sors like microphones and cameras, and interpreted through
analysis techniques like machine learning and statistics.

However, this is nothing else than the first step and the
survey of the main SSP applications presented in Section 4
clearly shows that current approaches have a number of se-
rious limitations. So far, SSP has been driven by technol-
ogy researchers with no training in social sciences. Thus
important aspects of social interactions are likely to be ne-
glected. For example, most of the current SSP approaches
are monomodal, even if social behaviour is multimodal in na-
ture and the integration of multiple cues is a key aspect of
social perception in humans. Moreover, most of the SSP ap-
proaches presented so far deal with laboratory data created
in artificial settings. Hence, it is hard to assess the actual
effectiveness of the approaches that might be favored by the
specific experimental constraints imposed. For the above

reasons, the rest of this section discusses four challenges fac-
ing the researchers in the field, for which we believe are the
crucial turnover issues that need to be addressed before the
research in the field can enter its next phase - the deploy-
ment phase.

The first issue relates to tightening of the collaboration be-
tween social scientists and engineers. The analysis of human
behaviour in general, and social behaviour in particular, is
an inherently multidisciplinary problem [62]. More specifi-
cally, no automatic analysis of social interactions is possible
without taking into account the basic mechanisms governing
social behaviours that the psychologists have investigated
for decades, such as the chameleon effect (mutual imita-
tion of people aimed at showing liking or affiliation) [12][45],
the interpersonal adaptation (mutual accommodation of be-
havioural patterns between interacting individuals) [33], the
interactional synchrony (degree of coordination during in-
teractions) [42], the presence of roles in groups [5][85], the
dynamics of conversations [72][95], etc.

The second issue relates to the need of implementing multi-
cue, multi-modal approaches to SSP. Nonverbal behaviours
cannot be read like words in a book [44][73]; the relationship
between behavioural cues and social signals is influenced by
a multiplicity of factors that are difficult to model like con-
text and culture. The best way to deal with the resulting
inherent ambiguity is to use combinations of multiple cues,
if possible extracted from multiple modalities. This cor-
responds to findings in social psychology, that show that
humans use multiple cues to assess effectively social situa-
tions [75]. Also, combining multiple classifiers in machine
learning has shown to be effective for tackling this problem
as long as the single classifiers are diverse, i.e., they account
for different aspects of the problem of interest.

The third issue relates to the use of real-world data. Both
psychologists and engineers tend to produce their data in
laboratories and artificial settings (see e.g., [18][49]), in or-
der to limit parasitic effects and elicit the specific phenom-
ena they want to observe. However, this is likely to simplify
excessively the situation and to improve artificially the per-
formance of the automatic approaches. Moreover, many as-
pects of the actual social behaviour of people are likely to be
missing if the interactions do not have a real impact on the
life of the participants. Social interactions are a ubiquitous
phenomenon that can be observed and captured in a wide
range of real-world scenarios and SSP should focus on these
rather than on artificial settings.

The last, but not least, challenging issue relates to the
the identification of applications likely to benefit from SSP.
Applications have the important advantage of linking the
effectiveness of detecting social signals to the reality. For
example, one of the earliest applications is the prediction of
the outcome in transactions recorded at a call center and
the results show that the number of successful calls can be
increased by around 20% by stopping early the calls that
are not promising [10]. This can have not only a positive
impact on the marketplace, but also provide benchmarking
procedures for the SSP research, one of the best means to
improve the overall quality of a research domain as exten-
sively shown in fields where international evaluations take
place every year.
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