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ABSTRACT

This paper reports preliminary experiments on automatic attribution of personality traits based on nonverbal vocal behavioral cues. In particular, the work shows how prosodic features can be used to predict, with an accuracy up to 75% depending on the trait, the personality assessments performed by human judges on a collection of 640 speech samples. The assessments are based on a short version of the Big Five Inventory, one of the most widely used questionnaires for personality assessment. The judges did not understand the language spoken in the speech samples so that the influence of the verbal content is limited. To the best of our knowledge, this is the first work aimed at inferring automatically traits attributed by judges rather than traits self-reported by subjects.

Categories and Subject Descriptors: H.3.1 [Content Analysis and Indexing]. General Terms: Experimentation. Keywords: Personality Assessment, Big Five Personality Mode, Social Signal Processing, Nonverbal Vocal Behavior

1. INTRODUCTION

Whenever we meet unknown persons, we make spontaneous inferences about a wide range of socially relevant characteristics including attitudes, intentions, values and beliefs [19]. This work considers one facets of this phenomenon, namely the spontaneous and immediate attribution of personality traits to unknown individuals. The process can be very fast (100 ms have been shown to be sufficient for attributing competence to face images [17]) and it does not necessarily identifies the actual traits of a person. However, attributed traits show how an individual is perceived and this is important because it is the way we perceive others that drives our attitudes and behaviors towards them.

More specifically, this paper investigates the inference of personality traits from nonverbal features of speech. Our study shows that the personality assessments made by human judges can be automatically inferred from prosodic features extracted directly from the speech signal. The personality assessments are made with a short version (10 items) of the Big Five Inventory (BFI) [13], one of the most common personality assessment tools. The results show that the traits attributed by human judges can be predicted with an accuracy ranging from 65% to 80%.

Following the Social Signal Processing framework [21], we decided to use speech prosodic features, as they do not take into account what people say, but rather how they say it. These features may have a special role in the case of spontaneous trait attribution because this phenomenon takes place in the first few seconds after an unknown individual is met, sometimes even before that the verbal content of a message is fully delivered and can influence the perception of a listener.

To further highlight this effect, the assessments have been performed over clips of language unknown to the judges. In this way, participants do not understand what the speakers say and can base their judgements only on speaker’s style of speech.

To the best of our knowledge, the only other approach aimed at predicting others personality assessments is in [8]. However, such work includes lexical features while this one is based on purely nonverbal behavioral cues. Other personality related works have concentrated on individual traits such as extroversion or locus of control [9][12], or they have measured the correlation between nonverbal cues and personality traits, without performing automatic inference or prediction [10].

In the human sciences community the attribution of personality traits has been investigated more extensively, but speech and voice have been partly neglected with respect to other sources of trait inference like faces [17] or descriptions of behavior [19]. To the best of our knowledge, after some pioneering investigations in the late seventies [15][16], the presence of proximal and distal cues of personality in speech has not been the subject of major research efforts.

Approaches like those presented in this work can be beneficial for several technological domains. In multimedia indexing and retrieval, the automatic attribution of personality traits can help to better understand how data consumers perceive the content of data portraying people. This will make multimedia retrieval systems more adapted to human needs [11]. In Human-Computer Interaction, findings about the way speech elicits personality perceptions can help to...
build more accepted speaking machines like, e.g., GPS and automatic dialogue systems [9]. In speech synthesis, the identification of cues precisely related to personality perception can further improve the expressivity of synthetic speech [18].

The rest of the paper is organized as follows: Section 2 introduces personality and its measurement, Section 3 describes the approach proposed in this work, Section 4 reports on experiments and results, and Section 5 draws some conclusions.

2. PERSONALITY AND THE BIG FIVE

Personality is the latent construct accounting for "individuals' characteristic patterns of thought, emotion, and behavior together with the psychological mechanisms - hidden or not - behind those patterns" [6]. Among the different paradigms used to subsume personality (see [22] for an extensive survey), the one based on traits, i.e. on a limited number of dimensions accounting for consistencies in behavior, appears to be the more widely accepted. This applies in particular to the Big Five Factor Model [22], considered the "latitude and longitude" along which any other personality construct should be positioned [6]. For this reason, the personality assessments used in this work are based on the Big Five Inventory (BFI) [13], a questionnaire aimed at providing a score for each of the dimensions in the Big Five Model (extravagance, agreeableness, conscientiousness, neuroticism, openness).

2.1 The Big Five

An important empirical validation of the Big Five has been pointed out in the lexical perspective [14], one of the main theories of personality. The lexical perspective considers that the everyday language includes a large number of words describing personality traits (more than 15000 in English), but these can be grouped into a small number of clusters that actually correspond to the Big Five:

- Extraversion (Active, Assertive, Energetic, Outgoing, Talkative)
- Agreeableness (Appreciative, Forgiving, Generous, Kind, Sympathetic, Trusting)
- Conscientiousness (Efficient, Organized, Planful, Reliable, Responsible, Thorough)
- Neuroticism (Anxious, Self-pitying, Tense, Touchy, Unstable, Worrying)
- Openness to experience (Artistic, Curious, Imaginative, Insightful, Original, Wide interests)

The main advantage of this phenomenon is that each personality can be described, at least in principle, with five scores accounting for how well the personality matches the words of each cluster (the list above shows some examples for each of the Big Five). Finding such scores is the goal of questionnaires like the BFI that are commonly applied in personality assessment.

2.2 Measuring Big Five Traits

There are several standard questionnaires aimed at scoring personalities along the dimensions corresponding to the Big Five (see [13] for a survey). The experiments of this work are based on the BFI version, called BFI-10, that includes only 10 of the original items of the BFI [13]. However these lead to results highly correlated with the full version of the BFI. The main advantage of the BFI-10 is that it allows one to perform personality assessments in a much shorter time than in the case of full BFI. After a judge has answered the 10 questions about a given person, the personality is described with five integer scores in the interval [−4, 4]. In order to make the assessment more reliable, each person is assessed by several judges and different scores are averaged. As a result, the final scores are distributed continuously in the same interval [−4, 4].

3. AUTOMATIC PERSONALITY PERCEPTION

The personality perception approach proposed in this work includes three main steps: extraction of low level prosodic features, estimate of statistical features accounting for long-term variation of low level features, and mapping of statistical features into attributed traits.

3.1 Low-Level Feature Extraction

The low level features are pitch, formants, energy and speaking rate (measured indirectly through the length of voiced and unvoiced segments). These are not only the most important prosodic characteristics, but also the features most commonly applied in emotion recognition, a domain that has investigated a wide range of nonverbal behavioral cues in speech [20].

The low-level features are extracted, using PRAAT (version 5.1.15) [2], from 40 ms windows at regular time steps of 10 ms. The low level features are estimated on a frame by frame basis so they reflect only short term characteristics of vocal behavior. As personality perception is affected by long-term characteristics of vocal behavior, it is necessary to estimate the statistical properties of the low-level features over an entire speech clip.

3.2 Estimate of Statistical Features

The previous step extracts low level features every 10 ms, but the personality recognition is performed over an entire speech clip. Thus the low-level features cannot be used in their raw form, but rather through the estimation of their statistical properties. In this work we use, for each of the 6 low level features extracted at the previous step, the following four statistics: average, minimum, maximum and relative entropy. This last is a measure of uncertainty of a random variable. If \( X \) is a discrete random variable taking values in the set \( \mathcal{X} = \{x_1, x_2, ..., x_n\} \), its entropy is:

\[
H(X) = -\frac{\sum_{i=1}^{n} P(x_i) \log(P(x_i))}{\log(|\mathcal{X}|)}
\]

where \( P(x_i) \) is the probability of \( X = x_i \) and \(|\mathcal{X}|\) is the cardinality of \( \mathcal{X} \). The term \( \log(|\mathcal{X}|) \) works as a normalization factor. \( H(X) = 1 \) when the distribution is flat, while \( H(X) = 0 \) when only one value of \( \mathcal{X} \) is represented. As the low-level features are 6 and the statistical features are 4, the total number of features extracted from each clip is 24.

3.3 Recognition

As described in Section 2, a personality assessment consists of 5 continuous values corresponding to the Big Five.
To perform a classification, the scores of each trait are split into two subsets called High and Low. The latter includes the samples that have a score lower than the average, while the former includes the samples for which the score is higher than the average. Each of the two subsets corresponds to a class. The classifier used in this study is a Support Vector machine (SVM) with RBF kernels [3].

### 4. EXPERIMENTS AND RESULTS

The experiments of this study have been performed over a corpus of 640 clips extracted from 96 news bulletins of Radio Suisse Romande, the French speaking Swiss national broadcasting service. Each clip includes only one speaker and the total duration of the corpus is around 7 hours. The average length of the clips is around 40 Seconds; 309 clips portray journalists and the other 331 portray non-journalists. The number of identities is 330 and the same identity is never represented in both training and test set. This is expected to ensure that what the system recognizes is the personality assessment and not simply the voice of the persons. A segment of 10 seconds has been randomly extracted from each of the clips and submitted to three judges for personality assessment. The goal is to reproduce a realistic scenario for spontaneous trait inference where the attribution of traits takes place in the first few seconds after an unknown individual is met. However, the prosodic features are extracted from the clips from where the 10 seconds long segments are extracted.

#### 4.1 Personality Assessment

Each of three judges has assessed the whole corpus in separate sessions during which 30 clips had to be assessed. The order of the clips is random and it changes for each judge. The goal of this experimental setup is to avoid tiredness effects, i.e. to avoid the inevitable decrease of attention and concentration after a prolonged assessment effort.

The judges do not understand the language of the clips (French) and their mother tongue is Farsi. Furthermore, the clips do not contain any person or place name that could be recognized even by non-French speakers and have been selected so to be as neutral as possible in terms of content. This is expected to limit the effect of the verbal content on the perception of personality traits.

Each clip has been assessed by the three judges and has been assigned five scores corresponding to the dimensions of the Big Five model. The scores are the average of the scores assigned by each judge individually. For each dimension, the clips have been split into two groups: those who have a score lower than the average and those who have score higher than the average. The classes are called Low and High respectively.

#### 4.2 Automatic Trait Attribution

The first experiment measures the effectiveness of the approach described in Section 3 in automatically recognizing whether a clip is in the High or Low class for each of the traits. An SVM with Radial Basis Function Kernel has been trained for each of the two classes using a k-fold approach: the entire dataset is split into k equal size subsets, k – 1 subsets are used for training and the remaining one for testing. The procedure is repeated k times (each time, a different subset is used for testing) and the average performance of all k runs is reported as the overall performance of the classifier [1, 4]. In the experiments of this work, k = 15 and the performance is measured in terms of recognition rate (percentage of clips assigned to the correct class).

The results are reported in Table 2 and show that the recognition rate is significantly higher than chance for all of the dimensions except openness. However, the only dimensions for which the performance can be considered satisfactory are extraversion and conscientiousness. This is not surprising because certain traits become more evident while others more elusive depending on the data under examination [5].

However different assessors could have used the scales in different ways and the lack of results could be due to the low level of inter-rater agreement. Thus a second experiment has considered only the clips where the discrepancy between the different judges is lower than 3, this ensures that the inter-rater agreement is higher [7]. The approach is the same as the one described before (k-fold validation with k = 15) and the results are reported in Table 3.

While the performances of Tables 2 and 3 cannot be compared because they have been obtained over different datasets, the performance on openness is no significantly higher than chance and the noise due to inter-rater disagreement seems to be smoothed.

### 5. CONCLUSIONS

This paper has presented preliminary experiments on automatic personality trait attribution based on nonverbal vocal behavioral cues. The results show that the performance
Table 2: Trait attribution performance. The results of this table have been obtained by using the average of the personality scores over the three assessors. When the difference with respect to a random classifier is not statistically significant, the values are denoted with a *. The negative inter-rater agreement values are due to the errors of one of the assessors that has misunderstood one of the questions in roughly 15% of the questions.

<table>
<thead>
<tr>
<th>Traits</th>
<th>Recognition Rate</th>
<th>Inter-rater Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>total</td>
<td>High</td>
</tr>
<tr>
<td>Extraversion</td>
<td>76.3</td>
<td>82.5</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>63.0</td>
<td>75.9</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>72.0</td>
<td>77.0</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>64.0</td>
<td>53.6</td>
</tr>
<tr>
<td>Openness</td>
<td>57.9*</td>
<td>71.6</td>
</tr>
</tbody>
</table>

Table 3: Performance over clips with higher inter-rater agreement.

<table>
<thead>
<tr>
<th>Traits (Num. of clips)</th>
<th>Recognition Rate</th>
<th>Inter-rater Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>total</td>
<td>High</td>
</tr>
<tr>
<td>Extraversion(335)</td>
<td>79.4</td>
<td>84.8</td>
</tr>
<tr>
<td>Agreeableness(424)</td>
<td>64.7</td>
<td>62.2</td>
</tr>
<tr>
<td>Conscientiousness(23)</td>
<td>75.5</td>
<td>74.5</td>
</tr>
<tr>
<td>Neuroticism(360)</td>
<td>63.6</td>
<td>52.4</td>
</tr>
<tr>
<td>Openness(417)</td>
<td>62.8</td>
<td>75.2</td>
</tr>
</tbody>
</table>

is above chance at a significant level for all of the dimensions except openness, but the recognition rate is satisfactory only along two dimensions, namely extraversion and conscientiousness. However, the experiments of this work have to be considered preliminary and several details must be improved before reaching reliable conclusions. The first problem is that the nonverbal vocal features applied in this work are basic and important vocal characteristics, e.g. voice quality, have been neglected. Furthermore, the estimate of the entropy is based on the assumption that consecutive measures of the same prosodic feature are independent while this is clearly not the case.

Another important problem is that no normalization of the assessments has been applied across the raters and this introduces noise in the scores because different judges use the scales in different ways. Taking into account this effect can probably lead to more coherent scores and improve the results.

Both above problems will be addressed as a future work, in conjunction with the application of the same research approach to multimodal corpora where it will be possible not only to consider speech cues, but also nonverbal behaviors in faces, gestures, postures, etc.
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