Recent Developments in Social Signal Processing

Albert Ali Salah*, Maja Pantic†‡ and Alessandro Vinciarelli§,

*Institute of Informatics - ISLA
University of Amsterdam, Amsterdam, The Netherlands
Email: a.a.salah@uva.nl
†Department of Computing
Imperial College London, London, UK
Email: m.pantic@imperial.ac.uk
‡EEMCS, University of Twente Enschede, The Netherlands
Email: vincia@dcs.gla.ac.uk
§Department of Computing Science, University of Glasgow
Glasgow, Scotland
Email: vincia@dcs.gla.ac.uk

Abstract—Social signal processing has the ambitious goal of bridging the social intelligence gap between computers and humans. Nowadays, computers are not only the new interaction partners of humans, but also a privileged interaction medium for social exchange between humans. Consequently, enhancing machine abilities to interpret and reproduce social signals is a crucial requirement for improving computer-mediated communication and interaction. Furthermore, automated analysis of such signals creates a host of new applications and improvements to existing applications. The study of social signals benefits a wide range of domains, including human-computer interaction, interaction design, entertainment technology, ambient intelligence, health-care, and psychology. This paper briefly introduces the field and surveys its latest developments.

Index Terms—Social Signal Processing, Nonverbal Behavior, Computer Vision, Speech Processing

I. INTRODUCTION

When science fiction writers imagined a future for smarter computer systems, they often envisioned all-knowing, immensely capable, and purposeful machines. In February 2011, IBM’s Watson computer won the Jeopardy! contest, displaying how close machines are to being ‘all-knowing’, thanks to their ability to store and sift through enormous amounts of factual information. While we may philosophically argue that ‘knowing’ is not applicable here in the strict sense, we cannot deny that Watson surpasses humans in its knowledge of trivia. However, when it comes to social intelligence, computers have a lot of room for improvement. We all use computers, and we know that they are never responsive to our emotions, moods, or to any kind of social context. Even an ‘all-knowing’ Watson computer would be a very poor dinner companion, as it lacks the skills to decide when to speak, and what to say. The newly emerging field of social signal processing aims at providing computers with the means of analysing and adequately representing human social signals, which will allow them to adapt and properly function in social settings.

Of course, the ultimate aim is not to create a digital dinner companion, although for the lonesome scientist that may be a worthy goal in itself. Social signal processing promises to benefit a host of domains and makes many applications possible. For ambient intelligence, it means environments that are more responsive to the social context [1]. For psychologists, it promises quantitative evaluation tools that can be used in coaching or diagnosis. For entertainment technology, more engaging games can be envisioned. And most importantly, new human-computer interaction challenges can be met by greatly increasing the sensitivity of the computer (or of the robot) to the interacting person’s emotional and mental state [2], [3].

Computer-mediated communication is now commonplace for most of us, and while several methods are developed to transmit social signals over its usually simplified channels (like emoticons), the richness of face-to-face communication and of social signals transmitted during real conversations is largely lacking. Even when the medium offers conditions similar to traditional communication media (for instance a phone interface for a travel agency), an automated reply system is at a disadvantage, and may be perceived as cold and ineffective, instead of efficient and capable.

Bridging the social intelligence gap has two main aspects. Consider for a moment the automatic response system. To appear as human-like as possible, it should be able to analyse the incoming signals for their semantic and affective content, but it should also be able to produce appropriate affective responses in turn. The analysis and synthesis aspects allowed social signal processing researchers to create application settings with rigorous evaluation criteria right from the start, and ecological validity concerns introduced additional computational constraints to the already formidable challenge. Many issues are still open in the field, including the inherent uncertainty of machine detectable evidences of human behavior, multi-scale temporal dynamics, and the appropriate psychological and cognitive theories that can provide useful concepts and models.

In this paper, we briefly introduce this domain, its main taxonomies and challenges. We refer the reader to previous surveys for an in-depth overview of the domain, as well as for historical insight into its development [4], [5]. We will focus here on the more recent developments, and present a snapshot of the field as it stands now.
II. DEFINITIONS AND TAXONOMIES

Poggi and D’Errico define a social signal as a communicative or informative signal that, either directly or indirectly, conveys information about social actions, social interactions, social emotions, social attitudes and social relationships [6].

In [5], a taxonomy is introduced for the analysis of social signals. Verbal signals that are usually direct manifestations of communicative intent are accompanied by nonverbal behavioral cues that serve to convey information about emotion, personality, status, dominance, regulation, rapport, etc. in a given social context. These cues reside in different modalities (or codes), namely physical appearance, gestures and postures, face and gaze behavior, vocal behavior, and use of space and environment.

Nonverbal behavioral cues are at the core of social signal processing (SSP). They typically describe temporal muscular and physiological changes that occur over short time intervals. Some cues last for milliseconds and are therefore difficult to perceive, but still play a role: An example is the movement of orbicularis oculi muscle on the face, which can be used to distinguish real smiles from posed ones [7]. These cues are perceived by humans during communication (with remarkable accuracy) consciously or unconsciously, and can radically alter the interpretation of the situation: A slight muscle movement or an inflection in the voice may add sarcasm to an otherwise innocent comment.

Paul Ekman and Wallace Friesen, building on their research in the 60s, as well as on earlier work by Efron [8], have classified nonverbal cues according to their origin, usage, and coding [9]. The type of messages conveyed by such cues are:

- **Emblems**: Signs that have direct verbal translation and used consciously, like the gesture of cutting one’s throat. They are employed as substitutes for verbal signals, or to emphasize them.
- **Illustrators**: Signs that emphasize speech by providing visualization of spatial and temporal aspects, like illustration of a timeline, pointing, or a sketch of an object drawn in the air.
- **Affect Displays**: Signs that display more intimate and personal states, like emotions shown on the face.
- **Regulators**: Signs that coordinate the timing of other signals during communication. Turn-taking cues and backchannel signals are of this type.
- **Adaptors**: Signs that originate from habits, either in a self-manipulative fashion (like wiping the lips with the tongue) or through manipulation of objects (like twirling a pen).

A few dimensions can arguably serve as relevant taxonomical distinctions in SSP. The temporal scale of signals is one such dimension, and it can span a range from milliseconds (as exemplified above with a muscle twitch) to minutes, hours, and much longer in case of behavioral habits. Another relevant distinction is individual vs. dyadic vs. group behaviour. Since we are evolutionary bound to produce social signals, we produce them even when we are alone, but dyadic interactions and multi-party interactions involve different phenomena, like cohesion [10] in groups and postural congruence in dyads [11]. A third distinction pertains to the depth of analysis. We can classify a face into smiling/non-smiling classes, but we can go deeper and classify whether a smile is real or posed, or whether it carries hints of sarcasm or pity.

We will review recent work in SSP from two aspects here. In Section III we will use a taxonomy in terms of signal channels, and report developments as per modality (i.e. faces and eyes, vocal behaviour, gestures, interaction geometry, and multimodal cues). There are social signals hidden in other modalities, for instance in appearance features (e.g. somatotypes, make-up and clothing), but we will not describe these here. In Section IV we will take up a complementary application perspective, and list developments in several application areas.

While we have define here the domain of SSP as actual physical behavior of humans (and of synthetic agents that primarily mimick them), human social signals are not restricted to the real world. Movement and interaction patterns of people traced via mobile phones, chatting and micro-blogging behaviour, connection formations over social networking platforms, and behaviors exhibited by avatars in virtual worlds all involve social signals, albeit of a different nature. The study of such virtual social signals goes by the name of computational social science [12].

III. DOMAINS OF SOCIAL SIGNALS ANALYSIS

A. Face and Eyes

Faces convey information about gender, age, and emotions of a person, which are valuable sources in social signal processing. Of these, the most important area for SSP is facial expression analysis.

The state-of-the-art in facial expression analysis places emphasis on identifying Facial Actions (FACS), evaluation of expression in natural settings, as opposed to posed expressions, and a more detailed analysis of the temporal evolution of expressions as opposed to analysis from static images. Methods of processing facial affect are extensively reviewed in [13].

As the complexity of the classification problem grows, there is greater need for incorporating domain-specific knowledge into the learning system. In a recent work on facial action detection, Zhu et al. achieve this by a smarter training set selection for subsequent learning through a dynamic cascade bidirectional bootstrapping scheme and report some of the best results so far in AU detection on the RU-FACS database [14]. We mention some further developments in facial expression analysis in Section V.

Face analysis is also used for performing mutual gaze following and joint attention actions. Joint attention is the ability of coordination of a common point of reference with the communicating party. This skill is investigated in [15] for interaction with a robot, and in [16] for interaction with a virtual agent.

One aspect of faces that received attention recently is the stereotypical judgments people base on face images. The appearance of a face can invoke (in an unjustified way) feelings...
of trust, warmth, confidence, etc. Alexander Todorov and his colleagues did an experiment in 2004, where they presented subjects with photographs of US general election candidates, for brief periods of time. From the ensuing competence judgments, they were able to predict election results with accuracy close to 70% [17]. A more extensive study on facial appearance and voting was reported in [18]. These findings demonstrate that facial appearance can act as a strong social signal, and even though the stereotypical judgments based on facial appearance do not have an objective basis (i.e. competent people do not necessarily look competent), they can be used to predict people’s responses to them.

Automatic analysis of faces in natural settings depends on accurate face registration and facial feature tracking, and these are active research topics.

B. Vocal Behaviour

Vocal behaviour concerns every aspect of speech except words (pauses, fillers, vocalizations, etc.). Nonverbal vocal cues are valuable as they are ‘honest’ signals [19], [20], difficult to fake and revealing about socially relevant information. Low level speech features like spectral cues and prosody can be used to infer different signals from speech, such as motivation, empathy and dominance [21]. In [22], prosody is used to predict personality traits attributed to speakers. The authors used the well-known Big Five personality model to assess extraversion, agreeableness, conscientiousness, neuroticism and openness [23], and obtained 63 – 79% recognition rate.

In [24] the authors propose a low-level speech feature that takes into account turn-taking behavior by modeling the length and transitions of speech and silence fragments in dyadic interactions. Probabilistic modeling based on this simple feature can be used to determine the roles assumed by interacting people in a meeting scenario. The work in [25] addresses the problem of discovering nonverbal patterns in a group via probabilistic topic models, and classify group dynamics and leadership within a group.

In [26], 36 statistical functionals are applied to low-level acoustic feature descriptor contours for turn-based emotion analysis. The authors use a Long Short-Term Memory Recurrent Neural Network (LSTM-RNN) approach for producing valence-arousal classification frame-by-frame. They also propose fusing the acoustic features with linguistic features (spotted keywords), which slightly improves results obtained with only acoustic features.

C. Gestures

Apart from face and voice cues, upper-body movements are analysed for affective content. The approach in [27] stresses the use of head and hand movements for communicating emotions, especially in the context of recent human-centric computing paradigms. They seek parsimonious representations for describing a set of 12 emotion classes (elation, amusement, pride, pleasure, relief, interest, hot anger, fear, despair, cold anger, anxiety, sadness) grouped into high/low arousal and positive/negative valence clusters.

Newer sensors (like MS Kinect) offer ways of tracking the body in real-time via depth cues, which makes gesture and posture related approaches simpler. However, these sensors have restricted ranges, and often require some calibration. Automatic body part segmentation and tracking are still important problems, as offline content also needs to be analysed.

D. Interaction Geometry

The relative positioning of individuals and their postures during an interaction provides important social cues. These can include widely used social conventions, as well as heavily culture and context dependent situations. For instance, Ekrem Muhittin Yeğen’s massive cookbook [28], which can be considered as the bible of the Turkish cuisine, contains a whole chapter devoted to proper seating arrangements at a dinner table when people of rank are present, including proper manners and relevant social codes. In ordinary conversations, cues like interpersonal distance and posture can be used to derive conclusions about social and emotional relations between people.

Recent approaches for the analysis of interaction geometry cues mostly use visual sensors. In [29], infrared cameras are used to track and classify the social situations in a multiperson interaction. It is mentioned that this kind of analysis can be of relevance in mobile service applications.

A review of nonverbal signal analysis in small group interactions is given in [30].

IV. Applications of Social Signal Analysis

Applications of SSP target role recognition, collective action recognition, interest level and dominance detection in interaction, among others [5]. We present a small selection here.

A. Analysing Interacting Humans

A primary usage of SSP is in analysing and evaluating interacting humans for certain aspects. This can serve different purposes. For instance, autism and social anxiety disorders cause problems in emitting and interpreting social signals. Psychologists, when they analyse such individuals, record long sessions of interaction and manually annotate these. Automatic analysis tools can reduce the effort of annotation significantly.

The social interaction of humans is very rich, and recent research focuses on different aspects like dominance, pride, mirroring, agreement, etc. Each of these aspects can have many indicators. For instance in [31], audio-visual cues are used for detecting cases of agreement and disagreement during an interaction. Among agreement cues, the authors list head nods, listener smiles, eyebrow raises, laughter, sideways leaning and mimicry, whereas disagreement can be signalled by head shakes, ironic smiles, sarcastic cheek creases, nose flares, leg clamps, and many more. Indeed, the authors list almost 40 different ways of signaling disagreement, through head gestures, facial actions, body posture and actions, auditory cues, hand actions, and gaze. For a thorough understanding of a real interaction, these signals need to be captured.
Dominance is one of the signals that received a lot of attention [32], [33], [34]. In [35] movement-based features from body and face, as well as mouth activity were analysed in a classification framework to determine dominance in dyadic conversations. In [33], a small meeting scenario is considered, where audio recordings are also available in addition to camera input. By using visual and audio cues, the authors demonstrate that audio cues are more successful than visual cues for establishing dominance, but the fusion of both improves over audio only.

B. Coaching

The skills of a good tutor incorporates social skills to motivate, challenge, bolster, and intrigue students [36]. One application of SSP is in creating computer systems for tutoring, which require implementing ways to emulate those skills. This means the student should be probed for signals of interest, boredom, curiosity, etc. [37].

Another application is the assessment of the coach (or teacher), as these motivational devices need to be used properly and in a timely manner [38].

Finally, the subject of coaching can be a social signal itself. The integration of real-time social signal processing into expert systems opens up new venues for this mature field. To give an example, Pfister and Robinson describe a classification scheme for real-time speech assessment, evaluated in the context of public speaking skills [39]. In this application nonverbal speech cues are extracted and used for assigning affective labels (absorbed, excited, interested, joyful, opposed, stressed, sure, thinking, unsure) to short speech segments, as well as for assessing the speech in terms of its perceived qualities (clear, competent, credible, dynamic, persuasive, pleasant), resulting in a novel and useful coaching scenario.

C. Social Robotics

Building intelligent robots that can participate in conversations in a natural way, or to fulfill certain social roles in everyday environments is a great challenge. Among all computer systems, social robotics suffers most from a lack of social skills, as its aims are much more ambitious compared to other applications. These aims include childcare robots [40], healthcare robots, and service robots for domestic settings.

Apart from the capacity to analyse social signals, additional requirements for a socially responsive robot are primarily the ability to function in noisy environments, to process multimodal and temporal information in real time, and to produce correct signals at the correct time. This is also called “closing the affective loop,” and it is an issue for robots and virtual agents alike [41].

We should mention here the Robocup@Home initiative1, which is an attempt to make robots more sociable by integrating them into real domestic settings and by giving them simple tasks. The appearance and social behavior of the robot is judged by a jury in this challenge, in addition to sensory-motor skills.

D. Interaction with virtual agents

Embodied conversational agents (ECAs) require a number of capabilities that use non-verbal social signals for realistic interaction. These include initialization and termination of conversation sessions, turn-taking, and feedback functions [42]. The agent uses facial movements, head motions, and body movements to give these signals. Parametric models of body and limb motions are derived from actual interactions, and transferred to synthetic characters for realistic body and limb movements [43], [42], [44]. For instance, gesture rate and performance can be adjusted to tune the appeared extroversion of a virtual agent [45].

During an interaction with a virtual agent, nonverbal cues can be very dominant. In particular, the sensitive artificial listener (SAL) technique proposes that it may be possible to give adequate responses based on such nonverbal cues, even if what the other party is saying is not understood [46].

In [47] facial expressions are combined with movement cues obtained from the shoulder area, as well as with audio cues, to predict emotions in the valence-arousal space for an artificial listener, which monitors the interacting human for affective signals to give appropriate responses in real-time. This work also demonstrates that it is useful to learn correlations between valence and arousal.

Online worlds create novel social spaces where virtual avatars interact with each other. Game developers think of ways of enriching the expressiveness of the avatars, as well as natural ways of transmitting desired social signals from the controllers of the avatars to the actual virtual agent. Taken to the extreme, it is possible to induce affective responses in the real users through avatar interaction. An example application is presented in [48], where the users wear haptic interface devices to transmit social signals automatically through their avatars in Second Life. The HaptiHeart device conveys emotion-related heart rates (through speakers positioned on the body), HaptiButterfly creates a fluttering in the stomach via vibration motors, HaptiShiver sends shivers down the spine through a cold airflow, and HaptiTickler induces joy by actually tickling the user in the ribs.

V. Benchmarking and Databases

To assess models and systems of SSP, benchmarking efforts and annotated databases are of prime importance [5]. One of the early efforts in this area is the corpus collected by the Augmented Multi-party Interaction (AMI) project [49]. This database included recordings of a small number of people in a meeting scenario by multiple cameras and microphones, as well as annotations including FeelTrace ratings, posture and attended location information. Recently Aran et al. took subsets of this corpus and annotated them with dominance ratings [32]. Similarly rich multimodal corpora were collected within the CHIL project for smart room interaction and presentation scenarios, and used in the CLEAR evaluation campaigns [50]. Other major databases with annotations include the SAL artificial listener database [46] and the HUMAINE database,

1http://www.ai.rug.nl/robocupathome/
which involved the definition and testing of several labeling schemes on a collage of different databases [51].

Manual annotation of social signals is difficult, and time consuming. This is particularly true for facial movements, usually annotated in terms of expressions and facial action units. Recently, Lucey et al. have extended the well-known Cohn Kanade Database [52]. The CK+ Database increases the number of sequences and subjects, and solves an important problem of expression-related data. Asking untrained people to produce emotional expressions may not result in readable expressions. In CK+, the posed expressions are validated by looking at inter-observer agreement. Such validation by multiple observers (also called raters) is often used in annotation of social signals.

This problem is approached from another angle in the Geneva multimodal emotion portrayals (GEMEP) corpus [53], which relies on actor portrayals to render 18 different emotions. Actors have more control over their facial muscles than ordinary people, as a result of the training they receive. Especially for subtle expressions, these portrayals can produce good inter-observer reliability. While this kind of expressions present a simpler problem for computer analysis (clear acquisition conditions, exaggerated expressions), the database constitutes an important benchmark. On the other hand, the usefulness of exaggerated portrayals is sometimes criticised as not being ecologically valid [54].

A recent effort in benchmarking is the Facial Expression Recognition and Analysis Challenge, organized at the FG’2011 Conference [55]. The challenge used a subset of the GEMEP corpus for action unit classification. Many more databases that pertain to affective signals are reviewed in [13].

Finally, we mention two recent databases that are relevant to the present survey in that they point out to two major research fronts.

The first one is the Inter-ACT (INTEracting with Robots - Affect Context Task) corpus, which is an affective and contextually rich multimodal video corpus containing affective expressions of children playing chess with an iCat robot [40]. Since social and ambient robotics is gaining interest, we expect more human-robot interaction benchmark datasets to be available in the future, with particular attention to social aspects.

The second database pertains to action recognition, which is receiving a lot of interest from the multimedia community. Benchmarking efforts (like PASCAL VOC, Trecevid, ImageCLEF) have always been very important in multimedia retrieval. More and more, we see a shift towards the inclusion of semantically loaded and social concepts in such settings. The recent SDHA (Semantic Descriptions of Human Actions) Challenge2, organized as a satellite event to ICPR’2010, provided three public databases for various action recognition settings [56]. While most actions were of simple nature (e.g. walking, sitting), some of the labelled actions have complicated semantic associations that denote social relations between the interacting parties (e.g., stalking, flirting), which makes these databases of relevance to the SSP community.

VI. CONCLUSIONS

The SSPNet3 project defines the core questions of social signal processing as follows:

1) Is it possible to detect automatically nonverbal behavioral cues in data captured with sensors like microphones and cameras?
2) Is it possible to automatically infer attitudes from nonverbal behavioral cues detected through such sensors?
3) Is it possible to synthesize nonverbal behavioral cues conveying desired relational attitudes for embodiment of social behaviors in artificial agents, robots or other manufactures?

In attempting to answer these questions, SSP brings together computer science, engineering and social sciences together in a unique way. There are many challenges, especially in creating systems that work on real-world data, and in integrating the numerous findings back into useful applications, but there is also great progress.
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