
Role Recognition for Meeting Participants: an Approach
Based on Lexical Information and Social Network Analysis

N.P. Garg1,2, S. Favre1,3, H. Salamin1,3, D. Hakkani Tür2 and A. Vinciarelli1,3

1Ecole Polytechnique Federale de Lausanne - 1015 Lausanne, Switzerland
2International Computer Science Institute - 1947 Center Street, Berkeley CA 94074, USA

3IDIAP Research Institute - CP592, 1920 Martigny, Switzerland
neha.garg@epfl.ch, dilek@icsi.berkeley.edu, {sfavre, hsalamin, vincia}@idiap.ch

ABSTRACT
This paper presents experiments on the automatic recogni-
tion of roles in meetings. The proposed approach combines
two sources of information: the lexical choices made by peo-
ple playing different roles on one hand, and the Social Net-
works describing the interactions between the meeting par-
ticipants on the other hand. Both sources lead to role recog-
nition results significantly higher than chance when used
separately, but the best results are obtained with their com-
bination. Preliminary experiments obtained over a corpus
of 138 meeting recordings (over 45 hours of material) show
that around 70% of the time is labeled correctly in terms of
role.

Categories and Subject Descriptors: H.3.1 [Content

Analysis and Indexing]. General Terms: Experimenta-

tion. Keywords: Lexical Analysis, Social Network Analy-

sis, Role Recognition, Meeting Recordings.

1. INTRODUCTION
One of the main tenets of sociology is that people involved

in social interactions play roles: ”People do not interact with

one another as anonymous beings. They come together in

the context of specific environments and with specific pur-

poses. Their interactions involve behaviors associated with

defined statuses and particular roles. These statuses and

roles help to pattern our social interactions and provide pre-

dictability” [8]. This paper proposes an approach for the au-
tomatic recognition of roles in multiparty recordings based
on two behavioural cues: the first is the lexical choice, i.e.
the use of certain words rather than others in the inter-
ventions of each individual. The second is the interaction

pattern, i.e. the tendency of each individual to interact with
certain persons rather than others.

An overall scheme of the approach is depicted in Figure 1:
the first step is the application of a speaker diarization ap-
proach that identifies the time intervals where each speaker
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talks. The subsequent steps follow two parallel paths cor-
responding to the two behavioural cues mentioned above.
The right path describes the modeling of the lexical choice
and it includes two stages: extraction of the lexical features
from the automatic speech transcriptions, and mapping of
the lexical features into roles using the BoosTexter text cat-
egorization approach [7]. The left path corresponds to the
interaction pattern modeling and it includes two stages as
well: extraction of a Social Affiliation Network [10] repre-
senting social interactions, and assignment of roles to peo-
ple using a Bernoulli distribution [3]. The main advantage
of the behavioural cues is that they are, to a large extent,
identity-independent. This enables one to address the gen-
eral case where an individual plays different roles in different
circumstances (as it actually happens in the data used in this
work).

To the best of our knowledge, only few works have been
dedicated to the automatic recognition of roles. Some of
them recognize functional roles in broadcast data [2][9],
i.e. the tasks that different people perform in television and
radio programs (e.g. anchorman or guest), and another rec-
ognizes functional roles in movies [11] (e.g. hero or hero’s

friends). The recognition is based on lexical features like
the n-gram distribution in [2], and on Social Network Anal-
ysis [10] in [9][11]. Other works recognize the social roles of
meeting participants [12] (e.g. attacker or supporter) using
features like the overall amount of movement and speech en-
ergy, or the roles corresponding to specific actions [1] (e.g.
presentation and briefings) using the total speaking time of
each person and turn-taking statistics.

The main novelty of this work is the combination of ap-
proaches based on both lexical features and social networks
that so far have been applied only separately (see above).
This is expected to make the recognition approach more ro-
bust with respect to the two major sources of noise in the
experiments, i.e. the errors of the Automatic Speech Recog-
nition (ASR) system used to transcribe the recordings, and
the errors of the speaker diarization approach used to seg-
ment the data into single speaker intervals. The experiments
of this work are performed over the AMI corpus [6], a collec-
tion of 138 meetings with a total duration of 45 hours and
38 minutes. Each meeting involves four participants playing
different predefined roles (see Section 3.1).

The results show that, on average, roughly 70% of the
meetings time is labeled correctly in terms of role. The accu-
racy is higher for the roles associated to well defined and sta-
ble behavioural patterns, while it is lower for the roles that
do not exhibit predictable behaviours. However, the perfor-
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Figure 1: Overview of the approach. The two par-
allel paths produce separate decisions that are com-
bined at the end of the process.

mance of the system is significantly higher than a random
guess for all roles. The combination of the two approaches
described above slightly improves the performance of the
best role recognizer (based on the lexical choice). However,
the improvement appears to be significant for the roles most
represented in terms of time. The overall approach seems
to be more robust to the errors of the speaker diarization
step than to the speech recognition errors. Speakers role
can enhance browsers (users can access specific data seg-
ments based on role), summarization systems (segments cor-
responding to certain roles can be retained in the summary
as more representative of the content than others), thematic
segmentation approaches (specific roles are often related to
specific topics), etc.

The rest of the paper is organized as follows: Section 2
describes the approach proposed in this work, Section 3
presents experiments and results, and Section 4 draws some
conclusions.

2. THE APPROACH
This section describes the recognition approach based on

the lexical features (right path of Figure 1), the one based
on Social Network Analysis (left path of Figure 1), and
the combination approach. For space limitations, no details
are given about speaker diarization and Automatic Speech
Recognition approaches applied in this work (see [4] and [5],
respectively, for a full description). The diarization accu-
racy (percentage of data time correctly labeled in terms of
speaker) is 97.0%, while the Word Error Rate is between 35
and 40% depending on the specific recording of the corpus
used for the experiments (see Section 3.1).

2.1 Lexicon Based Role Recognition
The role recognition approach based on lexical features

recognizes the roles of speakers using the lexical content
of their utterances. The intuition here is that the meet-

ing structure and content are correlated with the roles of its
participants, and lexical cues related to structure and topics
can be useful for determining speaker roles. For example,
the person leading the discussion can use phrases to return
to aimed discussion, when a topic shift to an unrelated topic
occurs. Also, due to his/her functional role, a speaker may
only talk about certain related topics.

We model speaker role detection as a multi-class classifi-
cation task, where there is one class for each speaker role,
and the goal is to assign a role to a speaker in every meeting.
Note that, sometimes, a speaker can play different roles in
different meetings, but the role is constant in a single meet-
ing. For classification, we use BoosTexter, a multi-class clas-
sification tool. Boosting aims to combine weak base clas-
sifiers to come up with a strong classifier [7]. This is an
iterative algorithm, where at each iteration, a weak classi-
fier is learned so as to minimize the training classification
error. The algorithm begins by initializing an uniform dis-
tribution, D1(i, r), over training examples, i, and labels (i.e.,
speaker roles), r. After each round this distribution is up-
dated so that the example-class combinations which are eas-
ier to classify (e.g. the examples that are classified correctly
with the weak learners learned so far) get lower weights and
vice versa. The intended effect is to force the algorithm to
concentrate on examples and labels that will improve the
most the classification rule. To represent every example i
(i.e. every meeting participant in the training corpus), we
use word n-grams (n = 1, 2, and 3) from all the turns of a
speaker in a meeting as features.

The weak classifiers check the presence or absence of word
n-grams in the speaker’s turns, and can therefore be used
for analysis purposes. The final strong classifier is a linear
combination of the individual weak classifiers. We use a
held-out data set to compute the optimum number of iter-
ations for the classifier. The classifier outputs a probability
for the presence of each class for each speaker.

If ~di is the vector representing the transcription of the
interventions of meeting participant i, then the BoosTexter

approach estimates the probability p(~di | r) of the partici-
pant playing role r by combining the weak classifiers de-
scribed above. The participant i is assigned the role r∗ that
satisfies the following expression:

r∗ = arg max
r∈R

p(~di | r), (1)

where R is the set of the predefined roles.

2.2 Social Networks Based Role Recognition
This role recognition approach is based on the Affiliation

Networks (see upper part of Figure 2) [10], i.e. Social Net-
works where there are two kinds of nodes, the actors and
the events, and only links between different kinds of nodes
are allowed. The rationale behind this representation is that
people participating in similar sets of events are more likely
to interact with one another. Thus, actor nodes with simi-
lar sets of connections are expected to represent individuals
with high mutual interaction likelihood.

The set of the connections of an actor node ai is repre-
sented with a binary vector ~xi = (xi1, . . . , xiD), where D
is the number of events, and xij = 1 if actor ai partici-
pates in event ej and 0 otherwise. The more two vectors ~xi

and ~xl are similar, the more actors ai and al are likely to
interact because they participate together in many events.
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Figure 2: Social Affiliation Network. The figure
shows how the Affiliation Network (upper part) is
built starting from a speaker segmentation (lower
part), and how the vectors ~xi are obtained.

In the case of the meeting recordings, the actors are the
participants, and the events are segments of uniform length
that span the whole duration of a meeting (see lower part
of Figure 2). If D is the total number of segments for a
meeting, then the event en corresponds to the time interval
[(n − 1)T/D, nT/D], where T is the total duration of the
meeting. Actors are said to participate in an event when
they talk during the corresponding meeting segment. Thus,
the actors are supposed to have a higher probability of in-
teraction when they talk during the same intervals of time
(i.e., when they participate in the same events) than when
they talk in different intervals of time.

The most natural way of modeling binary vectors is to use
Bernoulli discrete distributions:

p(~xi | ~µr) =
D

Y

j=1

µ
xij

rj (1 − µrj)
1−xij , (2)

where ~µr = (µr1, . . . , µrD) is the parameter vector of the
distributuion related to role r. The maximum likelihood
estimates of the µri parameters are as follows [3]:

µri =
1

Nr

Nr
X

n=1

xni, (3)

where Nr is the number of people playing the role r in the
training set, and xnj is the jth component of the vector
representing the nth person playing the role r. A different
Bernoulli distribution can be trained for each role, and an
actor represented with a vector ~x will be assigned the role
r∗ satisfying the following equation:

r∗ = arg max
r∈R

p(~x | ~µr), (4)

where R is the set of the predefined roles.

2.3 Combination Approach
Both role recognition approaches described above esti-

mate the probability of a meeting participant playing a role
r. The combination is performed by multiplying the two
estimates as follows:

r∗ = arg max
r∈R

p(~x, ~d | r, ~µr)

= arg max
r∈R

β log p(~d | r) + (1 − β) log p(~x | ~µr), (5)

Role PM ME UI ID
Fraction 36.6% 22.1% 19.8% 21.5%

Table 1: Role distribution. The table reports the
average fraction of time each role accounts for in a
meeting.

where the factor β ensures that both terms are of the same
order of magnitude and contribute to the final decision. The
β value is selected through cross validation (see next sec-

tion). The techniques to estimate p(~d | r) and p(~x | ~µr) are
explained in the previous subsections.

3. EXPERIMENTS AND RESULTS
This section presents the data, the experiments and the

results obtained in this work.

3.1 Data and Roles
The experiments of this work are performed over the AMI

corpus [6], a collection of 138 meeting recordings for a total
of 45 hours and 38 minutes of material. The meetings are
simulated and are based on a scenario where the participants
are the members of a team working on the development of
a new remote control. Each meeting involves four partici-
pants playing one of the following roles: the Project Man-

ager (PM), the Marketing Expert (ME), the User Interface

Expert (UI), and the Industrial Designer (ID). Each par-
ticipant plays a different role, and all roles are represented
in each meeting. The same person can play different roles
in different meetings, and the fraction of meeting time that
each role accounts for, on average, is reported in Table 1.

3.2 Experiments
The training of the role recognition system is performed

using a leave-one-out approach: all the meetings of the cor-
pus are used for training the models with the exception of
one that is used as test set. Training and test are repeated as
many times as there are meetings in the corpus (138 in the
case of the AMI corpus), and each time a different meeting
is left out as test set. In this way, the whole corpus can be
used as test set while still keeping rigorously separated train-
ing and test set, as required to assess correctly the system
performance. The hyperparameters of the system (number
of AdaBoost iterations for the lexicon based approach, and
β factor for the combination) are tuned over a subset of 20
meetings randomly selected in the training set.

The performance is measured with the accuracy α, i.e.
with the percentage of data time correctly labeled in terms
of role. Table 2 reports the accuracies obtained by using
only Social Network Analysis, only lexical choices, and the
combination of the two. The lower part of the table shows
the results obtained using groundtruth speaker segmenta-
tion and speech transcripts, while the upper part of the ta-
ble shows the results obtained using the output of automatic
speaker diarization and speech recognition systems. The re-
sults are reported for the overall meetings, as well as for the
single roles separately.

The lexical choice appears to be, at least for the AMI
corpus, a more reliable cue for the recognition of the role.
The overall accuracy of the lexicon based system is signif-
icantly higher for both groundtruth (76.7% against 49.5%)



approach all PM ME UI ID
SNA (aut.) 43.1 75.7 16.4 41.2 13.4
lex. (aut.) 67.1 78.3 71.9 38.1 53.0
SNA+lex. (aut.) 67.9 84.0 69.8 38.1 50.1

SNA (man.) 49.5 79.0 20.3 44.9 24.6
lexical (man.) 76.7 92.0 70.3 60.1 60.9
SNA+lex. (man.) 78.0 95.7 68.8 60.1 61.6

Table 2: Role recognition results. The upper part of
the table shows the accuracies obtained over auto-
matic (aut.) speaker diarization and speech recog-
nition. The lower part reports the accuracies ob-
tained over manual (man.) speaker segmentation
and speech transcriptions.

and automatic data (67.1% against 43.1%). A possible ex-
planation is that the AMI corpus is particularly suitable for
lexical analysis, while it is rather unfavorable to the applica-
tion of SNA. On one hand, the content of the interventions is
constrained by the role and this helps the former approach,
on the other hand, the small number of participants limits
significanly the latter approach because the social networks
tend to be more meaningful when the number of people in-
creases [10].

The SNA based system appears to be more robust when
passing from the groundtruth data to the output of the auto-
matic systems for speaker segmentation and speech recogni-
tion. A possible explanation is that the SNA based approach
uses only the speaker segmentation that is performed with
high accuracy (around 97%), while the lexical based ap-
proach uses the speech transcriptions that are affected by
a much higher error rate (around 40%). As a result, while
the overall performance remains significantly different, the
accuracy for PM and UI is comparable for both systems (see
upper part of Table 2). Thus, the systems have similar per-
formance over more than 50% of the data time because PM
and UI account together for roughly 57% of the total AMI
corpus time (see Table 1).

The combination of the two systems improves only slightly
the performance of the best system (see table 2). The main
reason is probably that the performance of the SNA ap-
proach is too close to the chance (around 25%) for at least
two roles (ME and ID). Thus, the SNA does not bring use-
ful information in the combination, but simply some ran-
dom noise. This seems to be confirmed by the case of the
PM role, where the combination improves by almost 6% the
performance of the best classifier. Not surprisingly, the per-
formance of the SNA system over the PM is significantly
better than the chance.

4. CONCLUSIONS
This work has presented a role recognition approach based

on the combination of two systems relying on lexical choices
and interaction patterns, respectively. The results show that
roughly 70% of the data time is labeled correctly in terms of
role, and that the combination improves the best classifier,
in particular for the PM role.

The main limits of the approach are, on one hand, that the
Affiliation Networks are not sufficiently effective because the
participants are too few to give rise to a meaningful interac-
tion structure [10] and, on the other hand, that both com-

bined sources of information are extracted from the audio
channel while the integration of different modalities seems
to be the most effective technique to analyze social interac-
tions [12]. This suggests two potential directions for future
work: the recognition of roles in data where the number of
participants is sufficiently high for the social networks (like
in [9]), and the extraction of information from the video
channel. Moreover, the existing approach can be applied for
different kinds of roles in other data.
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