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Abstract 

Social Signal Processing (SSP) is the new cross-disciplinary research domain that aims at 
understanding and modelling social interactions (research in human-sciences) and at 
providing computers with similar abilities (research in computer science). SSP is still in its 
formative phase, and the journey towards artificial social intelligence and socially-aware 
computing is still long. This chapter surveys the current state of the art and summarizes 
issues that the researchers in this field face. 
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Glossary terms 
 
• Social Signals: communicative or informative signals which provide information about 

social facts (social interactions, social emotions, social evaluations, social 
attitudes and social relations) 

• Social Interactions: Social interactions are events in which actually or virtually 
present agents exchange an array of social actions, i.e. communicative and 
informative signals performed by one agent in relation to one or more other 
agents 

• Social Emotions: Emotions like admiration, envy, and compassion are that can be 
felt only toward another person 

• Social Evaluations: Social evaluations relate to assessing whether and how 
much the characteristics of a person comply with our standards of beauty, 
intelligence, strength, justice, altruism, etc. 

• Social Attitudes: positive or negative evaluation of a person or a group of 
people. Social attitudes include cognitive elements like beliefs, opinions, and 
social emotions. 

• Social Relations: A social relation is a relation between two (or more) persons in 
which these persons have related goals. 

 
 
1.  Social intelligence in men and machines 
 
The need of dealing effectively with social interactions has driven the evolution of 
brain structures and cognitive abilities in all species characterized by complex social 
exchanges including, in particular, humans (Gallese, 2006). The relationship 
between degree of expansion of the neocortex and size of the groups in primates is 
one of the most conclusive and important evidences of such a process (Dunbar, 
1992). Therefore, it is not surprising to observe that the computing community 
considers the development of socially intelligent machines an important priority 
(Vinciarelli et al., 2012), especially since computers left their traditional role of 
enhanced versions of old tools (e.g., word processors replacing typewriters) and 
became full social actors expected to seamlessly integrate into our everyday life 
(Nass et al., 1994; Vinciarelli 2009b). 
 Social Signal Processing (SSP) is one of the domains that contribute to the 
efforts aimed at endowing machines with social intelligence (see Section 2) and, in 
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particular, it focuses on modelling, analysis and synthesis of nonverbal behaviour in 
social interactions (Vinciarelli et al., 2009). The key idea of SSP is that computers 
can participate in social interactions by automatically understanding and/or 
synthesising the many nonverbal behavioural cues (facial expressions, vocalisations, 
gestures, postures, etc.) that people use to express, or leak, socially relevant 
information (attitudes, beliefs, intentions, stances, etc.).  
 Overall, SSP stems from three major research areas, namely human 
behaviour understanding, social psychology, and computer science. The former 
provides methodologies for dealing with non-verbal behaviour as a physical 
(machine detectable) phenomenon. Social psychology provides quantitative 
analyses of the relationship between nonverbal behaviour and social/psychological 
phenomena. Computer science provides technologies for machine detection and 
synthesis of these relevant phenomena within both human-human and human-
computer interaction context. The result is an interdisciplinary domain where the 
target is machine modelling and understanding the social meaning of human 
behaviour in interactive contexts. 
 While in its early stages – the expression “Social Signal Processing” was 
coined only a few years ago (Pentland, 2007) – the SSP research area have 
witnessed an impressive development in the past years, in terms of both knowledge 
accumulation and increase of interest from the research community. The domain has 
made significant progress in terms of social phenomena made accessible to 
technological investigation (roles, personality, conflict, leadership, mimicry, 
attraction, stances, etc.), methodologies adopted (regression and prediction 
approaches for dimensional assessments, probabilistic inference for modelling and 
recognition of multimodal sequences of human behaviour, combinations of multiple 
ratings and crowdsourcing for attaining a more reliable ground truth, etc.) and 
benchmarking campaigns carried out (facial expression recognition, automatic 
personality perception, vocalisations detection, etc.). Furthermore, major efforts 
have been done towards the definition of social signals (Mehu & Scherer, 2012; 
Poggi & D’Errico, 2012), the delimitation of the domain’s scope (Brunet et al., 
2012), and setting a research agenda for the progress in the field (Pantic et al., 
2011). Figure 1 shows the number of technology oriented events (workshops, 
conferences, and symposia) and publications revolving around social interactions. 
The trend speaks for itself and is still growing at the moment this article is being 
written.  
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Figure 1. The upper plot shows the number of technology-oriented events (workshops, 
summer schools, symposia, etc.) with the word “social” in their title, as advertised in the 
“dbworld” mailing list. The lower plot shows the same information for the papers available 
via the IEEE-Xplore and the ACM Digital Library. 
 
 The rest of this chapter provides an account of the main results achieved so 
far as well as an indication of remaining challenges and most promising 
applications.    
 
 
2. Social Signal Processing: Definition and Context 
 
In 2007, Alex Pentland coined the expression “Social Signal Processing” (Pentland, 
2007), to describe pioneering efforts in inferring socially relevant information from 
non-verbal behavioral cues (e.g., at predicting the outcome of a salary negotiation 
based on the way the participants talk, but not on what the participants say). Since 
then, the domain has continued to grow and addresses an increasingly wider 
spectrum of scenarios. The scope of the field, according to a widely accepted 
definition (Brunet et al., 2012), is to study signals (in a broad everyday sense of the 
word) that: 
 
• are produced during social interactions, 
• that either play a part in the formation and adjustment of relationships and 

interactions between agents (human and artificial), 
• or provide information about the agents, 
• and that can be addressed by technologies of signal processing and synthesis. 
 
 The relationship between SSP and the other socially aware technologies can 
be analyzed in terms of two main dimensions, namely the scale of the interactions 
under consideration and the processing level. The first dimension ranges between 
dyads and online communities including millions of individuals, the second 
between high level, easily detectable electronic evidences (e.g., the exchange of an 
e-mail or a “connection” in social media like “LinkedIn”) and low-level, subtle 
behavioral cues that need complex signal processing and machine learning 
techniques to be detected (e.g., individual action units in facial expressions or short-
term changes in speech prosody).  
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 In such a framework of reference, SSP considers only small-scale scenarios 
(rarely more than four individuals) where it applies low-level processing techniques, 
mostly to audio and video data. SSP approaches typically rely on subtle behavioral 
cues and address social phenomena as complex as role-playing, personality, 
conflict, emotions, etc. At the opposite side of the spectrum, Social Network 
Analysis approaches can take into account millions of people, but typically depend 
on electronic traces left during the usage of web-based technologies (see above).  
 In between these extremes, it is possible to find areas that target middle scale 
groups (50-150 individuals), often corresponding to actual communities such as the 
members of an organization (e.g., a company or a school) analyzed during its 
operations. One example is reality mining (Eagle & Pentland, 2005; Raento et al., 
2009), the domain using the smartphones as sensors for social and other activities. 
Interaction evidences used in this case include both high level cues (e.g., phone calls 
or text messages) and low-level behavioral signals such as fidgeting (captured via 
accelerometers) or proximity to others (captured via Bluetooth). Another example is 
the design of sociotechnical systems (de Bruijn and Herder, 2009). In this case the 
goal is to analyze and optimize the impact of technologies on groups of people 
sharing a particular setting (e.g., the employees of a company or the inhabitants of a 
building). This area considers high-level evidence such as usage logs, field 
observations and questionnaires.  
 A recent trend is to apply SSP inspired approaches to data collected in social 
media like, e.g., blogs, YouTube videos, etc. The number of involved subjects is 
typically high (100-500 people), but these tend to be considered individually and 
not as a community. The main difference with respect to “standard” SSP approaches 
is the adoption of social network inspired features (e.g., number of times a video has 
been watched, on-line ratings, etc.) typically available in social media (Biel and 
Gatica-Perez, 2012; Salvagnini et al., 2012). Last, but not least, is the research on 
socially aware approaches aimed at computer supported communication and 
collaboration. In this field, the goal is not to understand or synthesize social 
interactions, but to support - and possibly enhance - social contacts between 
individuals expected to accomplish common tasks or communicate via computer 
systems (Grudin and Poltrock, 2012). In this case, the focus is typically on building 
infrastructures (virtual spaces, interfaces, etc.) that facilitate basic social 
mechanisms such as eye contact, information sharing, turn-organization, focus of 
attention, etc. Such technologies typically address small groups (2-10 people) of 
non co-located individuals.  
 
3. Social Signals  

 
Social signals are the key concept of SSP and their definition is still subject of 
research in the human sciences community (Mehu et al., 2012; Poggi et al., 2012). 
In an evolutionary-ethological perspective, social signals are behaviours that have 
co-evolved across multiple subjects to make social interaction possible (Mehu and 
Scherer, 2012). From a social psychological point of view, social signals include 
any behaviour aimed at engaging others in a joint activity, often communication 
(Brunet and Cowie, 2012). This work adopts the cognitive perspective proposed by 
Poggi and D’Errico (2012), where social signals are defined as “communicative or 
informative signals which [...] provide information about social facts”, i.e. about 
social (inter)actions, social emotions, social evaluations, social attitudes and social 
relations. 
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Social (Inter)actions -- Social interactions are events in which actually or virtually 
present agents exchange an array of social actions, i.e. communicative and 
informative signals performed by one agent in relation to one or more other agents. 
Typical communicative signals in social interactions are backchannel signals such 
as head nods, gaze exchanges, and rapport, which inform the recipient that her 
interaction partner is following and understanding her (Miles et al, 2009). 
 
Social Emotions -- A clear distinction can be made between individual and social 
emotions. Happiness and sadness are typical examples of individual emotions – we 
can be happy or sad on our own; our feelings are not directed to any other person. 
On the other hand, admiration, envy, and compassion are typical examples of social 
emotions – we have these feelings toward another person. Signals revealing 
individual emotions of a person and those communicating social emotions both 
include facial expressions, vocal intonations and outbursts, and body gestures and 
postures (Mayne & Bonanno, 2001). 
 
Social Evaluations -- Social evaluation of a person relates to assessing whether and 
how much the characteristics of this person comply with our standards of beauty, 
intelligence, strength, justice, altruism, etc. We judge other people because based on 
our evaluation we decide whether to engage in a social interaction with them, what 
types of social actions to perform, and what relations to establish with them 
(Gladwell, 2005). Typical signals shown in social evaluation are approval and 
disapproval, at least when it comes to the evaluator. As far as the evaluated person 
is concerned, typical signals involve those conveying desired characteristics such as 
pride, self-confidence, and mental strength, which include raised chin, erected 
posture, easy and relaxed movements, etc. (Manusov & Patterson, 2006) 
 
Social Attitudes -- Social attitude can be defined as a positive or negative 
evaluation of a person or a group of people (Gilbert et al., 1998). Social attitudes 
include cognitive elements like beliefs, opinions, and social emotions. All these 
elements determine (and are determined by) preferences and intentions (Fishbein & 
Ajzen, 1975). Agreement and disagreement can be seen as being related to social 
attitudes. If two persons agree then this usually entails an alliance and a mutually 
positive attitude. This is in contrast to disagreement, which typically implies 
conflict and mutually negative attitude. Typical signals of agreement and 
disagreement are head nods and head shakes, smiles, crossed arms, etc. (Bousmalis 
et al., 2012). 
 
Social Relations -- A social relation is a relation between two (or more) persons in 
which these persons have related goals (Kelley & Thibaut, 1978). Hence, not every 
relation is a social relation. Two persons sitting next to each other in a bus have a 
physical proximity relation, but this is not a social relation, although one can rise 
from it. We can have many different kinds of social relations with other people: 
dependency, competition, cooperation, love, exploitation, etc. Typical signals 
revealing social relations include the manner of greeting (saying ‘hello’ signals the 
wish for a positive social relation, saluting signals belonging to a specific group like 
the army), the manner of conversing (e.g., using the word ‘professor’ signals 
submission), mirroring (signalling wish to have a positive social relation), spatial 
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positioning (e.g., making a circle around a certain person distinguishes that person 
as the leader), etc. 
 
 
4. Machine Analysis of Social Signals 
 
The core idea behind machine analysis of social signals is that these are physical, 
machine detectable traces of social and psychological phenomena that may not be 
observed directly (Vinciarelli et al., 2012). For this reason, typical SSP technologies 
include two main components (Vinciarelli et al., 2009). The first aims at detecting 
the morphology (or the very simple existence) of social signals in data captured 
with a wide array of sensors, most commonly microphones and cameras. The 
second aims at interpreting detected social signals in terms of social facts (see 
above), according to rules/ principles proposed in the large body of literature in  
human sciences.  
 
Social (Inter)actions – In the past decade, a significant progress in automatic audio 
and/or visual recognition of communicative signals like head nods, smiles, laughter 
and hesitation has been reported (De la Torre & Cohn, 2011; Schuller et al., 2013). 
Reviews of such technologies are included in Section 2 of this volume. However, a 
multitude of social signals underlying the manifestation of various social facts 
involve explicit representation of the context, time, and interplay between different 
modalities. For example, in order to model gaze exchanges or mimicry (Delaherche 
et al., 2012), which are crucial for inferring rapport, empathy, and dominance, all 
interacting parties and their mutual multimodal interplay in time should be 
modelled. Yet, most of the present approaches to machine analysis of social signals 
and human behaviours are neither multimodal, nor context-sensitive, nor suitable 
for handling multiple interacting parties and longer time scales (Pantic, 2009; De la 
Torre & Cohn, 2011, Delaherche et al., 2012). Hence, proper machine modelling of 
social interactions and the related phenomena like rapport and interaction cohesion 
is yet to be attempted. 
 
Social Emotions -- Whilst the state of the art in machine analysis of basic emotions 
such as happiness, anger, fear and disgust, is fairly advanced, especially when it 
comes to analysis of acted displays recorded in constrained lab settings (Zeng et al., 
2009), machine analysis of social emotions such as empathy, envy, admiration, etc., 
is yet to be attempted. Although some of social emotions could be arguably 
represented in terms of affect dimensions -- valence, arousal, expectation, power, 
and intensity -- and pioneering efforts towards automatic dimensional and 
continuous emotion recognition have been recently proposed (Gunes & Pantic, 
2010; Nicolaou et al., 2012), a number of crucial issues need to be addressed first if 
these approaches to automatic dimensional and continuous emotion recognition are 
to be used with freely moving subjects in real-world multi-party scenarios like 
patient-doctor discussions, talk-shows, job interviews, etc. In particular, published 
techniques revolve around the emotional expressions of a single subject rather than 
around the dynamics of the emotional feedback exchange between two subjects, 
which is the crux in the analysis of any social emotions. Moreover, the state of the 
art techniques are still unable to handle natural scenarios such as incomplete 
information due to occlusions, large and sudden changes in head pose, and other 
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temporal dynamics typical of natural facial expressions (Zeng et al. 2009), which 
must be expected in real-world scenarios in which social emotions occur. 
 
Social Evaluations -- Only recently, efforts have been reported towards automatic 
prediction of social evaluations including personality and beauty estimation. 
Automatic attribution of personality traits, in terms of the “Big Five” personality 
model, attracts increasingly more attention in the last years (Pianesi et al., 2008; 
Olguin-Olguin et al., 2009; Zen et al., 2010; Mairesse et al., 2012; Polzehl et al., 
2010; Pianesi, 2013). Most of the works rely on speech, especially after personality 
perception benchmarking campaigns organized in the speech processing community 
(Schuller et al., 2013; Lee et. al. this volume). The cues most commonly adopted 
include prosody (pitch, speaking rate, energy and their statistics across time), voice 
quality (statistical spectral measurements) and, whenever the subject is involved in 
interactions, turn-organization features (see above). Other cues that appear to have 
an influence, especially from a perception point of view, are facial expressions, 
focus of attention, fidgeting, interpersonal distances, etc. However, automated 
approaches using such visual cues are yet to be attempted. The results change 
depending on the setting, but it is frequent to observe that the best predicted traits 
are extraversion and conscientiousness, in line with psychology findings showing 
that such personality dimensions are the most reliably perceived in humans as well 
(Judd et al., 2005).  
 
Automatic facial attractiveness estimation have been attempted based on the facial 
shape (e.g., Gunes & Piccardi, 2006, Schmid et al., 2008, Zhang et al., 2011) as well 
as based on facial appearance information encoded in terms of Gabor filters 
responses (Whithehill & Movellan, 2008) or eigenfaces (Sutic et al., 2010). A 
survey of the efforts on the topic is reported by Bottino & Laurentini (2010). 
However, the research in this domain is still in its very first stage and many basic 
research questions remain unanswered including exactly which features (and 
modalities) are the most informative for the target problem. 
 
Social Attitudes – Similarly to social emotions and social evaluations, automatic 
assessment of social attitudes has been attempted only recently and there are just a 
few studies on the topic. Conflict and disagreement have been detected and 
measured, in both dimensional and categorical terms using prosody, overlapping 
speech, facial expressions, gestures and head movements (Kim et al., 2012; 
Bousmalis et al., 2012, 2013). Dominance has been studied in particular in 
meetings, where turn-organization features and received visual attention were 
shown to be the best predictors (Hung et al., 2009; Gatica-Perez, 2009).  
 
Social Relations – One of the most common problems addressed in SSP is the 
recognition of roles, whether this means to identify people fulfilling specific 
functions in well-defined settings like, e.g., anchorman in a talk show or chairman 
in a meeting (Barzilay et al., 2000; Liu, 2006; Laskowski et al., 2008; Gatica-Perez, 
2009; Salamin and Vinciarelli, 2012), or to address the very structure of social 
interactions in small groups by tackling roles observable in every social situation 
like, e.g., attacker, neutral, supporter, etc. (Banerjee and Rudnicky, 2004; Dong et 
al., 2007, Valente and Vinciarelli, 2011). The social signals that appear to be most 
effective in this problem are those related to turn-organization -who talks when, how 
much and with whom - in line with the indications of conversation analysis, the 
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domain that studies the social meaning behind the way interaction is organized 
(Sacks et al., 1974). Speaking time distribution across different interaction 
participants, adjacency pair statistics between different individuals, average length 
of turns, number of turns per individual, number of turns between consecutive turns 
of the same individual, and variants of these measurements lead to high role 
recognition performances in almost every setting considered in the literature. The 
analysis of turn-organization is typically performed by applying speaker diarization 
approaches to audio data, i.e. technologies that segment audio data into time 
intervals expected to correspond to an individual voice. After such a step, it is 
possible to measure turn-organization features and apply pattern recognition to 
assign each person a role. Limited, but statistically significant improvements come 
from a variety of other cues, including lexical choices, fidgeting, focus of attention, 
prosody, etc. None of these cues produces, individually, satisfactory results. 
Therefore they appear only in multimodal approaches where they improve the 
performance achieved with turn-organization cues. 

 
 

5. Machine Synthesis of Social Signals 
 
Most of the efforts in machine synthesis of social signals aim at artificially 
generating social actions, informative and communicative signals displayed by an 
artificial agent in relation to another, typically human (Poggi and D’Errico, 2012). 
However, the latest efforts target the synthesis of more complex constructs, in 
particular emotions and attitudes, that typically require the coordinated synthesis of 
several social actions at the same time (Vinciarelli et al., 2012).  
 
Social (Inter)actions – One of the most challenging goals for an artificial agent is 
to get involved in conversations with humans. Therefore, social actions typical of 
such a setting are those that have received most attention. Since an agent is expected 
to actively participate, the ability of appropriately grabbing and releasing the floor is 
a priority and it is typically modeled via action-perception loops (Bonaiuto and 
Thorisson, 2008) or imitation (Prepin and Revel, 2007). However, in order to 
appear natural, agents must be active not only when they intervene and talk, but also 
when they listen. Such a goal is achieved by simulating back-channel cues like 
head-nodding, laughter, vocalizations (e.g., “yeah”, “ah-ah”, etc.) and other 
behaviors people display to show attention. The main issue is to identify the 
moments when such cues are appropriate. The most common approaches consist of 
reacting when the speaker shows certain cues (Maatman et al., 2005), using 
probabilistic models that predict the best back-channel “spots” (Morency et al., 
2007), or analyzing what the interlocutors say (Kopp et al., 2008). When the agent 
is a robot, or any other machine that can move, listening behavior includes 
proxemics as well, i.e. the use of space and distances as a social cue. Two 
approaches are commonly adopted for this purpose, the social force model (Jan and 
Traum, 2007) and the simulation of human territoriality (Pedica and Vilhjalmsson, 
2009). 
 
Social Emotions – In many scenarios, the expression of social emotions like 
empathy through a virtual humans face (Niewiadomski et al. 2008, Ochs et al. 2010) 
and voice (Schroeder, 2009) or any other form of nonverbal behavior is very 
important. Besides expression synthesis, the research community has devoted much 
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energy in defining and implementing computational models of behaviors that 
underlie the decisions on the choice of emotional expression. For an overview see 
Marsella et al. (2010). 
 
Social Evaluations – The computational models of emotions, based on appraisal 
models typically contain variables that deal with the evaluation of the human 
interlocutor and the situation the agent is in. On the other hand, many studies 
dealing with the evaluation of virtual humans (Ruttkay & Pelachaud 2004) consider 
the other side of the coin: the question of how the agent is perceived by the human. 
This can pertain to any of the behaviors exhibited by the agent and any dimension. 
For instance, Ter Maat and Heylen (2009) consider how different turn-taking 
strategies evoke different impressions, while De Melo & Gratch (2009) consider the 
effect of wrinkles, just to give two extreme examples of behaviors and dimensions 
of expression that have been related to social evaluation. 
 
Social Attitudes – The synthesis of attitudes requires the artificial generation of 
several cues in a coordinated fashion as well as coherence in the behavior displayed 
by the agent. Since artificial agents are used in scenarios where they are expected to 
provide a service (museum guiding, tutoring, help-desk dialogues, etc.), the attitude 
most commonly addressed is politeness. In the simplest approaches, politeness does 
not arise from an analysis of the interlocutor’s behavior, but from predefined 
settings that account for power distance (Gupta et al., 2007; Porayska-Pomsta and 
Mellish, 2004). Such a problem is overcome in (de Jong et al., 2008), where the 
politeness degree of the interlocutor is matched by the agent in a museum guide 
scenario.  
 
 A crucial channel through which any attitude can be conveyed is speech and 
major efforts have been spent towards the synthesis of “expressive” voices, i.e. 
voices capable of conveying something more than just the words being uttered 
(Schroeder, 2009). Initial approaches were based on the collection of short speech 
snippets extracted from natural speech expressing different attitudes. The snippets 
were then played back to reproduce the same attitude. Such an approach has been 
used to make agents capable of reporting differently on good rather than bad news 
(Pitrelli et al., 2006), of giving orders (Johnson et al., 2002) or of playing characters 
(Gebhard et al., 2008). The main drawback of such approaches is that it is necessary 
to collect examples for each and every attitude to be synthesized. Thus, current 
techniques try to represent expressiveness in terms of parameters that can be 
manipulated to allow agents to express desired attitudes (Schroeder, 2007; Zovato et 
al., 2004).  
 
Social Relations – The Laura agent was one of the first agents that was extensively 
studied in a longitudinal study (Bickmore & Picard, 2005). One of the major 
research interests in developing the agent for this study was modeling the long-term 
relations that might develop between the agent and the user over the course of 
repeated interactions. This involved modeling many social psychological theories 
on relationships formation and friendship. Currently, there is a surge of work on 
companion agents and robots (Leite et al. 2010, Robins et al, 2012). 
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6. Conclusions 
 
Social Signal Processing (SSP) is the new research and technological domain that 
aims at providing computers with the ability to sense and understand human social 
signals. SSP is in its initial phase and the researchers in the field face many 
challenges (Pantic et al., 2011). Given the current state of the art in automatic 
analysis of social signals, the focus of future research efforts in the field should be 
on tackling the problem of context-constrained and multi-party analysis of 
multimodal behavioural signals shown in temporal intervals of various length. As 
suggested by Pantic (2009), this should be treated as one complex problem rather 
than a number of detached problems in human sensing, context sensing, and human 
behaviour understanding. Given the current state of the art in automatic analysis of 
social signals, it may take decades to fully understand and be able to synthesize 
various combinations of social signals that are appropriate for different contexts and 
different conversational agents. There are many issues involved and one of those is 
that it is not self-evident that synthetic agents should behave in the same way as 
humans do, or that they should exhibit faithful copy of human social behaviours. On 
the contrary, evidence from the cartoon industry suggests that, in order to be 
believable, cartoon characters need to show strongly exaggerated behaviour. This 
suggests further that a trade-off between the degree of naturalness and the type of 
(exaggerated) gestural and vocal expression may be necessary for modeling 
believable conversational agents’ behavior. All in all, the journey towards artificial 
social intelligence and socially-aware computing is still long and many aspects of it 
are yet to be attempted. 
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