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Abstract—Conflict is one of the most important phenomena of social life, but it is still largely neglected by the computing community.
This work proposes an approach that detects common conversational social signals (loudness, overlapping speech, etc.) and predicts
the conflict level perceived by human observers in continuous, non-categorical terms. The proposed regression approach is fully
Bayesian and it adopts Automatic Relevance Determination to identify the social signals that influence most the outcome of the
prediction. The experiments are performed over the SSPNet Conflict Corpus, a publicly available collection of 1430 clips extracted
from televised political debates (roughly 12 hours of material for 138 subjects in total). The results show that it is possible to achieve a
correlation close to 0.8 between actual and predicted conflict perception.
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1 INTRODUCTION

WHENEVER it takes place, interpersonal conflict in-
fluences the life of groups to a significant extent,

most often with negative consequences [1]. In the work-
place, conflict spans from minor disagreements to physi-
cal assault and, in all cases, is one of the most important
causes of stress [2]. At home, marital conflict is a major
source of distress and, if not properly handled, can lead
families to disintegration [3]. In general, interpersonal
conflict is likely to cause long-term, negative effects on
the rapport between individuals [4].

For socially intelligent technologies, expected to
understand and seamlessly integrate human interac-
tions [5], [6], predicting conflict perception can be the
first step towards dealing appropriately with the phe-
nomenon. In particular, domains that can benefit from
conflict measurement are, e.g., automatic analysis of
content in multimedia data [7], meeting analysis [8],
social robotics [9] and any other area where automatic
understanding of human-human interactions can play a
role.

This work focuses on televised political debates. The
rationale behind such a choice is that debates are of-
ten built around conflict (e.g., between two or more
competing candidates) and the chances of observing the
phenomenon, possibly including a dose of incivility [10],
have been increasing during the last years [11]. In this
respect, political debates might be similar to other situa-
tions (e.g., work meetings) where social norms are tight
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and impose behavioral limitations, but issues at stake are
important and conflict is still observable.

The literature shows that individuals involved in con-
flict tend to display both positive and negative emotions
as well as different levels of arousal [12]. Furthermore,
the main effect of emotions in conflict seems to be
the choice of strategies (e.g., avoidance vs. engagement)
that can correspond to different behavioral displays [13],
[14]. Therefore, this work privileges social signals that,
following the literature, tend to be less ambiguous as
conflict markers [3], [15], [16], [17], [18].

According to different theoretic orientations, social
signals correspond to “acts or structures that influence the
behavior or internal state of other individuals” [19], “commu-
nicative or informative signals which [...] provide information
about social facts” [20], or “actions whose function is to bring
about some reaction or to engage in some process” [21]. In
other words, social signals are observable behaviors that
not only convey information about social phenomena,
but also influence others and their behaviors.

Following the Social Signal Processing methodol-
ogy [5], this work proposes an approach that auto-
matically detects social signals typical of conversations
and, based on their frequency and intensity, it predicts
the conflict level perceived in the social interactions
under analysis. The social signals most likely to account
for the conflict level were identified with crowdsourc-
ing techniques (551 annotators involved via Mechanical
Turk) and then represented with features automatically
extracted from the data. The literature shows that auto-
matic speech transcriptions do not result in deteriorated
emotion recognition even when the word error rate is
significant [22]. This is likely to apply to automatic
conflict perception as well, but focusing on the sole non-
verbal communication is a common approach and can
still lead to good results (see [6] for an extensive survey).

The experiments were performed over the SSPNet
Conflict Corpus, a publicly available collection of 1430
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clips extracted from a database of political debates
(roughly 12 hours of material including 138 subjects).
The results show a correlation close to 0.8 between
automatically predicted and manually annotated conflict
level.

To the best of our knowledge, this is the first work
that not only deals with conflict in dimensional terms, but
also it proposes a Bayesian approach for Automatic Rele-
vance Determination (ARD) in Gaussian Processes [23],
i.e. for weighting the features according to their influ-
ence on the regression output. This is an improvement
with respect to previous work on the SSPNet Conflict
Corpus that was based on categorical approaches [7] or
regression techniques without ARD [24]. In the proposed
approach, features are first pruned out of the model
by adopting Maximum Likelihood optimization; second,
full characterization of the posterior distribution of the
ARD parameters is carried out based on Markov chain
Monte Carlo (MCMC). This is motivated by the diffi-
culties in characterizing the full posterior distribution
of such parameters [25], especially in the application
considered here, which involves a large number of ARD
parameters.

The rest of this paper is organized as follows: Section 2
proposes a survey of previous work in the literature,
Section 3 describes the data collection and annotation
process, Section 4 presents the automatic detection of
social signals in speech, Section 5 describes the approach
for the conflict level prediction, Section 6 reports on
experiment and results and the final Section 7 draws
some conclusions.

2 PREVIOUS WORK

The computing community is making significant efforts
towards the development of socially intelligent machines
that sense and understand the social landscape like
humans do [5]. The literature proposes a large number
of approaches dealing with some of the most important
social and psychological phenomena (see [6] for an
extensive survey), but conflict has received only limited
attention because it is difficult to access ecologically
valid data [26]. For this reason, earlier works focused
on agreement and disagreement, easier to observe and an-
notate, while actual conflict detection and measurement
approaches appeared only recently.

2.1 Disagreement Detection
Agreement and disagreement are defined as a relation
of congruence or opposition, respectively, between opin-
ions expressed by multiple parties involved in the same
interaction [27]. The detection of disagreement (see [28]
for a survey) is relevant to conflict analysis because the
two phenomena, while being different, often co-occur.
Most of the experiments were performed over meeting
recordings [29], [30], [31], [32], [33], but recent work
shifted towards political debates, a scenario where con-
flict and disagreement are more likely to take place [34].

Table 1 provides a synopsis of the main works available
in the literature.

The approach proposed in [29] adopts heuristic fea-
tures accounting for both verbal and non-verbal aspects
of interaction. The former include number and type
(“positive” and “negative”) of words, as well as the per-
plexity of statistical language models trained over both
agreement and disagreement samples. The latter include
fundamental frequency statistics (maximum, minimum
and average) and duration of speech “spurts” (“a period
of speech by one speaker that has no pauses of greater than
one half second” according to the definition given in the
work). The classification is performed using decision
trees and the accuracy (percentage of correctly classified
spurts) is 61%. The approach proposed in [32] uses the
same data as in [29], but it adopts a Maximum-Entropy
ranking technique for the classification of spurts. The
features include speaker adjacency statistics (e.g., num-
ber of spurts between interventions of two speakers),
duration modeling (e.g., amount of time a speaker talks)
and lexical measurements (e.g., the number of words in
a spurt). The accuracy in a four-way classification task
(including disagreement among classes) is 84.0%.

The experiments of [30], [31] aim at automatic detec-
tion and classification of “hot spots”, meeting segments
where participants are particularly engaged (including
disagreement moments). The first work [30] uses di-
alogue acts, word counts and perplexity of language
models trained over large corpora of written text as
features. The detection of disagreement hot spots is then
performed with decision trees and the chance normal-
ized accuracy goes up to 0.4. The second work [31] iden-
tifies deviations of fundamental frequency and energy
as a reliable evidence of several hot spots, including
disagreement. In the same vein, the features of [33]
include dialogue acts (not only of the segment to be
classified, but also of the neighboring ones to take into
account the context), lexical choices (e.g. part of speech
tags and key-words selected via an effectiveness ratio)
and prosody (energy, pitch and speech rate). Agreement
and disagreement detection, performed using decision
trees and Conditional Random Fields, leads to an F1
measure close to 45%. The F1 measure corresponds to
2αβ/(α+β), where α is the precision (probability that a
sample assigned to a class actually belongs to that class)
and β is the recall (probability that a sample actually
belonging to a class is assigned to that class).

An attempt to go beyond the simple classification
of agreement and disagreement episodes was proposed
in [34], where Hidden State Conditional Random Fields
are applied to investigate the dynamics of disagreement
in political debates. The input cues are prosody (energy
and pitch) as well as automatically detected gestures.
The maximum accuracy achieved is close to 65%.

2.2 Conflict Detection
One of the reasons why early work focused on disagree-
ment is that meeting scenarios are often co-operative
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Ref. Subjects Behavioral Cues Phenomenon Annotation Data Performance

[7] 138
Turn Organization

conflict categorical SSPNet Conflict F1 = 76.1% clipProsody Corpus accuracy (3 classes)Speaker Adjacency Stats.

[24] 138
Turn Organization

conflict dimensional SSPNet Conflict correlation 0.75
Prosody Corpus predicted / real

Speaker Adjacency Stats. conflict level

[29] 40-50 Prosody (dis)agreement categorical 9854 spurts
61% accuracyLexical ICSI Meetings

[30] 53 Dialogue Acts hot spots categorical 32 ICSI meetings 0.4 chance
Lexical normalized accuracy

[31] 20-30 Prosody hot spots categorical 13 ICSI meetings significant correlation

[32] 40-50 Duration, Lexical (dis)agreement categorical 9854 spurts
84% accuracySpeaker Adjacency ICSI Meetings

[33] 16 Prosody, Lexical (dis)agreement categorical 20 AMI Meetings F1 ∼ 45%Dialogue Acts

[34] 44 Prosody (dis)agreement categorical 147 Debate clips
64.2% accuracyGestures from Canal9

[36] 26
Turn Organization

conflict categorical 13 Debates 80.0% turnSteady Conversational from Canal9 classification accuracyPeriods

[37] 138
Overlapping Speech

conflict categorical SSPNet Conflict UAR = 83.1% clipto Non-Overlapping Corpus accuracy (2 classes)Speech Ratio

[38] (1) 138
Feature Selection

conflict categorical SSPNet Conflict UAR = 83.9% clipOver OpenSmile Corpus accuracy (2 classes)Acoustic Features

[38] (2) 138
Feature Selection

conflict dimensional SSPNet Conflict correlation 0.82
Over OpenSmile Corpus predicted / real
Acoustic Features conflict level

[39] 26 Lexical blaming categorical 130 Couple > 70.0%
acceptance Therapy Sessions classification accuracy

TABLE 1
The table shows the most important works dedicated to conflict and disagreement. The performances are reported for
the sake of completeness, but they cannot be compared because they are not always obtained over the same data.

(like in the case of the AMI meetings) or involve in-
dividuals unlikely to engage in conflict [33]. Hence, it
is not surprising to observe that approaches explicitly
aimed at the detection of conflict appeared only recently,
when data portraying conflictual interactions became
available [28], [35]. In particular, recent work has turned
towards political debates [7], [24], [36], [37], [38] and
couple therapy sessions [39], two settings where conflict,
defined as an interaction process where different parties
pursue incompatible goals (see Section 3 for more de-
tails), is a more frequent phenomenon. Table 1 provides
details of the main works available in the literature.

Experiments and approaches presented in [7], [36]
deal with categorical definitions of conflict. In the case
of [36], conflict is considered present or absent, while the
other work considers three possible levels (absent-to-low,
middle, high). The approach is based on “Steady Conver-
sational Periods”, i.e. statistical representations of stable
conversational configurations (e.g., everybody talks, one
person talks and the others listen, etc.). An approach
based on Generative Score Spaces [40] allows the authors
to segment the data into “conflict / non-conflict intervals”.
The percentage of data time correctly labeled in such

terms is 80%.
The work in [7] uses the same data of this work (see

Section 3.1), but it adopts a categorical approach. The pa-
per takes into account prosodic features (statistics from
pitch, energy and articulation rate), speaker adjacency
statistics, overlapping speech and turn-organization.
Then, it applies Support Vector Machines to assign clips
extracted from political debates to one of the three
classes mentioned above. The resulting F1 score is
76.1%. The work in [24] uses the same features as [7],
but it adopts a dimensional representation of conflict.
Therefore, the goal of the work is not the classification
or the detection, but the measurement of conflict level. A
regression approach based on Gaussian Processes allows
the authors to reach a correlation close to 0.8 between
actual and predicted conflict level.

Two conflict related tasks, based on the data of this
work (see Section 3.1), were proposed at the “Inter-
speech 2013 Computational Paralinguistics Challenge” [41]:
the binary classification of the samples into high and
low conflict and the prediction of the continuous con-
flict level associated to each sample. The classification
task was addressed in [37], [38]. In the first work [37],
the experiments show that Unweighted Average Recall
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(UAR) values higher than 80% can be achieved by using
only one feature, namely the ratio of overlapping speech
to non-overlapping speech (the value of the feature is
predicted using 6373 acoustic features provided by the
challenge organizers [41]). In the second work [38], the
application of a random subset selection approach to the
6373 acoustic features above leads to a UAR of 83.9%.
The same feature selection approach is used to predict
the continuous conflict level as well and the resulting
correlation between actual and predicted value is 0.82.

The last approach [39] works on a large corpus of
couple therapy sessions and predicts the attitude of one
spouse towards the other as perceived by observers.
It adopts lexical features (frequency of appearance of
words used by each subject) to identify, among others,
blaming or acceptance attitudes, possibly accounting for
the presence or absence of conflict, respectively. Accura-
cies higher than 70% are achieved for both classes.

3 CONFLICT AND ITS PERCEPTION

The definitions proposed in the literature are multiple
and diverse, but they tend to agree on one point, namely
that conflict takes place whenever multiple parties in-
volved in an interaction pursue incompatible goals (or
at least perceive this to happen): “conflict is a process in
which one party perceives that its interests are being opposed
or negatively affected by another party” [42], “[conflict takes
place] to the extent that the attainment of the goal by one
party precludes its attainment by the other” [43], “Conflict is
perceived [...] as the perceived incompatibilities by parties of
the views, wishes, and desires that each holds” [13], etc.

Goals, interests, views, etc. are not accessible to ob-
servation, but they influence behavior. Therefore conflict
can be perceived and detected, at least in principle,
through its effect on the way people behave, including
social signals being displayed [3], [15], [16], [17], [18].
For this reason, the annotation process applied in this
work aims at “measuring” the link between observable,
possibly machine detectable social signals, and the level
of conflict as perceived by human observers.

3.1 The Data

The experiments of this work are performed over tele-
vised political debates (see Section 1 for the motivations).
Television material “can engender the neglect of minimal
requirements for experimental control of important determi-
nants” [44]. However, it can be considered a reliable
alternative to field data [45] and it is often used for
research on emotions [46] or nonverbal behavioral cues
like, e.g., facial expressions [47]. Furthermore, debate
participants are likely to have incompatible goals: if one
politician gets elected, the other does not, if one party
acquires consensus, the other loses it, etc. Therefore,
according to the definition provided at the beginning of
Section 3, the probability of observing conflict in the data
should be sufficiently high.

In particular, the data used in this work were extracted
from “Canal9”, a database of political debates televised in
Switzerland during 2005 [35]. The Canal9 debates were
segmented into uniform, non-overlapping windows of
30 seconds and only the segments portraying at least two
persons were retained. Compared to shorter windows
or analysis units, 30 seconds long segments are less am-
biguous and, therefore, the annotations are more likely
to converge. The result is a collection of 1430 clips - the
SSPNet Conflict Corpus - showing 138 subjects for a total
length of 11 hours and 55 minutes. The data is publicly
available1 and it was used as a benchmark for the
“Interspeech 2013 Computational Paralinguistics Challenge”
(see Section 2) [41].

The length of the clips is an empirical tradeoff between
two conflicting needs: the first is that the windows must
be long enough to have a reasonable chance of including
at least two speakers (otherwise it is not possible to
observe conflict), the second is that the windows must
be short enough to cover, at least partially, only one
conflict episode. Given that the average turn-length (a
turn is a time interval during which only one person
speaks) in the Canal9 Corpus is 19.7 seconds, the use of
30 seconds long segments appears to address both needs
to a reasonable extent. An indirect confirmation comes
from the experiments of [37], where the clips of the
SSPNet Conflict Corpus were split into three 10 seconds
long segments to analyze patterns of escalation and de-
escalation: the three windows of each clip were labeled
as High (H) or Low (L) in terms of conflict. The pattern
{HLH}, the only one that can account for two conflict
episodes (one in the first 10 seconds and the other one
in the last 10 seconds) was observed only 4.4% of the
times (63 clips out of 1430).

3.2 The Annotation Questionnaire
In this work, the goal of the annotation is to measure
how social signals influence conflict perception in human
observers. For this reason, the annotation questionnaire
adopted in the experiments consists of two layers: the
first one, called physical, includes questions about ob-
servable, detectable and measurable conflict markers (see
below). The second, called inferential, includes questions
about the interpretation of a scene in terms of competi-
tion and conflict. The questions are listed in Table 2, in
the same order as when they were administered during
the annotation process; each item is associated to a 5-
points Likert scale mapped into the interval [−2, 2].

The questions of the physical layer take into account
the social signals that the literature shows to be fre-
quently associated to conflict. Items Q2, Q9 and Q13
consider interruptions and overlapping speech, typically
used to grab, hold and possibly steal the floor [17], [18].
Questions Q3 and Q6 assess fast speaking and loudness
that typically accompany conflictual interactions [15],
[16]. Questions Q4, Q7 and Q10 consider the overall level

1. http://sspnet.eu/2013/09/sspnet-conflict-corpus/
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# Question Layer
Q1 The atmosphere is relaxed (-) I
Q2 People wait for their turn before speaking (-) P
Q3 One or more people talk fast (+) P
Q4 One or more people fidget (+) P
Q5 People argue (+) I
Q6 One or more people raise their voice (+) P
Q7 One or more people shake their heads and nod (+) P
Q8 People show mutual respect (-) I
Q9 People interrupt one another (+) P

Q10 One or more people gesture with their hands (+) P
Q11 One or more people are aggressive (+) I
Q12 The ambience is tense (+) I
Q13 One or more people compete to talk (+) P
Q14 People are actively engaged (+) I
Q15 One or more people frown (+) P

TABLE 2
The table shows the questionnaire used to annotate the
clips of the corpus. The first column reports the question
ID, the second column shows the question with its sign

and the third column says whether the question belongs
to the Inferential (I) or Physical (P) layer.

of motor activity that tends to increase in the presence of
conflict [3], [15]. Finally, question Q15 addresses the use
of facial expressions conveying negative affect [3]. The
questions of the inferential layer aim at measuring the
intensity of the conflict as perceived by the annotators. If
the cues considered in the physical layer actually account
for the presence of conflict, physical and inferential
scores - the sum of the answers given to items in the
physical and inferential layer, respectively - should show
significant correlation (see next section).

3.3 Crowdsourcing Annotation
The data annotation was performed via Amazon Me-
chanical Turk (AMT), one of the most commonly
adopted crowdsourcing platforms. The 1430 clips of the

Fig. 1. The plot shows the number N(r) of annotators
that have judged r clips.

SSPNet Conflict Corpus were randomly split into 143
groups of 10 samples each. The 143 groups were used
to create 143 HITs2 (Human Intelligence Tasks), the indi-
vidual tasks that an annotator must perform to receive
a payment. In this case, every HIT, i.e. the annotation of
a group of 10 clips, was rewarded with 1 US Dollar.

The inclusion of 10 clips in a HIT aims at detect-
ing non-cooperative annotators, i.e. those that fill the
questionnaire of Table 2 randomly. Two pairs of items,
{Q1,Q12} and {Q2,Q9}, are repetitions of the same state-
ment in opposite terms (e.g., “The atmosphere is relaxed”
and “The ambience is tense”). Therefore, the sum of the
answers to such items over a HIT should be close to zero.
If such a condition is not met and the sum is significantly
different from zero, the annotator is likely to be non-
cooperative. Thanks to this control mechanism, around
20% of the submitted questionnaires were discarded.

The HITs were assigned randomly to the annotators
and they were removed once they were performed by
10 cooperative annotators. In this way, each clip of the
SSPNet corpus has been assessed 10 times. No limitation
was imposed to the number of HITs that annotators
were allowed to perform. However, most of these latter
performed only one HIT (361 out of the 551) and Figure 1
shows the resulting distribution of the number of clips
per annotator (only annotators retained after applying
the control mechanism above are taken into account).

Since the work focuses on nonverbal communication,
it is necessary to limit as much as possible the effect
of what people say in the clips of the Corpus. To this
purpose, research on nonverbal communication adopts
different methods. In some cases, speech recordings are
split into short frames (e.g., 10 ms) that are then locally
re-shuffled to make words non-understandable while
preserving nonverbal vocal behavior [48]. In other cases,
the subjects are asked to utter meaningless sequences of
syllables like if they were real words [49].

This work adopts the approach proposed in [50],
where assessors are asked to annotate material in a
language they do not understand. In particular, the
clips of the SSPNet Conflict Corpus are in French, but
only US annotators were allowed to work on the data.
Before their first HIT, the annotators were asked to
state whether they understood French or not. In case
of positive answer, an annotator was not allowed to
perform any of the 143 HITs. It was not possible to check
whether the annotators answered honestly or not, but
the last available report of the US census bureau states
that only 0.5% of the US population, roughly 1.6 millions
of people, speaks French 3. Annotating Swiss data in the
US might introduce a cross-cultural bias, i.e. a systematic
disalignment between the way American and Swiss
observers judge the same situation [51]. Furthermore,
other effects, difficult to predict, cannot be excluded.

At the end of the annotation process, there are 10 filled

2. https://www.mturk.com/mturk/welcome
3. http://www.census.gov/prod/2003pubs/c2kbr-29.pdf
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Fig. 2. The upper plot shows the correlation between
physical and inferential scores for each clip. The lower
plot shows the correlation between each question of the
physical layer and the inferential score.

questionnaires per clip (Figure 1 shows the distribution
of the number of clips per assessor). Each questionnaire
provides two scores: the physical one is the sum of
the answers to the questions of the physical layer, the
inferential one is the sum of the answers to the questions
of the inferential layer. Since there are 10 questionnaires
per clip, there are 10 physical and 10 inferential scores
as well. The average of the former corresponds to the
overall physical score of the clip, the average of the
latter corresponds to its inferential score. In Figure 2,
each point of the upper plot corresponds to one of the
1430 clips and the coordinates are the overall physical
and inferential scores mentioned above. The correlation
between the two scores is 0.95 (p = 10−12) and this
suggests that the cues assessed in the physical layer tend
to co-occur with the assignment of a high inferential
score. This latter plays the role of continuous label in
the prediction experiments (see Section 6).

The agreement between assessors was measured in
terms of effective reliability R [52]:

R =
Nr

1 + (N − 1)r
; r = 2

∑N
i=1

∑N
j=i+1 rij

N(N − 1)
(1)

where N is the number of assessors and r is the average
of the correlations between all possible pairs of assessors
(rij is the correlation between assessors i and j). The
value of R is 0.91 and 0.92 for physical and inferential
score, respectively (the average correlation between as-
sessors is 0.52 in the first case and 0.53 in the second).

4 FEATURE EXTRACTION

The annotation of the data (see Section 3) does not
provide only the conflict level observed in each sample
of the corpus, but also an indication on the social signals
most likely to influence the perception of the scenes. The
lower plot of Figure 2 shows the correlation between
inferential score and scores obtained for each question of
the physical layer individually (all values are statistically
significant with p < 1% according to a t-test). The lowest
absolute values correspond to items Q4 (“One or more
people fidget”), Q7 (“One or more people shake their heads
and nod”), Q10 (“One or more people gesture with their
hands”) and Q15 (“One or more people frown”), i.e. the
cues that can be detected in the video channel. Therefore,
the feature extraction process will focus on the audio
channel while not considering the video one. The most
probable reason for the difference between speech and
other cues is that televised data allow observers to listen
to everybody (the microphones are always open for
all participants), but not to see everybody (the camera
shows only what the director decides to show). There-
fore, observers might be induced to rely on what they
hear more than on what they see.

The feature extraction process includes two main
stages. The first is the speaker diarization and aims at
segmenting audio recordings into turns, i.e. intervals
where only one person speaks. This step is necessary to
extract features that account for turn-organization (who
talks when, how much and with whom) and behavior of
individual debate participants. The second is the actual
feature extraction step and aims at representing the clips
of the corpus with a vector of measurements accounting
for the cues investigated in Section 3.

In this work, the diarization is performed with an ag-
glomerative clustering approach based on the Informa-
tion Bottleneck principle (see [53] for a full description).
The process is unsupervised and it is not necessary to
know in advance the number of speakers talking in the
data. During the diarization, each acoustic observation
is assigned to one speaker only (corresponding to one
of the clusters). Therefore, the detection of overlapping
speech segments - where at least two speakers talk at
the same time - requires a further processing step aimed
at detecting audio segments including multiple voices
(see [54] for a full description). The experiments are
performed both with and without overlapping speech
detection to estimate the effect of such a cue (see Sec-
tion 6).

The diarization performance is measured in terms of
purity π, a segmentation effectiveness metric showing,
on one hand, to what extent all feature vectors corre-
sponding to a given category are assigned the same label
in the segmentation and, on the other hand, to what
extent all feature vectors assigned the same label in the
segmentation actually belong to the same category. In
the experiments of this work, categories correspond to
speakers or overlapping speech and labels are arbitrary
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identifiers. The purity was adopted because it allows one
to consider all overlapping speech segments equivalent,
i.e. to avoid the identification of the speakers that talk
at the same time. The value of π ranges between 0 and
1 (the higher the better) and it is the geometric mean of
two terms: the average cluster purity πc and the average
speaker purity πs. The definitions of πc and πs are as
follows:

πc =

Nc∑
k=1

Ns∑
l=1

nk
N

n2lk
n2k

; πs =

Ns∑
l=1

Nc∑
k=1

nl
N

n2lk
n2l

(2)

where N is the total number of feature vectors, Ns is
the number of categories (all speakers and overlapping
speech), Nc is the number of clusters (each correspond-
ing to a label) detected in the diarization process, nlk is
the number of vectors belonging to category l that have
been attributed to cluster k, and nk is the number of
feature vectors in cluster k. In the experiments of this
work, π = 0.8 before the application of the overlapping
speech detector and π = 0.82 after.

Once the diarization is complete, it is possible to
extract the actual features that account for prosody (90
features), turn-duration statistics (10 features), speaker
adjacency statistics (5 features) and, when the detection
algorithm is applied, overlapping speech (5 features).

4.1 Prosodic Features

Short term prosodic features, in particular pitch (mea-
sured with the algorithm proposed in [55]) and intensity,
are extracted with Praat4 from 30 ms long frames at
regular time steps of 10 ms. This results into 3 × 103

measurements per clip that are then represented through
their statistical properties.

Clip-based pitch and intensity statistics (18 features):
they include pitch and intensity mean, median, standard
deviation, minimum, maximum and quantiles (0.01, 0.25,
0.75 and 0.99) computed over the entire clip. Before
computing clip statistics, frame-level prosodic features
are speaker normalized by applying the Z-norm: x̄ =
(x − ms)/σs where ms and σs are speaker mean and
standard deviation obtained on the entire debate from
which the clip is extracted. These features are expected
to capture loudness and speaking styles typically accom-
panying conflictual interactions [15], [16]. These features
account in particular for item Q6 in the questionnaire
(see Section 3).

Turn-based pitch and intensity statistics (54 features):
they include the same nine statistics as above, but
applied to mean, median and standard deviation of
pitch and intensity extracted turn-by-turn. These features
account for the same behavioural aspects mentioned
at the previous point, but aim at capturing long-term
aspects during the clip. In this case as well, the features
correspond to item Q6 of the questionnaire.

4. http://www.praat.org/

Overlapping speech pitch and intensity statistics (18
features): The nine statistics above (mean, median stan-
dard deviation, minimum, maximum and quantiles) are
applied to pitch and intensity extracted from over-
lapping speech segments. These features are expected
to account for speaking behaviour during overlapping
speech, one of the most salient aspects of competitive
discussions [17], [18]. These features correspond to items
Q2, Q9 and Q13 in the questionnaire.

4.2 Conversational Features

After the diarization, the clips are segmented into turns
and overlapping speech segments. This makes it possible
to extract features that account for turn-organization:

Turn duration statistics (6 features): they include num-
ber of turns, mean, median, standard deviation, mini-
mum and maximum of turn durations over the clip. Turn
duration can provide information about the tendency
to talk for shorter intervals of time during conflicts or
competitive discussions [18]. These features correspond
to items Q2 and Q13 of the questionnaire.

Speaking duration statistics (6 features): they include
number of speakers in the clip, mean, median, standard
deviation, minimum and maximum of the total speaking
time of each individual in the clip. These features will
provide further information about the overall regime of
the conversation [56]. These features correspond to items
Q2, Q3 and Q13 of the questionnaire.

Speaker adjacency statistics (3 features): each partici-
pant in the discussion is either the moderator (m), or
a participant belonging to one of the two groups (g1
and g2) opposing one another in the debate. The bigram
probabilities p(rt|rt−1) where ri ∈ {m, g1, g2} is the
“role” of the speaker at turn i are used to build the
following features: p(m|g1) + p(m|g2), the probability of
the moderator grabbing the floor, p(g1|m) + p(g2|m), the
probability of one of the participants grabbing the floor
after the moderator, and p(g1|g2) + p(g2|g1) probability
of an exchange between participants. These statistics
aim at capturing preference structures related to conflict
and, in particular, the tendency to react immediately to
others we disagree with [57]. However, these features
are available only when using a manual - and not
automatic - diarization (see Section 6 for more details).
These features correspond to items Q9 and Q13 in the
questionnaire.

Overlapping speech duration statistics (4 features): they
include the fractions of the clip corresponding to over-
lapping speech, overlapping speech involving moderator
and participants, overlapping speech involving members
of the same group (see above) and members of different
groups. The amount of overlapping speech is important
because it tends to increase when there is competition to
grab and hold the floor like it happens in conflicts [17],
[18]. These features correspond to items Q2, Q9 and Q13
in the questionnaire.
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Turn keeping/turn stealing ratio (1 feature): The ratio
between the number of times that the speaker is the same
before and after an interval of overlapping speech and
the number of times that, after an overlapping speech
interval, the speaker changes. This measure accounts for
how frequently debate participants try to dominate the
conversation and prevent others from expressing their
opinions [58]. This feature corresponds to item Q9 in the
questionnaire.

5 GAUSSIAN PROCESS REGRESSION
At the end of the feature extraction process, each clip i is
represented by a feature vector xi. Given that the conflict
level yi is a continuous variable (it corresponds to the
inferential score described in Section 3.3), the mapping
between xi and yi can be inferred with a regression
approach. This work focuses in particular on Gaussian
Processes (GPs) with Automatic Relevance Determina-
tion [23], [59]. The reason is that such models allow one
to perform nonparametric nonlinear regression and to
identify the features that influence most the mapping
between features and corresponding target observations.
Hence, it is possible to investigate, at least indirectly,
the nonverbal cues that influence most the conflict level
prediction. In the rest of this section, θ denotes model
parameters and y = {y1, . . . , yn} is the vector comprising
the conflict level yi for each clip.

Typically, regression approaches model y as a random
variable with mean given by the sum of a latent (un-
observed) function f of x, parametrized by θ, and a
stochastic term ε, resulting in y = f(x,θ) + ε, where
ε is usually assumed Gaussian distributed. The main
characteristic of a regression model is the way the la-
tent function f(x,θ) is specified. In parametric models,
latent functions are constructed as a combination of basis
functions. Unless there are reasons to believe that a set
of basis functions is adequate in explaining the mapping
between features and labels, a nonparametric specifi-
cation of f(x,θ) is more appealing. In the application
considered here, for example, it is not clear how to
determine a set of basis functions capable of modeling
the relationship between features and conflict level. We
therefore propose to employ GPs as they allow for a
nonparametric modeling of f(x,θ). Formally, a GP is a
set of random variables characterized by the property
that any finite subset of them is jointly distributed as
a Gaussian, and specifying its mean and covariance
functions is enough to completely characterize it. Fol-
lowing the most common approach in the literature,
this work models latent variables using a zero mean GP
prior. The choice of the covariance function influences
the properties of the functions that can be modeled by
GPs, such as smoothness and range of values that the
functions span, as discussed next.

5.1 Covariance functions
To give an intuition on the meaning of the covariance
function, imagine one that rapidly decays with the dis-

tance between input locations; this leads to functions
that can rapidly change between nearby input values,
due to the low covariance between the function at these
locations. In a regression setting, when ε is distributed as
a Gaussian, the GP assumption on f(x,θ) implies that
y can be modelled directly as a multivariate Gaussian
N (y|0,K), where K is a n× n covariance matrix evalu-
ated at the input vectors.

In the experiments, two covariance functions are
tested that yield a nonlinear mapping between features
vectors xi and conflict level yi. Both can be expressed in
a Radial Basis Function (RBF) form:

k(xi,xj) = θa exp
[
−(xi − xj)

TΛ(xi − xj)
]

+ δijθσ2

where δij returns 1 when i = j and zero otherwise.
We will refer to the spherical case Λ = θglobalI as the
RBF covariance. The second type of covariance that we
will consider, uses a diagonal matrix Λ = diag(θARD)
and yields the RBF with Automatic Relevance Deter-
mination (ARD) [59], [23]; we will refer to this as the
RBF ARD covariance. RBF and RBF ARD covariance
functions decay with distance at a rate that depends
on the choice of the parameters in Λ. The RBF function
has only one global parameter controlling the decay of
the covariance function, while the RBF ARD function
has one parameter for each feature. The main advantage
of this latter solution is that the values of the different
parameters account for the influence of the features
on the predicted value y: the larger the parameter the
higher the influence of the corresponding feature. In this
respect, the RBF ARD covariance can provide indications
on the nonverbal cues that most influence the perception
of conflict, a property particularly desirable for Social
Signal Processing applications.

5.2 Predictions and inference of parameters
For simplicity of notation, let θ be the set of all param-
eters parameterizing k(xi,xj). Consider a test feature
vector x∗, and define the covariance matrix K, the vector
k∗ whose ith element is k(xi,x∗), namely the covari-
ance between the test and the ith feature vector, and
k∗∗ = k(x∗,x∗). Under the GP modelling assumptions,
the label y∗ associated to x∗ is distributed as a Gaussian
with mean kT

∗K
−1y and variance k∗∗ − kT

∗K
−1k∗.

Before any predictions are made, given a training set
it is necessary to adapt the model parameters θ. Usually,
this is carried out by optimization of the log-likelihood
log[p(y|X,θ)] with respect to θ, where X denotes the
set of all xi. Optimizing the parameters, however, can
lead to underestimation of the uncertainty in predictions,
and in a wrong assessment of the relative importance
of the different features [23], [60], [61], so we propose
to adopt a fully probabilistic approach able to overcome
these limitations. In order to do so, the following integral
needs to be solved:

p(y∗|y, X,x∗) =

∫
p(y∗|x∗,θ)p(θ|y, X)dθ, (3)
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which requires the posterior distribution p(θ|y, X) en-
coding the uncertainty in model parameters; this al-
lows for a sound quantification of uncertainty in the
assessment of the importance of the different features as
shown in the results. For GP regression (GPR) it is not
feasible to carry out this computation analytically and it
is necessary to resort to some approximation.

We propose to draw N samples from p(θ|y, X) de-
noted by θ(i) and to use the Monte Carlo approximation

p(y∗|y, X,x∗) ' 1

N

N∑
i=1

p(y∗|x∗,θ
(i)). (4)

Such an approximation yields the desired integral in
the limit of N going to infinity, which in practice gives
the possibility to achieve results to the desired level of
precision given N large enough. As it is not possible
to draw samples from p(θ|y, X) directly, we employ
Markov chain Monte Carlo (MCMC) methods, and in
particular the standard Metropolis-Hastings (MH) algo-
rithm (see, e.g., [62] for full details).

6 EXPERIMENTS AND RESULTS

The experiments were performed over the data pre-
sented in Section 3 using the features described in
Section 4. In particular, three different variants of the
feature extraction process were considered: The first,
called “Manual”, extracts prosodic and conversational
features after manually segmenting the data into turns
and overlapping speech segments. The second, called
“Automatic”, extracts the same features, but after apply-
ing an automatic speaker diarization process that does
not distinguish between turns and overlapping speech.
The third, called “Automatic w.o.s.” (“w.o.s.” stands for
“with overlapping speech”), extracts the features after ap-
plying not only the speaker diarization, but also an
overlapping speech detector.

For the sake of comparison, the conflict level pre-
diction was performed not only with the GP based
approach described above (with and without ARD), but
also with two other approaches, namely Bayesian Linear
Regression (BLR) [23] and Support Vector Regression
(SVR) [63]. We used the SVR approach with the standard
ε-insensitive loss function [63] as implemented in the
LIBSVM library [64]. In the experiments, parameters of
BLR and SVR were tuned using cross-validation within
the training set. The fact that optimization of kernel
parameters in SVR is carried out by means of cross-
validation makes it unfeasible to employ the ARD ker-
nel.

The performance was measured in terms of correlation
between actual and predicted conflict perception as well
as Root Mean Square Error (see Section 6.1). Further-
more, the coefficients of the ARD covariance were used
to identify the features most likely to influence the
prediction of the GP regression and, indirectly, the cues
most likely to influence human observers perception.

Fig. 3. Correlation coefficients (upper part) and Root
Mean Square Errors (lower part) achieved with different
regression approaches for manual diarization, automatic
diarization, and automatic diarization with overlapping
speech. The error bars correspond to the standard de-
viation computed across the five folds.

6.1 Performance metrics
Let m be the number of test samples, and let ŷi represent
the prediction for the ith test point with actual target
value yi. Also, let µ̂ and µ be the mean values of ŷi and
yi across the test set, and σ̂2 and σ2 the variances of ŷi
and yi across the test set. The two evaluation metrics
used to assess the performance in predicting the conflict
level are the Correlation Coefficient (CC):

CC =
1

mσ σ̂

m∑
i=1

(yi − µ)(ŷi − µ̂) (5)

and the Root Mean Square error (RMSE):

RMSE =

√√√√ 1

m

m∑
i=1

(yi − ŷi)2. (6)

6.2 Results
Figure 3 reports the results obtained using the regression
methods and feature extraction processes described in
the previous sections. The performance of the tested re-
gression approaches was measured by employing 5-fold
cross-validation. The samples were distributed across the
5 folds by ensuring speaker and debate independence,
i.e. by avoiding that the same subject and/or the same
debate appear in both training and test set. For each
fold, model parameters were optimized by maximizing
the cross-validation error on the training set alone; note
that in contrast to BLR and SVR approaches, the GPR
approach has no regularization parameters to optimize.

All regression models achieve the best performance
with the Manual feature extraction process. The reason
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is that in such a setting there are fewer errors in the de-
tection of speaker changes and overlapping speech seg-
ments. Therefore, prosodic features are extracted from
speech segments that actually correspond to one voice
(or to overlapping speech) and conversational features
correspond to the actual statistics observed in the data.
Furthermore, it is possible to assign a role to the speakers
(see Section 4) and this seems to contribute to the correct
prediction of the conflict level (see Section 6.3).

The performance loss in going from the Manual fea-
ture extraction process to the Automatic w.o.s. one is
only significant (p-value < 0.05 in a paired t-test) in the
case of GPR with the RBF ARD covariance. When going
from the Automatic w.o.s. extraction process to the Au-
tomatic one, the loss in performance is always significant
(p-value < 0.05 in a paired t-test) except in the case of
SVR with the RBF kernel. This confirms the indications
of Figure 2, where the questions related to interruptions
and competition for speaking (“People wait for their turn
before speaking”, “People interrupt one another” and “One or
more people compete to talk”), probably the main sources of
overlapping speech, show absolute values of correlation
higher than 0.6 with the inferential score. Overall, RMSE
and correlation between actual and predicted inferential
score are around 0.2 and 0.75, respectively. The RMSE
obtained when predicting always the average observed
inferential score is 0.35. The regression approaches used
in the experiments have similar performance, but the one
proposed in this work (GPR ARD) has the important
advantage of showing the features that have the highest
impact on the regressor outcome. The next section shows
how this can help to better understand the interplay
between nonverbal cues and conflict perception.

6.3 Interpretation of the ARD coefficients
One of the main aspects of Bayesian Learning is that
model parameters are treated as random variables and
they are inferred from data (see Section 5.2). In the
case of the GP approach with Automatic Relevance
Determination, this means that a full probability distri-
bution on the parameters weighting each feature in the
covariance matrix K is estimated. In the experiments
of this work, this allows one to estimate how each
feature and, indirectly, each nonverbal cue influences
the predicted conflict level. Furthermore, this assessment
is carried out in a probabilistic way, rather than by
optimization. This is of fundamental importance to avoid
misinterpretations on the role played by the features, as
in optimization one would only draw conclusions on the
one configuration of the parameters yielding the optimal
fit to the data.

The analysis of the ARD coefficients has several ad-
vantages over the analysis of correlations, the technique
typically adopted to measure the association between
features and ratings. Correlation is linear (hence unable
to reflect more complex relationships), sensitive to out-
liers (one sample may be sufficient to change signifi-
cantly its value) and can be applied only to individual

features (it cannot take into account an entire set of
variables like the method proposed here). Furthermore,
ARD coefficients are directly related to the functioning
of the regression approach and show the features most
likely to improve the correlation between actual and
predicted conflict perception. In a technology oriented
experiment, this is a particularly desirable property,
especially because it is possible to do so while employing
a nonparametric nonlinear regression approach.

For the data of this article, the number of ARD
covariance parameters is 110 (one for each feature).
This makes it difficult to apply MCMC not only for
the high dimensionality of the feature vectors, but also
because the weights of less relevant features will be
sharply peaked around zero, an obstacle towards the
efficient exploration of the parameter space. Therefore,
the approach proposed in this work includes two steps.
The first identifies non-relevant (θ < 0.1) features with a
Maximum-Likelihood approach. The second carries out
fully probabilistic inference of the remaining covariance
parameters by sampling from their posterior distribution
using the MH algorithm.

The priors imposed on the parameters, Gamma func-
tions Ga(θr|1, 1), were weakly informative. The sampling
was applied on a log-transformed version of the param-
eters to avoid dealing with boundary conditions (e.g.,
positivity). According to common practices in MCMC,
convergence to the posterior distribution was assessed
by analyzing the R̂ potential scale reduction factor [65]
based on 10 parallel chains. Running the chains for 25000
iterations with a burn-in phase of 5000 iterations (where
chains were allowed to adapt and reach around 25%
acceptance rate) was sufficient to reach convergence.

The results appear in Figure 4, where the boxplots
show the posterior distribution of the parameters ob-
tained at the second stage of the training process above.
The vertical line of the box corresponds to the median of
the posterior distribution over each parameter and the
whiskers extend from the lower to the upper quartile.
The higher the median, the higher the influence of the
corresponding feature on the predicted conflict level. The
boxplots are visible only for those parameters that were
not discarded after the first optimization stage, namely
θ > 0.1. The parameters are grouped according to the
meaning of the features they weight (see right side of
the plots and Section 4).

In the case of Manual, the most important feature
seems to be the minimum of the intensity (turn-based),
meaning that clips where people speak louder (higher
intensity minimum) tend to be perceived as more con-
flictual. Similar considerations apply to the minima of
pitch (both turn- and clip-based) and turn-based inten-
sity. Minima are likely to be affected by noise due to
errors in pitch and intensity estimate, but the indications
seem to confirm not only the literature on nonverbal
correlates of conflict [15], [16], but also the indications
of Figure 2 showing that question Q6 (“One or more
people raise their voice”) on loudness is one of the most
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Fig. 4. The boxplots account for the distribution of the θi parameters of the RBF ARD covariance matrices. The red
vertical line is the median of the distribution and the whiskers range between the lower and upper quartile. The higher
the median, the higher the influence of the corresponding feature. Each of the three plots includes 110 parameters, but
only those with median significantly different from zero are shown. The right hand side of the plot shows how features
are grouped according to the description of Section 4.

correlated with the inferential score.

The role of the intensity minima might account for

entrainment, the “speaker’s adaptation to the speech of his
interlocutor” [66]. In other words, it might happen that
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the participants converge to the intensity of the loudest
speakers and, as a result, the minimum of the intensity
increases. On the other hand, the features of this work
do not consider the speakers individually and, therefore,
it is not possible to conclude whether the minima tend to
be high because people match their respective intensities
(as expected in the case of the entrainment) or because
there is an escalation where speakers try to be louder
than each other. Furthermore, previous results show that
entrainment tends to be more frequent in interactions
where the mutual attitude of the participants is posi-
tive [67] and, during conflicts, this is typically not the
case. However, conclusions can be made only by taking
into account the intensities of the individual spakers and
not, like in this work, global statistics across all of them.

The total duration of overlapping speech, especially
if it involves members of different groups in the debate
(see description of speaker adjacency statistics in Sec-
tion 4), confirms that overlapping speech is one of the
most salient markers of conflict [17], [18]. Furthermore, it
is in line with the results of [37], where the ratio of over-
lapping speech to non-overlapping speech is sufficient to
discriminate clips with high and low level of conflict (see
Section 2). Last, but not least the probability of finding
speakers belonging to different groups one after another
in the speaker sequence indicates the actual presence of
preference structures [57] such that individuals tend to
react to others they disagree with more than to others
they agree with. In turn, observing such a preference
structure elicits the perception of higher conflict levels.
This appears in the speaker adjacency statistics part of
Figure 4 (upper part of the “Manual” plot).

The observations about the minimum of pitch and
intensity made for Manual apply to Automatic as well.
In particular, the minimum of the intensity over the clip
plays such an important role that the median is outside
the range of the plot (all plots have the same range for
the sake of clarity). The inevitable errors in the diariza-
tion process determine more noise (see in particular the
large number of relevant features among the clip-based
statistics). However, the minima tend to have a higher
median. Since no overlapping speech detector is applied
in Automatic, features related to such a phenomenon
do not have any influence. In contrast, some features
that did not appear to be relevant in the Manual case
seem to have an influence here. In particular, median
and maximum of the speaking time for each subject
suggest that during conflictual interactions more people
tend to talk for a longer time, probably as a result of the
competition for grabbing the floor typically observed in
conflicts [18]. The total number of participants seems to
have an influence as well, but it is probably a spurious
effect due to the errors of the diarization process. In
fact, when there are more interruptions or overlapping
speech, the clustering algorithm behind the diarization
tends to find more clusters that are interpreted as more
voices and, then, more speakers.

If the diarization process is followed by an overlap-

ping speech detection (Automatic w.o.s.), the considera-
tions made so far about the minima of pitch and intensity
do not change, but the 99% quantile of the intensity
during overlapping speech segments (an approximation
of the maximum) plays for the first time a role. This
shows that it is not sufficient to talk together to convey
the impression of an on-going conflict, but it is also
necessary to speak louder. In this case as well, both
psychological literature and indications of the crowd-
sourcing annotation are confirmed [17].

7 CONCLUSIONS

Conflict is one of the most important social phenom-
ena [1] and this article proposes an approach for the
measurement of its perception during face-to-face in-
teractions. The experiments were performed over the
SSPNet Conflict Corpus and the results show that the
correlation between actual and predicted conflict level
is between 0.7 and 0.8 (see upper plot in Figure 3),
corresponding to a Root Mean Square Error of roughly
0.2 (see lower plot in Figure 3).

To the best of our knowledge, this is the first time that
conflict is defined in dimensional rather than categorical
terms. This appears to be particularly suitable for this
problem because the conflict levels observed in the data
are distributed continuously and do not cluster around
two or more modes possibly corresponding to different
classes. In this respect, the data annotation methodology
presented in this work - inspired by established behavior
observation techniques - allows one to deal more effec-
tively with naturalistic situations where conflict takes
time to (de)-escalate and does not simply switch on
and off. Furthermore, it allows one to take into account
situations where the intensity of the conflict changes
according to the importance of the issues being debated.

Besides the regression performance, the application of
Automatic Relevance Determination made it possible to
identify the features with the highest influence on the
model outcome. The results show that the model pre-
dictions are in agreement not only with the observations
done during the annotation of the data, but also with the
literature on nonverbal correlates of conflict.

Given the importance of conflict in everyday life [2],
[3], [4], the development of approaches capable of sens-
ing the phenomenon can be of interest for socially in-
telligent technologies expected to sense the interaction
landscape and react appropriately to it [5], [6]. Improve-
ments of the approach proposed in this work might come
from three main directions. The first is the inclusion
of cues extracted from the video channel (e.g., facial
expressions or gestures), the second is the refinement of
the inference approaches and the third is the extraction
of better features from the data. Furthermore, this work
focused on nonverbal behavior, but useful information
can certainly come from the analysis of the verbal con-
tent of the interactions.
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