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Abstract. It is argued that the vector space measures used to mea-
sure closeness of market prices to predictors for market prices are invalid
because of the observed metric of commodity space. An alternative rep-
resentation in Hilbert space within which such measures do apply is
proposed. It is shown that commodity exchanges can be modeled by the
application of unitary operators to this space.

1 Linear Price Models

The context of this paper is the empirical testing of linear models of eco-
nomic activity. Whilst these originated in an informal way in the work of
Adam Smith and Quesney, and were partially formalised by Marx in volume
3 of Capital, an adequate formal treatment had to wait for von Neuman[21]
and Kantorovich[9]. Both von Neumann and Kantorovich were mathematicians
rather than economists. Their contributions to economics were just one part of
a variety of research achievements. In both cases this included stints working on
early nuclear weapons programs, for the US and USSR[15] respectively. At least
in von Neumann’s case the connection of his economic work to atomic physics
was more than incidental. One of his great achievements was his mathematical
formalization of quantum mechanics[22] which unified the matrix mechanics of
Heisenberg with the wave mechanics of Schrodinger. His work on quantum me-
chanics coincided with the first draft of his economic growth model[21] given as a
lecture in Princeton in 1932. In both fields he employs vector spaces and matrix
operators over vector spaces, complex vector spaces in the quantum mechanical
case, and real vector spaces in the growth model. Kurz and Salvadori [11]argue
that his growth model has to be seen as a response to the prior work of the
mathematician Remak[14], who worked on ’superposed prices’.

Remak then constructs ‘superposed prices’ for an economic system
in stationary conditions in which there are as many single-product pro-
cesses of production as there are products, and each process or product
is represented by a different ‘person’ or rather activity or industry. The
amounts of the different commodities acquired by a person over a cer-
tain period of time in exchange for his or her own product are of course
the amounts needed as means of production to produce this product
and the amounts of consumption goods in support of the person (and
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his or her family), given the levels of sustenance. With an appropri-
ate choice of units, the resulting system of ‘superposed prices’ can be
written as

pT = pT C

where C is the augmented matrix of inputs per unit of output, and
p is the vector of exchange ratios. Discussing system Remak arrived
at the conclusion that there is a solution to it, which is semipositive
and unique except for a scale factor. The system refers to a kind of
ideal economy with independent producers, no wage labour and hence
no profits. However, in Remak’s view it can also be interpreted as a
socialist economic system [11].

With Remak the mathematical links to the then emerging matrix mechanics are
striking - the language of superposition, the use of a unitary matrix operator
C analogous to the Hermitian operators in quantum mechanics1. Remak shows
for the first time how, starting from an in-natura description of the conditions
of production, one can derive an equilibrium system of prices. This implies that
the in-natura system contains the information necessary for the prices and that
the prices are a projection of the in-natura system onto a lower dimensional
space2. If that is the case, then any calculations that can be done with the
information in the reduced system p could in principle be done, by some other
algorithmic procedure starting from C. Remak expresses confidence that with
the development of electric calculating machines, the required large systems of
linear equations will be solvable.

The weakness of Remak’s analysis is that it was limited to an economy in
steady state.Von Neumann took the analysis on in two distinct ways:

1. He models an economy in growth, not a static economy. He assumes an econ-
omy in uniform proportionate growth. He explicitly abjures considering the
effects of restricted natural resources or labour supply, assuming instead that
the labour supply can be extended to accommodate growth. This is perhaps
not unrealistic as a picture of an economy undergoing rapid industrialization
( for instance Soviet Russia at the time he was writing ).

2. He allows for there to be multiple techniques to produce any given good -
Remak only allowed one. These different possible productive techniques use
different mixtures of inputs, and only some of them will be viable.

von Neumann again uses the idea of a technology matrix introduced by Re-
mak, but now splits it into two matrices A which represents the goods con-
1 Like the Hermitian operators in quantum mechanics, Remak’s production operator

is unitary because pis an eigen vector of C and |p| is unchanged under the operation.
2 Suppose C is an n × n square matrix, and p an n dimensional vector. By applying

Iverson’s reshaping[8,7] operator ρ, we can map C to a vector of length n2 thus
c← (n×n)ρC , and we thus see that the price system, having ndimensions involves
a massive dimension reduction from the n2 dimensional vector c.
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sumed in production, and B which represents the goods produced. So aij is the
amount of the j th product used in production process i, and bij the amount
of product j produced in process i. This formulation allows for joint produc-
tion, and he says that the depreciation of capital goods can be modeled in this
way, a production process uses up new machines and produces as a side ef-
fect older, worn machines. The number of processes does not need to equal the
number of distinct product types, so we are not necessarily dealing with square
matrices.

Like Remak he assumes that there exists a price vector y but also an intensity
vector x which measures the intensity with which any given production process is
operated. Later the same formulation was used by Kantorovich. Two remaining
variables β and α measure the interest rate and the rate of growth of the economy
respectively.

He makes two additional assumptions. First is that there are ’no profits’,
by which he means that all production processes with positive intensity return
exactly the rate of interest. He only counts as profit, earning a return above the
rate of interest. This also means that no processes are run at a loss ( returning
less than β ). His second assumption is that any product produced in excessive
quantity has a zero price.

He goes on to show that in this system there is an equilibrium state in which
there is a unique growth rate α = β and definite set of intensities and prices.
The intensities and prices are simultaneously determined.

Von Neumann’s work was influential in economic theory, spawing a number
of similar models, probably the most famous of which was Sraffa’s[18].

At the time that von Neumann was writing, despite Remak’s optimism, it
was not possible to empirically test different linear theories of prices because of
the problem of collecting the necessary data, and the problem of solving large
matrix equations. From the 1950s onwards though, the empirical problem of
obtaining the A and B matrices was reduced by the publication of national
input output tables. Since the ready availability of computers emprical testing
became possible.

In 1983 Farjoun and Machover published a seminal work applying statistical
mechanics to the dynamics of capitalist economies[6]. One of the predictions of
their book was that what they called vertically integrated labour coefficients
would be good predictors for market prices. One can view their price model
as being similar to that of Remak with added thermal noise. Their predictions
have largely been born out by subsequent empirical studies [2,19,12,3,13,17,4],
though there have been isolated studies questioning this [10,20]. There has been
some controversy as to what metric was appropriate for determining the close-
ness of market prices to integrated labour coefficients. In the recent literature
discussing this [10,13,16,20]it has been taken as given that the use of vector
space measures is appropriate. For example one measure proposed has been to
determine the angle between two price vectors. I wish to point out that this
approach is questionable.
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2 The Vector Space Problem

Vector spaces are a subclass of metric space. A metric space is characterized by
a positive real valued metric function δ(p, q) giving the distance between two
points, p, q. This distance function must satisfy the triangle inequality δ(p, q) ≤
δ(p, r) + δ(q, r). In vector spaces this metric takes the form:

δ(p,q) =
√∑

(pi − qi)
2 (1)

We have argued elsewhere[1] that the metric of commodity space does not
take this form. Let us recapitulate the argument.

Conjecture 1. Commodity space is a vector space.

Assume that we have a commodity space made up of two commodities, gold
and corn and that 1oz gold exchanges for 100 bushels of corn. We can represent
any agent’s holding of the two commodities by a 2 dimensional vector c with
c0 being their gold holding and c1 being their corn holding. Given the exchange
ratio above, we can assume that (1,0) and (0,100) are points of equal worth and
assuming that commodity space is a vector space thus

δ((0, 0), (1, 0)) = δ((0, 0), (0, 100)) (2)

This obviously does not meet equation 1 but if we re-normalise the corn axis
by dividing by its price in gold, we get a metric

δc(p,q) =

√
(p0 − q0)

2 + (
p1 − q1

100
)2 (3)

which meets the equation we want for our two extreme points:

δc((0, 0), (1, 0)) = δc((0, 0), (0, 1)) (4)

If this is our metric, then we can define a set of commodity holdings that are
the same distance from the origin as holding 1oz of gold. Let us term this U the
unit circle in commodity space:

U = {a ∈ U : δc((0, 0), a) = 1} (5)

Since these points are equidistant from the origin, where the agent holds
nothing, they must be positions of equal worth, and that movements along this
path must not alter the net worth of the agent. Let us consider a point on U,
where the agent holds 1√

2
oz gold and 100√

2
bushels of corn.

Would this in reality be a point of equal worth to holding 1 oz of gold?
No, since the agent could trade their 100√

2
bushels of corn for a further 1√

2
oz

gold and end up with
√

2oz> 1oz of gold. Thus there exists a point on U that
is not equidistant from the origin, hence equation 3 can not be the form of the
metric of commodity space and thus conjecture 1 falls, and commodity space is
not a vector space.
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3 The Metric of Commodity Space

The metric actually observed in the space of bundles of commodities is:

δb(p,q) =
∣∣∣
∑

αi [pi − qi]
∣∣∣ (6)

where p, q are vectors of commodities, and αi are relative values. The ’unit
circle’ in this space actually corresponds to a pair of parallel hyperplanes on
above and one below the origin. One such hyperplane is the set of all commodity
combinations of positive value 1 and the other, the set of all commodity combi-
nations of value -1. The latter corresponds to agents with negative worth, i.e.,
net debtors.

Because of its metric, this space is not a vector space and it is questionable
whether measures of similarity based on vector space metrics are appropriate
for it. However it is possible to posit an underlying linear vector space of which
commodity space is a representation.

4 Commodity Amplitude Space

We will now develop the concept of an underlying space, commodity amplitude
space, which can model commodity exchanges and the formation of debt. Unlike
commodity space itself, this space, is a true vector space whose evolution can
be modeled by the application of linear operators. The relationship between
commodity amplitude space and observed holdings of commodities by agents is
analogous to that between amplitudes and observables in quantum theory.

Let us consider a system of n agents and m commodities, and represent the
state of this system at an instance in time by a complex matrix A, where aij

represents the amplitude of agent i in commodity j. The actual value of the
holding of commodity j by agent i , we denote by hij an element of the holding
matrix H. This is related to aij by the equation aij =

√
hij .

4.1 Commodity Exchanges

We can represent the process of commodity exchange by the application of ro-
tation operators to A. An agent can change the amplitudes of their holdings of
different commodities by a rotation in amplitude space. Thus an initial ampli-
tude of 1 in gold space by an agent can be transformed into an amplitude of 1 in
corn space by a rotation of π

2 . Borrowing Dirac notation we can write these as
1—gold¿, and 1—corn¿. A rotation of π

4 on the other hand would move an agent
from a pure state 1—gold¿ to a superposition of states 1√

2
|gold> + 1√

2
|corn¿ .

Unlike rotation operators in commodity space this is value conserving since on
squaring we find their assets are now 1

2gold + 1
2corn.

The second conservation law that has to be maintained in exchange is con-
servation of the value of each individual commodity, there must be no more or
less of any commodity after the exchange than there was before. This can be
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modeled by constraining the evolution operators on commodity amplitude space
to be such that they simultaneously perform a rotation on rows and columns of
the matrix A.

Suppose we start in state:

A =
[
1 0
0 2

]
,H =

[
1 0
0 4

]

Where agent zero has 1 of gold and no corn, and agent one has no gold and
4 of corn. We can model the purchase of 1 of corn by agent zero from agent one
by the evolution of A to:

A2 =
[
0 1
1
√

3

]

which corresponds to final holdings of:

H2 =
[
0 1
1 3

]

Note that the operation on amplitude space is a length preserving rotation
on both the rows and the columns. The lengths of the row zero and column zero
in A2 are 1 the lengths of row and column one is 2 just as it was for A. This
operation can be effected by the application of an appropriate rotation matrix
so that A2 = M.A. A matrix which produces this particular set of rotations
is:

M =
[
0 1

2

1
√

3
2

]

4.2 Price Changes

Price movements are equivalent to the application of scaling operations which
can be modeled by the application of diagonal matrices. Thus a 50% fall in the
price of corn in our model would be represented by the application of the matrix
1 0
0 1√

2

to the current commodity amplitude matrix. Scaling operations are not

length preserving.
The reason for this is that if there is a change in prices an agent holding

a vector of physical commodities b will find that for most arbitrarily chosen
commodity vectors c, the quantity of c that they can exchange b for will have
changed. The length preserving rotations that we have assumed up to now have
amounted to assuming that there is no possibility of changing ones net worth
by commodity exchanges at a given set of relative prices. If the prices change
over time this is no longer the case, hence the introduction of non-conservative
operations.
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4.3 Modeling Debt

We specified in section 4 that the amplitude matrix must be complex valued.
This is required to model debt. Suppose that starting from holdings H agent
zero buys 2 of corn from agent one. Since agent zero only has 1 of gold to pay
for it, the transaction leaves the following holdings:

Agent gold corn
0 -1 2
1 2 2

The corresponding amplitude matrix is

A3 =
[

i
√

2√
2
√

2

]

It it interesting that this too is the result of applying a unitary rotation
operator to the original amplitude vector since the length of row zero |A30| =
i2 +(

√
2)2 = 1, likewise the lengths of all other rows and columns are preserved.

The linear operator required to create debts has itself to be complex valued, thus
if A3 = NA we have

N =

[
i 1√

2√
2 1√

2

]

Note that the operators here are not Hermitian. This would appear to preclude
the interesting possibility of simulating commodity exchanges on a future quan-
tum computer[5], though there may be renormalization techniques that could be
applied to get over this problem.

5 Implications for Similarity Measures

Steedman [20] has proposed that a suitable criterion for assessing similarity of
values to market prices is the angle between market price and value vectors, with
small angles indicating closeness. If m, v are market price and value vectors
respectively, the angle between them is given by:

ArcCos(−→m.−→v )

where v denotes the normalized value vector given by v = v
|v| .

If the argument in section 2 is accepted, we should consider using angles
between price and value amplitude vectors instead. If we denote the normalized
vectors in amplitude space by maand va, then the amplitude space angles are
given by:

ArcCos(−→ma.−→va
∗)

where x∗ is the conjugate of x.
What will be the properties of this measure?
In general it will show smaller angles between vectors. For example suppose

we have 3 commodities iron, corn, cotton as follows:
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amplitudes
value price value price

corn 1 1 1 1
iron 3 2

√
3

√
2

cotton 1 2 1
√

2
angle 30.2◦ 13.4◦

The fact that smaller angles are shown would be or little significance if the
relative sizes of angles in the two spaces was the same. But this need not be the
case. Consider the following example:

value price PP amplitudes
value price PP

corn 1 1 1 1 1 1
iron 1

2 -1 2 1√
2

i
√

2

cotton 0.02 1 1
√

2
10 1 1

θrelative to price in 74◦ 0 90◦ 54◦ 0 45◦

Here we are comparing three hypothetical vectors of values, prices and prices
of production (PP). If we treated commodity value space as a vector space, then
prices of production would be orthogonal to market prices, whereas in amplitude
space they are at 45◦ to market prices. In this example, when commodity space
is treated as a vector space, values appear closer to market prices than do prices
of production. When the assumption that commodity space is a vector space is
dropped, then prices of production are closer to market prices.

6 Conclusion

We have argued that commodity space can not be directly modeled by a vec-
tor space, because of the metric it observes, but that it can be treated as the
real valued representation or an underlying vector space. This complex vec-
tor space we have, following physics terminology, termed commodity amplitude
space. Observed holdings of commodities and money by agents are the squares of
corresponding commodity amplitudes. Commodity exchange relations, including
the formation of commercial debt can be modeled by unitary rotation matrices
operating on this amplitude space. The conceptual model presented borrows
extensively from quantum formalism.

It is thus at least arguable that the empirical relation between market prices
and labour values should be measured by the angles between their corresponding
vectors in commodity amplitude space. The latter space, unlike commodity space,
is a linear vector space within which angles of rotation have a clear meaning.
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Jahrbücher für Nationalökonomie und Statistik 131, 703–735 (1929)

15. Ryabev, L.D., Smirnov, Y.N.: The Atomic Project, Science, and the Atomic In-
dustry. Atomic Energy 99(2), 519–527 (2005)

16. Shaik, A.: The Empirical Strength of the Labour Theory of Value. In: Bellafiore,
R. (ed.) Marxian Economics. A reapraisal Essays on Volume III of Capital. Profits,
Prices and Dynamics, pp. 225–251. St. Martins Press, New York (1998)

17. Shaikh, A.: The transformation from Marx to Sraffa. In: Freeman, A., Mandel, E.
(eds.) Ricardo, Marx, Sraffa, pp. 43–84. Verso, London (1984)

18. Sraffa, P.: Production of commodities by means of commodities. Cambridge Uni-
versity Press, Cambridge (1960)

19. Valle Baeza, A.: Correspondence between labor values and prices: a new approach.
Review of Radical Political Economics 26(2), 57–66 (1994)

20. Steedman, I., Tomkins, J.: On measuring the deviation of prices from values. Cam-
bridge Journal of Economics 22, 359–369 (1998)

21. von Neumann, J.: A Model of General Economic Equilibrium. Review of Economic
Studies 13(33), 1–9 (1945)

22. von Neumann, J.: Mathematical Foundations of Quantum Mechanics, Engl. transl.
of the 1931 German edition by Beyer, R.T. (1955)


	Hilbert Space Models Commodity Exchanges
	Linear Price Models
	The Vector Space Problem
	The Metric of Commodity Space
	Commodity Amplitude Space
	Commodity Exchanges
	Price Changes
	Modeling Debt

	Implications for Similarity Measures
	Conclusion



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Photoshop 4 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.01667
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /DEU ()
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


