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This paper presents an overview of a range of gestural, audio and tactile interaction 
techniques that can be used to create expressive interfaces that allow rich 
communication while reducing the demands on the visual display. We also discuss 
issues of social acceptability and how these new kinds of interactions will be accepted 
by different types of users in different types of settings. 
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1. INTRODUCTION 

Most mobile devices have sophisticated graphical interfaces and commonly use small keyboards or 
styli for input. The range of applications and services for such devices is growing all the time. 
However, there are problems which make interaction difficult when a user is on the move. Much 
visual attention is needed to operate many of the applications, which may not be available in mobile 
contexts. Oulasvirta et al. [13] showed that attention can become very fragmented for users on the 
move as it must shift between navigating the environment and the device, making interaction hard. 
Our own research has shown that performance may drop by more than 20% when users are mobile 
[3]. The device moves as the user moves causing larger and more variable targeting errors and 
increasing the time to tap on a target. This is particularly frustrating in situations requiring many 
clicks such as using an on-screen keyboard to enter commands. Alternative techniques are needed 
for controlling mobile devices that allow a richer, more expressive interaction for future mobile 
interfaces. 
 
Another important issue is that most devices require hands to operate many of the applications. 
These may not be available if the user is carrying bags, holding on to children or operating 
machinery, for example. A key research topic is therefore to reduce the reliance on graphical 
displays and hands by investigating new forms of expressive, multimodal input and output, for 
example gesture input from other locations on the body combined with three-dimensional sound 
and tactile displays for output. 
 
Little work has gone into making input and control ‘hands free’ for mobile users. New forms of rich, 
expressive input are needed if the keyboard is not available. Speech recognition is still problematic 
in such settings due to its high processing requirements and the dynamic audio environments in 
which devices are used. Much of the research on gesture input still uses hands for making the 
gestures. There is some work on head-based input, often for users with disabilities [11], but little of 
this has been used in mobile settings. Our own previous work has begun to examine head pointing 
and showed that it might be a useful way to point and select on the move [4]. 
 
Many other body locations could be useful for subtle and discreet input whilst mobile (e.g., users 
walking or sitting on a bumpy train). For example, wrist rotation has potential for controlling a radial 
menu as the wrist can be rotated to move a pointer across the menu. It is unobtrusive and could be 
tracked using the same sensor used for hand pointing gestures (in a watch for example). There has 
been no systematic study of the different input possibilities across the body.  
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Output is also a problem due to the load on visual attention when users are mobile and new 
methods of display are needed when eyes are busy.. We and others have begun to look at the use 
of spatialised audio cues for output when mobile as an alternative or com
[15]. Many of these use very simple 3D audio displays,
provide a much richer ‘eyes-free’ display space. 
 
Tactile feedback also has possibilities for freeing up the eyes when mobile and giving another rich 
form of output to work with audio feedback. The whole of t
information display. Sensory substitution has a long history in the area of accessibility 
great promise for mobile interactions. The simple vibration motor currently in mobile phones is very 
popular, but is only used in a very s
 
This paper describes some of the research background in each of these key areas and interaction 
techniques that have been designed to use them with the aim of providing eyes and hands free 
interaction. This work is part of the UK EPSRC
Interactions for Mobile Environments (www.gaime

2. INTERACTION TECHNIQUES

2.1 ‘Hands free’ gestures for input
Gesture input has been successfully incorporat
standard mobile phones now incorporating accelerometers and magnetometers that could be used 
for mobile input. However, many previous projects have concentrated on gestures done with hands 
or fingers. The body itself is very expressive so our work is investigating how we can use different 
body locations for input. 
 
Rekimoto describes GestureWrist in 
attached to the user’s wrist without encumbering the user’s hand with sensors. Previous work has 
examined pointing with different joints in the arm to control a cursor in a desktop situation. Zhai 
al. [19] investigated the use of fingers, left/right motion of the wrist, elbow and shoulders in a Fitts’ 
Law task for pointing in a graphics application. Balakrishnan 
performance can be obtained in a computer based pointing task with wrist and arm movements 
alone when compared to the same task with additional finger movement, for static locations.  
Similar Fitts’ Law studies have examined head point
of mobile head pointing using one axis of rotation of the head to select menu items 
able to select targets successfully when walking using head nods.

Figure 8: Wrist rotation for input. 
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Rekimoto describes GestureWrist in [14], which recognises user hand gestures through a device 
to the user’s wrist without encumbering the user’s hand with sensors. Previous work has 

examined pointing with different joints in the arm to control a cursor in a desktop situation. Zhai 
investigated the use of fingers, left/right motion of the wrist, elbow and shoulders in a Fitts’ 

Law task for pointing in a graphics application. Balakrishnan et al. [1] showed that similar 
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of mobile head pointing using one axis of rotation of the head to select menu items 
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In more recent work we studied the use of wrist rotation as a form of input to drive a cursor across a 
screen or menu. This would be an effective interaction when the user was holding bag for example, 
as the wrist can still be rotated. Wrist rotation is al
avoiding issues of social acceptability. For this experiment an accelerometer was mounted on a 
strap on top of the wrist (like a watch). We used this in a Fitts’ Law task to test pointing behavior 
with a graphical display on a phone and with tactile feedback on the wrist to indicate targets (see 
Figure 8). Results showed that it was an effective input technique with 
accuracy when selecting targets of 9° 
 
One closely related area of work is in that of context sensitive systems. Previous work has 
examined inferring user activity (e.g. seated, walking, running or in a vehicle) or locat
one or more sensors. Lukowicz 
context. They were able to determine accurately whether a user was climbing or descending stairs, 
or walking normally. Our own work examined sensing users’ gait through a mobile device 
instrumented with an accelerometer 
detailed study of the interactions between walking and screen tapping behaviour. This could be 
adapted to look for small changes in gait that could be used as a form of input: users could slightly 
change the timing of a step to make input when hands were busy.

2.2 Spatial sound for ‘eyes free’ output
The display of information can be problematic on mobile devices as screens are small and it can be 
hard to look at them when on the move. Expressive sound has the possibility to overcome some of 
these problems. In particular, 3D sound (usually based on Hea
delivered via headphones) can create a richer display area around the user and allow the use of 
spatial location for information display. This spatial element also gives a range of new possible use
for sound, rather than just being a notification system. 3D sound APIs are becoming more common 
on mobile phones, due to the requirements of mobile gaming, and these give us the possibility for 
creating novel mobile interactions. Sound can reduce the bur
be used more effectively and also to allow users to look at the environment as they walk or move 
about. The technology to render spatial sound is now becoming common in mobile devices, with the 
Nokia N95, for example, containing a 3D sound rendering engine (see Figure 2).
 
Sounds can be presented as coming from around the user in a plane around the head (Figure 3), 
with different applications having different parts of the audio space, creating ‘Audio Widows’ 
Schmandt at MIT has done some significant work on 3D audio displays, in particular NomadicRadio 
[15] that used 3D sound for reminders and notifications in a mobile device. 
 

Figure 2: Accuracy of target location identification of 3D audio targets presented via the Nokia N95 3D sound 

engine (baseline performance with no head

 
We have looked at issues such as size of audio targets, the effects of distracters and the user of 
pointing gestures for the selection of audio targets [1,3]. We developed some simple interactions 
such as a 3D audio progress indicator where a sound moved around the user’s head (starting and 
ending in front of the nose). The position around the head gave the amount of progress, the rate of 
movement the rate of progress. Results showed that this was an effect

In more recent work we studied the use of wrist rotation as a form of input to drive a cursor across a 
screen or menu. This would be an effective interaction when the user was holding bag for example, 
as the wrist can still be rotated. Wrist rotation is also discreet: others will not notice a user doing it, 
avoiding issues of social acceptability. For this experiment an accelerometer was mounted on a 
strap on top of the wrist (like a watch). We used this in a Fitts’ Law task to test pointing behavior 

graphical display on a phone and with tactile feedback on the wrist to indicate targets (see 
). Results showed that it was an effective input technique with users able to achieve 90% 

accuracy when selecting targets of 9° [8].  

One closely related area of work is in that of context sensitive systems. Previous work has 
examined inferring user activity (e.g. seated, walking, running or in a vehicle) or locat
one or more sensors. Lukowicz et al. [12] used changes in muscle activity to infer the user’s 
context. They were able to determine accurately whether a user was climbing or descending stairs, 
or walking normally. Our own work examined sensing users’ gait through a mobile device 
instrumented with an accelerometer [7]. We were able to infer gait from their motion, allowing a 
detailed study of the interactions between walking and screen tapping behaviour. This could be 
adapted to look for small changes in gait that could be used as a form of input: users could slightly 
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delivering progress information. 
that a daily diary could be presented  in a ‘RADAR
comparing this to a standard linear menu sh
 

Figure 3: Sounds are presented in a plane around the user’s head through headphones. Distance can

Our present work in this area focuses on how to manage the audio display. Users need to be able 
to minimise sounds and audio sources when they are not needed. In visual displays applications 
can be minimised to a bar at the bottom of the screen. Our approach for an audio display is to move 
a sound source to the side and further away. In that way users can still hear it if they want to access 
it again, but it does not get in the way of their current interaction or a

2.3 Tactile feedback for ‘eyes free’ output
Most current mobile phones include a vibrotactile actuator which is used as a vibration alert when a 
call or text message arrives. This is very popular with users but there is a lot more that the sense o
touch can do for expressive ‘eyes free’ interactions. The skin is the largest organ in the body and 
provides a large space for communicating information to the user. Tactile feedback is discreet as a 
message is delivered directly to the skin.
  
Tan has done significant work in this area, investigating different body locations and different types 
of hardware for delivering tactile feedback 
focussed on the design of Tactons, 
or tactile icons. These are structured forms of tactile feedback that can be used to deliver 
information to users [5]. We have used v
different body locations for feedback (including hand, forearm, waist, wrist and ankle) and to 
understand the types of vibrations users can perceive. We have also developed a range of 
interactions such as tactile progress bars and keyboards 
understand the capabilities of the skin and how to make use of it for display and interaction.
 

Figure 4: The C2 Tactor from Engineering Acoustics (www.eaiinfo.com).

2.4 Social acceptability  
One final important issue is social acceptability, both of the
of sensors and actuators to different body locations. We need to ensure that people are happy to do 
the (hopefully small and discreet) gestures in different contexts and that they
wear the sensors. This area has received little attention in the gesture input literature, where focus 
has been on the difficulties of recognition in complex environments. However, for gestures to be 
useful they have to be used and if th
benefit for expressive interaction.

delivering progress information. We also looked at using the 3D audio to present a clock face so 
that a daily diary could be presented  in a ‘RADAR-sweep’ around the clock face. An experiment 
comparing this to a standard linear menu showed that it performed better [18]. 
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or tactile icons. These are structured forms of tactile feedback that can be used to deliver 

. We have used vibrotactile actuators such as that in Figure
different body locations for feedback (including hand, forearm, waist, wrist and ankle) and to 
understand the types of vibrations users can perceive. We have also developed a range of 
interactions such as tactile progress bars and keyboards [9]. Further research is needed to fully 
understand the capabilities of the skin and how to make use of it for display and interaction.
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cial acceptability, both of the expressive gestures and the attachment 
of sensors and actuators to different body locations. We need to ensure that people are happy to do 
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As a first step towards understanding the social acceptability of gestures, a Web survey was 
conducted to examine how location and audience affect user willing
of these aspects of social situations affect how we behave and make decisions about appropriate 
actions and therefore provide a useful base from which to begin exploring social acceptability.
 
This survey examined a set of e
body-based gestures.  A device based gesture refers to any gesture which directly involves 
touching or moving typical mobile device, in this case a mobile phone.  A body based gesture refers 
to any gesture that directly involves movements of the body without the use of a typical mobile 
device.  The names and descriptions of these gestures are given in Figure 
completed the survey, ranging in age 
Kingdom, 45% were living in the United States, and 12% declined to state or were the only 
participant in a given country.  29% of the participants were female and 71% were male. 
 

Figure 5:  Names and descriptions of 

For each gesture, survey participants were asked to watch a video of the gesture being performed 
and answer multiple-choice questions. Because survey participants were asked to imagine the 
locations and audiences where 
focus solely on the gesture itself. The videos used in this survey intentionally portrayed a plain 
scene without a defined context so that the setting would not distract viewers from evaluatin
gesture. The questions in this survey examined the social context of these gestures through the 
locations where gestures might be used and the kinds of people they might be used in front of.  For 

As a first step towards understanding the social acceptability of gestures, a Web survey was 
conducted to examine how location and audience affect user willingness to perform gestures.  Both 
of these aspects of social situations affect how we behave and make decisions about appropriate 
actions and therefore provide a useful base from which to begin exploring social acceptability.

This survey examined a set of eighteen gestures which included both device-based gestures and 
based gestures.  A device based gesture refers to any gesture which directly involves 

touching or moving typical mobile device, in this case a mobile phone.  A body based gesture refers 
any gesture that directly involves movements of the body without the use of a typical mobile 

device.  The names and descriptions of these gestures are given in Figure 5.  Fifty
in age from 22 to 55, 43% of participants were living in the United 

Kingdom, 45% were living in the United States, and 12% declined to state or were the only 
participant in a given country.  29% of the participants were female and 71% were male. 

    

 
 

Names and descriptions of all the gestures used in the survey. 
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participant in a given country.  29% of the participants were female and 71% were male.  

For each gesture, survey participants were asked to watch a video of the gesture being performed 
choice questions. Because survey participants were asked to imagine the 
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focus solely on the gesture itself. The videos used in this survey intentionally portrayed a plain 
scene without a defined context so that the setting would not distract viewers from evaluating the 
gesture. The questions in this survey examined the social context of these gestures through the 
locations where gestures might be used and the kinds of people they might be used in front of.  For 
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each gesture, users were asked to select from a list a
to perform the given gesture as part of a mobile interface. Users were then asked to select from a 
list all of the types of audiences they would be willing to perform the gesture in front of (see Figure 
6). 

Figure 6: The questionnaire and two screen shots of different gestures (body tapping and table tapping).

 
By comparing average acceptability rates between locations, we can determine which settings were 
the best facilitators of gesture usage and which 
shows the average acceptance rate and standard deviation for each location. The differences show 
that location plays an important role in how users determine acceptability of a given gesture.  For 
example, the difference between pavement and workplace shows that these places are socially 
different. As compared to the pavement setting, gestures were 12% more likely to be used in the 
workplace than on the pavement and 34% more likely to be used at home. The pave
public location, provides few opportunities for privacy and exhibits a restricted set of social norms 
due to compromises of using a shared space.  Home, on the other hand, offers many opportunities 
for privacy and a clearly defined social norms 
somewhere in between the two. 

Figure 7: Average percentage of gesture acceptability by location.  Error bars show one standard deviation of 

the acceptability for all gestures at each location. 

Familiarity with the audience played a significant role in whether or not a given gesture would be 
acceptable to use (see Figure 8). Strangers, the least familiar audience with an average 
acceptability of 51%, were significantly lower than partners, with and average ac
This shows that the more familiar audiences gave performers more confidence in using gestures 
than less familiar audiences. 
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By comparing average acceptability rates between locations, we can determine which settings were 
the best facilitators of gesture usage and which settings were the most controversial.  Figure 7 
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to perform the given gesture as part of a mobile interface. Users were then asked to select from a 
list all of the types of audiences they would be willing to perform the gesture in front of (see Figure 

The questionnaire and two screen shots of different gestures (body tapping and table tapping). 

By comparing average acceptability rates between locations, we can determine which settings were 
settings were the most controversial.  Figure 7 

shows the average acceptance rate and standard deviation for each location. The differences show 
that location plays an important role in how users determine acceptability of a given gesture.  For 

e difference between pavement and workplace shows that these places are socially 
different. As compared to the pavement setting, gestures were 12% more likely to be used in the 
workplace than on the pavement and 34% more likely to be used at home. The pavement, as a 
public location, provides few opportunities for privacy and exhibits a restricted set of social norms 
due to compromises of using a shared space.  Home, on the other hand, offers many opportunities 
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Average percentage of gesture acceptability by location.  Error bars show one standard deviation of 
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Figure 8:.Average percentage of gesture acceptability by audience.  Error bars show one standard deviation. 

These results show that social acceptability is an important issue and must be considered when 
designing gesture-based expressive interfaces. If care is not taken then developers could spend a 
lot of time creating gestures and gesture recognition algorithms for gestures that users will not use 
as they are too embarrassing to do in public. We are also investigating what other factors may also 
influence acceptability. Clearly cultural issues will be important as some gestures are rude in one 
culture but acceptable in another. 

3. CONCLUSIONS 

This paper has described a range of interaction techniques to facilitate new forms of expressive 
interactions that do not rely on the hands or eyes. In real world situations hands may be busy 
holding shopping bags or children, but users still need to operate their mobile devices. In a similar 
way, users may not be able to look at the screen (or only be able to glance at it) as they need to 
keep their eyes on where they are going. The techniques we have presented using gestures, audio 
and tactile feedback have been shown to improve interaction in mobile environments. These are 
quite different ways of using mobile devices so care must be taken that people will accept them and 
will not be too embarrassed to do the gestures we create, for example. To avoid this problem we 
are study the social acceptability of our new interactions to ensure they are both useful and will be 
used. 
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