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ABSTRACT
Conversation partners on mobile phones can align their walk-
ing gait without physical proximity or visual feedback. We
investigate gait synchronization, measured by accelerome-
ters while users converse via mobile phones. Hilbert trans-
forms are used to infer gait phase angle, and techniques from
synchronization theory are used to infer level of alignment.
Experimental conditions include the use of vibrotactile feed-
back to make one conversation partner aware of the other’s
footsteps. Three modes of interaction are tested: reading a
script, discussing a shared image and spontaneous conversa-
tion. The vibrotactile feedback loop on its own is sufficient
to create synchronization, but there are complex interference
effects when users converse spontaneously. Even without
vibration crosstalk, synchronisation appeared for long pe-
riods in the spontaneous speech condition, indicating that
users were aligning their walking behaviour from audible
cues alone.
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INTRODUCTION
Conversation is a joint activity, and people tend to use a va-
riety of cues to subconsciously create a rapport with their
conversation partners. When talking on a mobile phone with
a remote conversation partner, many of these nonverbal com-
munication channels are lost. It is, however, possible to aug-
ment the sensory capabilities of a mobile device, and com-
municate information via other channels. Such augmented
communication allows both an increase in explicit commu-
nication and the potential to improve unconscious communi-
cation. This introduces interesting possibilities for imitation,

modulation of meaning, and can be used to punctuate a con-
verstation, entraining the timing of a discussion. The aug-
mented information can also increase the mutual situation
awareness in terms of changes to the environment a conver-
sation partner is in, which can have positive benefits in terms
of safety, as well as improving communication.

This paper investigates two major themes:

1. Exploring mechanisms for measuring the level of align-
ment in mobile conversation throughout a given experi-
mental condition. We measure the synchronization of gait
phase angle in walking interlocuters, and measure the gap
between turns in conversation.

2. Using these measurements of alignment to evaluate the
changes on the level of coupling achieved between two in-
terlocuters. Specifically, we investigate the consequences
of communicating step data sensed by accelerometers in
each hand-held device with vibration feedback in the con-
versation partner’s device.

Previous research has suggested that being in the same phys-
ical space as your conversational partner could be important
for synchrony. Studies have shown that if participants are in
separate rooms conversation becomes more formal – making
imitation less likely [17]. The distributions of pauses and
speech-overlaps in telephone and face-to-face conversations
have different statistical properties [19]. We predicted that
subjects would be more likely to converge to the same walk-
ing rhythm when they feel the footsteps of their interlocutor,
opposed to their own. We converge when walking beside
whoever we are engaged in conversation with, but does it
extend to over a mobile phone?

If a relationship between alignment and conversational en-
gagement levels can be demonstrated, then measures of align-
ment derived from synchronization theory [15] could be used
as a proxy for a measure of quality of communication. This
would provide an objective, rapidly observable measure for
use in mobile scenarios, where otherwise more variable sub-
jective approaches have to be taken, which are less straight-
forward to measure, and which have less temporal accuracy.

We use these methods in this experiment to try and infer
whether, when engaged in conversation (but not walking in
the same immediate space), interlocutors will converge in
walking rhythm when speaking via a mobile phone while



walking. This could further highlight that cooperative con-
versation could be driving interpersonal synchronization. Fur-
thermore, subjects will be using a PDA during the experi-
ment. In one condition they will feel vibrations on this from
their own footsteps and for the other condition they will feel
the vibrations of their conversational partner’s footsteps.

BACKGROUND LITERATURE
Alignment
Conversation is a joint activity, so interlocutors involved must
work together to try and facilitate understanding and the flow
of conversation. Working together towards understanding is
known as ‘interactive alignment’. Conversational partners
use the same words, sounds and facial expressions in order
to become aligned. The process involved to achieve this goes
as follows: speakers use the same representations as one an-
other, so if speaker 1 describes something in a particular
way speaker 2 will have speaker 1’s representation primed
so will also use it, thus, speaker 1 and speaker 2 are now
aligned. This ensures conversational partners are operating
at the same level, so dialogue will be fluid [8].

Synchronization theory
Since first being observed by Christiaan Huygens in 1673,
the study of synchronization has been applied in physical,
physiological and social situations. A standard introduction
to the field, [15], describes synchronization as “an adjust-
ment of rhythms of oscillating objects due to their weak in-
teraction”. Other examples of synchronization effects in-
clude the rhythmically synchronized flashing of fireflies and
the menstrual synchrony between women in close social con-
tact. The suggestion that interlocutors’ breathing patterns
converge when they are engaged in certain tasks is made by
McFarland in [13], conversational partners’ breathing pat-
terns were monitored during: quiet breathing, reading aloud,
spontaneous monologue, scripted dialogue and spontaneous
conversation. It was hoped the study might provide insight
into aspects of conversational exchange and interactional syn-
chrony between interlocutors. The results showed some se-
lected, informal examples of synchronization of breathing
patterns of interlocutors at turn-taking boundaries and simul-
taneous vocalizations e.g. laughter. Breathing patterns dur-
ing listening differ considerably from quiet breathing – in-
stead, respiratory patterns during listening resemble breath-
ing during speech, and speaker and listener converged to the
same breathing pattern. We applied synchronization theory
in HCI contexts in earlier work, including analysis of tapping
accuracy while walking, in [5]. It can also provide a frame-
work for analysis and design of rhythmic gesture recognition
systems, as developed in [12].

Synchronization in Cooperative Conversation
It has been suggested that interactional synchrony serves as
a coordination device, which helps us to achieve mutual or
complementary goals [2]. The fact that conversation is a
joint activity could account for the imitation between in-
terlocutors. Synchronous activity between conversational
partners has also been observed in several further ways, as
speakers have been found to converge in speaking rate , vo-
cal intensity and the amount they pause. Listeners will

imitate the posture of the speaker if they find them engaging
[7]. Furthermore, listeners have been found to move in time
with the speaker’s speech [14]. The coordinating influence
of tempo in music and speech is discussed in [11]. Wilson
and Wilson [20] propose that endogenous oscillators in the
speaker and listener become mutually entrained on the basis
of the speaker’s rate of syllable production.

Shockley, Santana and Fowler [18], investigated whether in-
terlocutors mimic one another’s posture when engaged in
cooperative conversation. They varied whether the conver-
sation was cooperative or not. In the cooperation condi-
tion, verbal communication was required and the partici-
pants were either facing one another, or facing in the op-
posite direction. The results showed that verbal communi-
cation alone was enough to lead to convergence of the inter-
locutor’s postural movements. Even when participants were
not facing one another imitation happens due to the coop-
erative nature of task. This has important implications for
the cooperative nature of conversation. Giles [9] found that
listeners were more likely to imitate speakers if they were
in a cooperative environment, rather than a non-cooperative
environment. This imitation between interlocutors is a non-
conscious process. This was highlighted by [1] in their paper
investigating the Chameleon Effect for facial expressions,
where a person changes their behaviour to suit their envi-
ronment. Perceiving a behaviour performed by someone in
your environment will subconsciously make you more likely
to also perform that behaviour, e.g. walking beside our con-
versational partner in perfect synchrony of footsteps. Such
behavioural synchrony suggests that we automatically adapt
to fit the social environment we are in, imitating whoever
we are interacting with at the time. Participants were more
likely to report increased liking with confederates who im-
itated their behaviour, suggesting it did aid the flow of the
conversation and allow a rapport to develop.

HARDWARE AND SOFTWARE
The inertial sensing equipment used in the experiment con-
sists of an HP iPAQ 5550 equipped with a MESH [10] iner-
tial navigation system (INS) backpack consisting of 3 Ana-
log Devices ±2g dual-axis ADXL202JE accelerometers, 3
Analog Devices ±300deg/s Single chip gyroscopes, 3 Hon-
eywell HMC1053 magnetometers and a vibrotactile trans-
ducer, used for feedback purposes. The system can also
record location – its GPS unit is a Trimble Lassen Sq mod-
ule for mobile devices, and is also built-in as part of MESH
(see figure 1). This module provides us with a 9m resolution
with up to 6m resolution around 50% of the time it is used.
It also provides us with velocity resolution of 0.06m/s and
an 18m altitude resolution. Data were sampled at 90Hz.

ALGORITHMS
Step detection
The step detection algorithm used in this study examines the
vertical oscillation of the device. While walking, one verti-
cal oscillation occurs for each step (one sinusoid per step).
In order to extract information from this oscillation, the raw
acceleration data must be processed. The algorithm first en-
sures the oscillation is centred around zero by subtracting



Figure 1. Left: MESH device alone and attached to
an HP5550 Pocket PC. Right: The MESH circuit board
showing the main components.

the mean of the previous one second’s worth of data from
all incoming values. This ensures that the system is robust
to changes in user posture during the study. These zero-
centred oscillatory data are then low-pass filtered to produce
a smooth sinusoidal wave. In this procedure care was taken
to avoid any introduction of phase lags, by time reversing the
filtered signal and sending it through the same filter again.
The step detection algorithm then extracts peaks and troughs
from this filtered signal. A step may be detected only when
a peak in this signal is detected. However, as not all oscilla-
tions will be due to the user walking, further conditions must
be met before a step is detected. The detected peak and pre-
vious trough must occur within a certain time of each other
(> 0.1s and < 0.7s) and must be above a certain magnitude
of signal before the oscillation is detected as a step. These
timing and signal magnitude thresholds were set through an
iterative trial and error process.

Synchronization detection
How do we detect synchronization? The oscillations in-
volved are often irregular, ruling out simple strategies. In
some cases, such as respiratory examples, or electrocardio-
gram data, there are clear marked events with pronounced
peaks in the time-series which can be manually annotated, or
automatically detected. One practical advantage of the use
of synchronization theory is that often we have a quite com-
plex nonlinear oscillation, which might be sensed via a large
number of sensors. The phase angle φ of that oscillation is
however a simple scalar value, so if we are investigating the
synchronization effects in two complex systems, the analy-
sis can sometimes be a single value, the relative phase angle
φ2 − φ1.

The Hilbert Transform
How do we find the phase angle from the data? A common
approach is to use the Hilbert transform introduced by Gabor
in 1946, which gives the instantaneous phase and amplitude
of a signal s(t) [15]. The Hilbert transform signal sH(t)
allows you to construct the complex signal

ζ(t) = s(t) + isH(t) = A(t)eiφ(t) (1)

where φ(t) is the phase at time t, and A(t) is the amplitude
of the signal at time t. The Hilbert transform of s(t) is

sH(t) =
1
π

lim
T→∞

∫ T

−T

s(τ)
t− τ

dτ (2)
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Figure 2. Generating the phase angle φ(t) from observed
acceleration data a(t) from a user walking

Although A(t) and φ(t) can be computed for an arbitrary
s(t) they are only physically meaningful if s(t) is a narrow-
band signal. For the gait analysis, we therefore filter the data
to create a signal with a single main peak in the frequency
spectrum around the typical walking pace (below 4Hz).

Synchrograms and synchronisation index
In order to visualise the changes in relative phase in the ex-
perimental data, we use the standard tool of a synchrogram.
This is a stroboscopic technique, where we plot a point at
the value of phase ψ(tk) in the first oscillator, ψ(tk) =
(φ1(tk) mod 2π), when the second one completes a cycle.

Note that synchronization does not need to be a 1:1 synchro-
nisation. We can also detect n : m synchronisation by view-
ing sychrograms. If there is visible structure to the points
in the synchrogram then that suggests synchronization is oc-
curring. In order to generate a synchronization index for a
particular synchronization ratio n : m, we can use a local
sum over the last Ml cycles:

Λl =

∣∣∣∣∣
∑Ml

k eıηk,l

Ml

∣∣∣∣∣ (3)

where ηk,l = φ2 mod 2πn|φ1 mod 2πm=θl
, where θl is the

‘strobe’ point on the interval [0, 2πm] at which the φ2 is
recorded. Finally, we average over all N points θl to obtain
a synchronization index: λn,m = 1

N

∑N
l Λl, which varies

from 0 to 1, where 0 indicates no synchronization at the n :
m ratio, and 1 is full synchronization

Example of synchronization via footstep feedback
To illustrate the basic synchronization detection, we illus-
trate detection of synchronization in the situation where two
people are walking and talking to each other and can feel
each other’s footsteps via vibration feedback. The partici-
pants do not talk to each other, but have 4 stages: 3 minutes
of feeling their partner’s footsteps, 3 minutes of their own
footsteps, 3 minutes of their partner’s, and 3 minutes of their
own.

The synchrogram and λ(t) for this data is shown in Figure 3.
The crosstalk between users was active in minutes 1-3, and
6-9. In the first 3 minutes only sporadic bursts of synchroni-
sation appear, possibly due to the participants familiarising
themselves with the experiment, and walking somewhat un-
easily. In period 6-9, however, there is strong evidence of
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Figure 3. The left figure is the synchrogram of two
time-series of acceleration data from participants walk-
ing while holding a PocketPC. The right plot shows λ(t)
values summarising the level of synchronisation at each
time point.

synchronized walking behaviour, as can be seen in the struc-
tured form of the synchrogram, and the high level of λ(t).
Note how rapidly synchronization is lost at 9 minutes, when
the vibration is continued, but linked to the users’ own foot-
steps, rather than their partners’. This initial dataset already
shows that remote participants who cannot see each other
can synchronise their gait.

EXPERIMENT
Method
Participants
22 undergraduate or graduate students (11 pairs). The walk-
ing rhythm data from 1 pair was not recorded, so the speech
data from this trial was not included in the analysis, leaving
10 pairs. The pairs of subjects had never met one another be-
fore and were either both male or both female. There were
no mixed pairs. Each participant provided informed consent
and had the opportunity to withdraw from the experiment at
any time. They all participated on a voluntary basis.

Apparatus
Each participant’s speech was recorded and saved via a lap-
top computer, which was held in a rucksack and carried by
each participant during the experiment. The also wore head-
phones with a microphone attached, to actually record the
speech. There were two mobile phones (Nokia 6680s), one
for each participant. Users were holding the PDA (HP Ipaq
5550) which provided vibration feedback, logged the accel-
eration data and showed experimental instructions.

The PDAs and laptops communicated via an ad hoc wire-
less network (i.e. a network between devices with no ac-
cess point involved). This meant that communication be-
tween devices was direct, rather than going through an ac-
cess point. Also we used UDP to send and receive the foot-
step events between each PDA rather than TCP. UDP in-
volves less overhead than TCP since it has no need to set up a
connection, acknowledge packets, and handle errors. We did
check for missed packets at application level, but found al-
most no packets were dropped anyway, expected behaviour
when all devices are in a relatively small area.

Using the ad hoc network and UDP resulted in an improve-
ment in reduction of Round-trip-time (RTT) latency and vari-

Figure 4. Screen shots of the PocketPC display during
the experiment. Left: script. Right: image.

ability. The bulk of the RTTs tended to fall in the 10-30ms
range, meaning one way trip times of 5-15ms, and the few
outliers were all under 100ms. The mean round-trip-time
for the vibration communication of each partner’s footsteps
was less than 20ms. For conversation, each participant was
provided with a Nokia LDW1 Bluetooth headset, which al-
lowed them to carry the mobile phone in their pockets, out
of the way.

Materials
The PDAs held the script, which was a Monty Python sketch
(the ”Dead Parrot” sketch) and the cartoon images. The PDA
has a 3.8” TFT active matrix screen, with a resolution of
240 × 320. There were 48 images – participants were in-
structed to work through them at their own pace, so they may
only have described a few of the 48 images in the 5 minutes
provided. All 48 were Gary Larson cartoons.

Experiment
The aim of the experiment is to determine whether synchro-
nisation of utterances and walking rhythms will happen be-
tween interlocutors while conversing via mobile phones. Dyads
are walking with the device throughout the experiment. The
task involves each pair reading a Monty Python script (the
‘Dead Parrot’ sketch), describing a series of cartoon pictures
and holding spontaneous conversations with their interlocu-
tor – all via the mobile phone. The different tasks vary in
their degree of cooperation needed between interlocutors.
As Fowler et al. [6] suggests, a task that involves more co-
operation between speakers should produce more synchrony
in their speech and gait behaviour. For half of the experi-
ment they could feel their own footsteps, and for the other
half they could feel their partner’s, displayed as vibrations
on their PDA.

Procedure
Each pair of participants completed the three different tasks,
which individually lasted 5 minutes. They also had to com-
plete each of the three tasks twice; as once they felt the vi-
brations from their own walking rhythm (no crosstalk) and
the second time they felt the vibrations from their partner’s
footsteps (with crosstalk). The pairs of participants were



given a 5-minute lesson on how to use the PDA and then
they took part in a demonstration of the experiment, to make
them more comfortable with the device and to view what the
experiment would entail.

They put on the rucksacks, put in the Bluetooth earpiece and
put the mobile phone device in their pockets. The actual
experiment took place in a park area, just outside the uni-
versity building. This allowed behavioural synchrony and
interpersonal conversation to be monitored in a more natural
setting. Participants were instructed to circle the park at op-
posite ends, so they would only be able to hear one another
via the mobile phone. Each of the tasks lasted 5-minutes and
all six were presented by the PDA in an order determined by
the balanced experiment design.

During the spontaneous speech task, participants could speak
freely to one another on any topic of their choice. The PDA
was timed to end the task after 5-minutes, but participants
had to occasionally monitor the screen, as they had to watch
for the end of the 5-minutes. During the scripted task, one
participant was given the role of speaker 1 and the other par-
ticipant was named speaker 2. This remained the same when
the task was repeated, so both participants read the same part
in the script twice. Finally, when describing the images, par-
ticipants were viewing the same images at the same time;
they simply had to briefly describe the cartoons to one an-
other before moving onto the next one.

Data analysis
The speech (separate channels for each speaker) and accel-
eration data from each person were stored separately.

Speech data
The conversation during the spontaneous speech task was
annotated to analyse whether interlocutors’ speech patterns
converged. The spontaneous speech task was analysed, as
this is where subjects will have the greatest opportunity to
develop a rapport with their conversational partner - thus,
speech will be most natural. We used Sound Edit, a sound
wave analysis package, to mark when each speaker started
and stopped speaking. Feedback was marked separately from
speech, i.e. every time the listener provided feedback to the
speaker’s speech it was to be coded ‘feedback’, rather than
‘speech’. For example, if the speaker was telling a story and
the listener offered agreement by saying ‘yes’, or ‘uhuh’ etc.,
this would be coded as ‘feedback’. This would allow us to
explore whether pairs converged to the same speaking pat-
terns, e.g. similar amount of feedback given by both inter-
locutors and similar length of speech in each turn. This pro-
vides observations allowing investigation of whether there
was synchrony in speech patterns, as well as analysing syn-
chronization of gait. The expectation was that there should
be more imitation in speech patterns during the crosstalk
condition, as participants should be more connected from
feeling their conversational partner’s footsteps. The means
were calculated for length of feedback and length of speech
turn, both in the presence and absence of crosstalk.

The spontaneous speech task allowed interlocutors to speak
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Figure 5. The top figures are the synchrograms from Pair
4 reading the script while walking. The lower plots shows
λ(t) values summarising the level of synchronisation at
each time point. Left plots are crosstalk condition, Right
plots are no crosstalk. The crosstalk case shows longer
periods of synchronisation than the no-crosstalk case.

freely on any topic they desired. Conditions of the task were
natural, giving dyads the opportunity to develop a rapport.
For this reason, as mentioned, this is the task that was ex-
plored for the convergence of speech patterns. Pairs 1, 4,
9 and 10 were selected for analysis, as there were technical
difficulties with recorded speech from pairs 2-8, limiting the
usefulness, as one participant’s speech in each of these trials
was inaudible.

Average speech length in a turn was very similar between
some pairs – usually an indicator that speech was interactive.
For example, mean speech length for pair 9, speaker 1, was
3.64 seconds and for speaker 2 average speech length was,
3.93 seconds. Further, the average length of feedback given
also highlights a convergence of speech patterns: speaker 1
was 0.87 seconds and speaker 2 was 0.97 seconds. This was
during the crosstalk condition – when interlocutors could
feel the vibrations of their partner’s footsteps. This was not
the case in every pair that was annotated, as pair 10 con-
verged to a more similar speech length in the absence of
crosstalk. Average speech length for speaker 1 was 3.66 and
for speaker 2 it was 4.56. During the crosstalk condition,
pair 10 seem to have diverged from the same speech pat-
terns, as average speech length in a turn was, 1.96 seconds
for speaker 1 and 4.80 seconds for speaker 2. As speech was
lost from one subject in pair 4, data here could not be anno-
tated in the same way. This is unfortunate, as this was where
most synchronization of gait was observed.

Gait synchronization
All three different communication tasks: scripted, images
and spontaneous/free speech were predicted to produce dif-
ferent levels of synchronization of gait. Free speech, as dis-
cussed, was predicted to elicit the most convergence of walk-
ing rhythms, as this task yielded very natural conversation.



In many cases, conversation between dyads was very enthu-
siastic and after the experiment had ended, participants often
resumed telling a story they had begun during the 5-minute
free speech task, but had not had the opportunity to finish.
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Figure 6. The top figures are the synchrograms from Pair
4 conversing spontaneously while walking. The lower
plot shows λ(t) values summarising the level of synchro-
nisation at each time point. Left plots are crosstalk con-
dition, Right plots are no crosstalk. In both cases there
are significant periods of synchronisation in both cases,
as shown by the structured form of the synchrogram, and
the high levels of λ(t)
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Figure 7. The left figure is the synchrogram from Pair
10 reading the script, while walking in the no-crosstalk
condition. The right plot shows λ(t) values summarising
the level of synchronisation at each time point. Note the
negligible amount of synchronisation in this case.

We generated synchrograms for each time-series, and gen-
erated histograms for λn:m values for each minute of the 5
minute long experiment conditions. This gave us an indi-
cation of the level of alignment in gait during that period.
Level of synchronization goes from 0-1, λ(t) ≥ 0.5 was
defined for the purposes of this analysis to be synchronous
behaviour.

Investigating the results from Pair 4, as shown in Figure
6, we see a sudden increase in synchrony around 1.25-1.75
minutes. Here, the conversation was highly interactive and
a lot of feedback was given. There was another rise in syn-
chronous behaviour between 2.75 and 3.20 minutes. At this

Source d f Sum of Squares Mean Square F-Value P-Value G-G H-F

Subject 9 .774 .086

Crosstalk 1 .023 .023 1.589 .2392 .2392 .2392

Crosstalk * Sub… 9 .129 .014

Communication 2 .121 .061 2.192 .1406 .1538 .1443

Communication … 1 8 .498 .028

Crosstalk * Com… 2 .048 .024 1.787 .1959 .2015 .1959

Crosstalk * Com… 1 8 .241 .013

Dependent: Compact Variable 1

G-G Epsilon H-F Epsilon

Crosstalk 1.000 1.000

Communication .798 .943

Crosstalk * Commu… .873 1.066

Table of Epsilon Factors for df Adjustment
Dependent: Compact Variable 1

NOTE: Probabilities are not corrected for values
          of epsilon greater than 1.
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Figure 8. The interaction bar chart highlights the av-
erage proportion of time gait was synchronised in each
communication task, in the presence and absence of
crosstalk, with standard error bars (σ/

√
n). Free speech

yields most synchronisation (λ(t) > 0.5 29% of time).

point, interlocutors were returning to a subject they had dis-
cussed in the previous free speech task, in the presence of
crosstalk. The rise in synchronous activity around 4.20-4.30
minutes was associated with highly interactive conversation.
For example, the listener seemed to interrupt the speaker
several times to add a point to the conversation or to ask
a question.

Did the presence of crosstalk lead to more synchronization
of gait as predicted (i.e. when interlocutors could feel vi-
brations of their partners footsteps via the PDA), and was
there a task effect, i.e. which of the tasks – scripted, images
or spontaneous speech – would elicit the greatest amount of
synchrony? In order to analyse when most synchronization
of gait was happening, a 2-way repeated measures analysis
of variance (ANOVA) was performed on the communication
tasks and crosstalk – these results are shown in Figure 8. The
ANOVA shows no main effects. The combination of differ-
ent tasks and the presence or absence of crosstalk led to vary-
ing degrees of synchronization, so in some conditions more
synchronization of gait was observed than in others. The
spontaneous speech task, without crosstalk, produced the
most synchrony of footsteps between conversational part-
ners (mean = 0.294). In the absence of crosstalk, there was a
significant difference observed between the images task and
the spontaneous speech, F (1, 18) = 7.7, p < 0.05 and be-
tween the scripted task and the spontaneous speech, F (1, 18) =
7.3, p < 0.05. The spontaneous speech task, in the presence
of crosstalk, produced the second greatest amount of syn-
chronous behaviour (mean = 0.265). There was no signifi-
cant difference between the spontaneous speech task and the
scripted task in the crosstalk case.

Although the data generally supports the prediction that dur-
ing the free speech task the most synchronous behaviour
would be observed, it does not support the hypothesis that
feeling your partners’ footsteps, while in conversation, would
lead to an increase in synchronization of gait, as more syn-
cronization was observed in the absence of crosstalk dur-
ing free speech. The third most synchronous condition was
the image task in the presence of crosstalk (mean = 0.260),
higher than the images task in the absence of crosstalk. In
the scripted task, marginally more synchronous activity was
also observed in the presence of crosstalk (see Figure 5).



DISCUSSION OF RESULTS
Shockley et al. [18] suggested that it was speech that was
responsible for coordinating participants. They stated this
was,“evidence of an effect of cooperative speaking on move-
ment entrainment”. Our findings are compatible with this, as
dyads were not in face-to-face conversation, yet alignment of
walking rhythm was still evident, even in no-crosstalk cases.

The least synchronization of gait was observed in the im-
age task, when crosstalk was absent (mean = 0.150), with
scripted slightly more synchronized (mean = 1.54). The
small level of difference between the scripted task and the
image task was somewhat unexpected, as it was predicted
that as the script condition entailed interlocutors working to-
gether to complete the task, more synchrony should have
been evident than for the image task. One possible expla-
nation for the higher than expected levels of sync for the
images was that some participants were almost treating this
task like free speech. For example, they would engage in
joint laughter and make jokes regarding the images, poten-
tially explaining this result. This more free-flowing conver-
sation occurred occasionally in other cases as well, when
technical problems with the communication arose – typically
when they had trouble hearing via their Bluetooth headsets.

It is possible that feeling the vibrations of your partner’s
footsteps leads to increased synchronization in these tasks,
as participants were concentrating on the task at hand, there-
fore the vibrations could have been subconsciously entrain-
ing them. Conversely, during the free speech task the par-
ticipants were free to interpret this as they wished, as far as
task instructions are concerned. It is possible that the vibra-
tions were more distracting, as the participants are no longer
focused on completing a task. In a task involving rhythmic
limb movements and conversation, Richardson et al. [16]
noted “conversational behaviour may undermine the stabil-
ity of the unintentional synchrony brought about by vision”.

An alternative suggestion for the synchronization of foot-
steps observed, is due to the rhythmical nature of speech i.e.
dyads will converge during their conversation to the same
rhythmical speech patterns and this will in turn lead to en-
trained behavioural rhythms. This seems like a viable expla-
nation, as [4] found that interlocutors become synchronized
to their conversational partner’s speaking rhythms e.g., in
turn taking, the new speaker picks up on the beat of the last
speaker’s rhythm. Once a rhythm is created this can poten-
tially be entrained to other rhythms, which could account
for synchronization of gait observed in this study. Interlocu-
tors breathing patterns could have become entrained, thus
entraining partner’s gait i.e., rhythmically coincident breath-
ing patterns could in turn be causing synchronization of foot-
steps. The least synchronization of gait was observed in the
image task, when crosstalk was absent (mean = 0.150), with
scripted slightly more synchronized (mean = 0.154). It was
predicted that the least sync would happen during the image
task in the absence of crosstalk. The scripted task was pre-
dicted to produce more synchrony, as the completion of the
task depends on dyads working together. The marginal dif-
ference between the image and scripted cases may be due to

participant appearing to treat the image task more like free
conversation. This occurred in other cases as well, when
technical problems with the communication arose – typically
when they had trouble hearing via their Bluetooth headsets.

More detailed analysis of the speech in some of the pairs
supported the theory that speech and behavioural rhythms
entrain, as a result of a rapport having developed between
interlocutors. Pair 4 showed the greatest level of synchro-
nization of gait during the free speech task. Exploration of
the conversation here yielded some interesting findings on
what could be driving synchrony. Firstly, interlocutors were
discussing shared interests and experiences when increased
levels of synchrony occurred. Also sync increased when
subjects were discussing something they had previously dis-
covered about one another, in the spontaneous conversation
task in the presence of crosstalk. Pair 4 seemed to find one
another engaging and conversation was highly interactive,
compared to other pairs where the speech was annotated ([7]
noted that we are more likely to imitate if we find our part-
ner engaging). The interlocutors had already completed a
5-minute free speech conversation (with crosstalk), there-
fore they may have begun to create a mutual rhythm dur-
ing this task, which was fully developed and strengthened
by their next free speech trial (without crosstalk). In pair 4
sync increased when the listener interrupted the speaker to
add something to the conversation e.g., feedback or asking
a question. This has implications for the interactive nature
of conversation, i.e. the more interactive; the more we will
synchronize with our conversational partner.

Because the WLAN range of 100m constrained the distance
apart during the experiments, dyads were instructed to walk
in a circle, on grass, at opposite ends of a park to ensure they
could only hear one another via the mobile phone device.
However, there is the possibility that the proximity could
have had an effect on walking behaviour, although most par-
ticipants said that they had not been aware of the walking
behaviour of the other person, and did not appear to be ob-
serving each other. Poorer synchronization in the scripted
and image cases might be due to the interaction between vi-
sual attention to the PDA screen and gait.

CONCLUSIONS
This study is an initial exploration of synchronization in mo-
bile settings, which has provided objective data supporting
the surprising observation that it is possible for remote mo-
bile participants to synchronize their walking behaviour based
on the voice channel alone. On the methodological side, this
paper has introduced novel techniques to the HCI and speech
communities, which can help measure the consequences of
augmenting voice communication with other modalities. We
found that in speech-free cases it was possible to create aligned
walking behaviour just by feeding back the conversation part-
ner’s footsteps to the vibrator in the pocketPC, but that when
combined with speech input, the effect on synchronization
was less clear, suggesting the possibility of interference among
oscillators. Even more interesting perhaps, though, was the
observation of synchronization in the speech-only cases, with-
out any vibration crosstalk, and without colocation of the
participants.



Implications for understanding conversation
The results presented here are interesting exploratory results
in a novel style of experiment. Until now, linking the anal-
ysis of walking behaviour in a realistic setting with align-
ment and engagement levels in conversation would have pro-
vided a significant challenge to speech researchers. Obser-
vational procedures were used, such as hand scoring video-
tapes of listeners movements and speech [3]. This is time-
consuming, error-prone and not open to online experimental
control. Recent rapid developments in mobile device capac-
ity, and compact inertial sensing, coupled with the use of the
tools from synchronization theory, have opened up a new
way of investigating alignment effects in conversation, and
their effect on quality of communication. The method used
in this study to code rhythmic behaviour and imitation is au-
tomatic, robust, as the accelerometer monitors walking pat-
terns throughout the experiment, and can be used to control
experimental stimuli, providing a more stringent method of
exploring synchronization during interpersonal interaction.

Implications for technology
This paper is not about the particular application of feeling
each others’ footsteps – it is an example of a way of assess-
ing the consequences of any augmentation of the voice com-
munication between two mobile users. Various augmenta-
tions of basic communication technologies can be imagined.
In this paper, an augmented mapping from acceleration sig-
nals to vibration was used, but a great variety of mappings
between sensors and displays of the interlocuters could be
imagined. The alignment approach, with tools from syn-
chronization theory, provides an objective technique which
gives insight into the effects of a new communication con-
figuration, without requiring subjective feedback from users.

Predictions/Future work
This paper represents the first stage of a research programme,
providing an initial exploration of whether interlocutors align.
The next stage is to characterise the link between alignment
and measures of rapport empirically. This would provide
the mobile HCI community with new tools to assess such
systems, acting as a proxy for subjective measures such as
quality of communication or level of engagement. Is the
synchronisation an indicator of successful, engaging conver-
sation, or can we improve the quality of the conversation by
increasing the level of synchronisation via other channels?
Can this contribute to a better understanding of why mobile
phone users often pace back and forth while talking on the
phone? The interaction between motion and conversational
behaviour in mobile communication remains a relatively un-
explored area. With instrumented devices, we could monitor
user movements while on the phone, and relate activity in
one person to activity in the conversation partner. The mea-
sures of alignment could potentially predict the expected re-
maining duration of the call, and the quality of the commu-
nication at each moment in time. Commercially available
phones such as the Nokia 5500 include accelerometers, so it
is now straightforward to log user behaviour in normal phone
use, while walking in a natural setting. This allows us now
to look at correlations in physical movements, and link them
to the quality and duration of the communication, and inves-
tigate the consequences of technology or interface mediated

interruptions on walking and communication behaviour.
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