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Abstract / . . \ / ) ) \
) _ Example — allocating students to campus housing What is a matching?
In many practical contexts we seek to allocate applicants to h stud i g N
H H H 1. Each student is allocated to at most one house
posts using a centralised matching scheme 5students s, S,,..., & a_nd 5 houses hy, h,,..., h . 2. No house is allocated more students than its capacity
Typically we have: Each house has capacity 1 and preferences are as follows: 3. No student is allocated to an unacceptable house
* a set of applicants a,, a,,..., a, ns :h h,hg - i . .
* a set of posts py, P, Py »s, i h hhh, = / What is a greedy maximum matching?
« applicants have preferences over posts 2= .
o pgzts may have greferences o prlicants n § 0 hy hy hy hy hg 1. Match as many students to houses as possible '
« each post has a capacity (max no. of applicants it can take on) n$S : h hyhgh, - student s, prefers house h, to house h,, etc. 2. Subject to 1, match as many students to their 1s'-choice house
" & hyhg b, - student s, does not find house h, acceptable 3. Subject to 2, match as many students to their 2"-choice house
- 5

. . o . ' t i
This gives rise to a matching problem K - houses do not have preferences over studentsj Ke c j

The aim of this research is to explore the existence of efficient
algorithms (computer programs) for solving matching problems . .
2. Pareto optimality

@ample of a greedy maximum matching \

ﬂre information \ applicant

o data o s (Mh, hy it—al
D.J. Abraham, K. Cechlarova, D.F. Manlove and K. Mehlhorn . s R h, h . A .-
Pareto optimality in house allocation problems = hhaELh
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i.e. every student is allocated to an acceptable house;

Acknowledgements 2 students have 1st-choice, 1 student has 2"d-choice,
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Aspects of the research described in both posters have been K L Sl T 4 CheEe. 1 SLElRl fEe B EelE
undertaken in collaboration with Rob Irving, Tamas Fleiner,
&regg O’Malley, Patrick Prosser and Sandy Scott / 1
t @reto optimal matchings \ ﬁther possibilities: (A) generous maximum matchi&

ﬁareto optimal matchings can have different sizes A matching M, is Pareto optimal if there is no matching M, such that: 1. Match as many students to houses as possible
* Example (i) Some student is better off in M, than in M, 2. Subject to 1, match as few students to their rt"-choice house
s:h S ¢ @@ (i) No student is worse off in M, than in M, 3. Subject to 2, match as few students to their (r-1)-choice house
S, :@bh2 s, Iy etc.
Example where r is the maximum length of a student’s preference list
Our_rr_lam resu_lt o ) ) * s hy This matching is not Pareto optimal since s, and s, o . .
« Efficient algorithm for finding a Pareto optimal matching ©s:h could swap houses — then each would be better off (B) minimum cost maximum matching
that has largest possible size T % 1. Match as many students to houses as possible
Euture work « Pareto optimal matchings have been the focus of much interest, 2. Subject to 1, minimise the sum of the ranks of the matched
houses in the students’ preference lists /

« Extend to the case where preference lists may include ties particularly from the economics community _
« Extend to the case where houses may have capacity >1 wreedy, generous & min cost maximum matchings are all Pareto opﬂW




