
Preface

This volume contains the refereed papers presented at DDR 2011: 1st Interna-
tional Workshop on Diversity in Document Retrieval held on 18th April 2011
in Dublin, Ireland, as part of the 33rd European Conference on Information
Retrieval (ECIR 2011).

When an ambiguous query is received, a sensible approach is for the infor-
mation retrieval (IR) system to diversify the results retrieved for this query, in
the hope that at least one of the interpretations of the query intent will sat-
isfy the user. Diversity is an increasingly important topic, of interest to both
academic researchers (such as participants in the TREC Web and Blog track
diversity tasks), as well as to search engines professionals. In this workshop, we
solicited submissions both on approaches and models for diversity, the evaluation
of diverse search results, and on applications of diverse search results.

As diversity is, in general, an emerging topic, these is no consensus on various
aspects of the topic. The primary aim of this workshop is to foster an interactive,
in-depth environment with papers and attendees representing and discussing one
of three workshop themes:

– Modelling - e.g. “What are the key components of diversification models?”
– Evaluation - e.g. “How can a better evaluation experiment for diversification

be structured?”
– Applications - e.g. “What are the key applications for diversity in commercial

search?”

We called for both position and technical papers. Each received submission
was reviewed by three program committee members. The committee decided to
accept ten papers, each within the context of one of the three workshop themes.
The program also includes two invited talks in the Evaluation and Application
themes.

We would like to thank the program committee members for the great efforts
in reviewing all the submissions, the ECIR 2011 organising committee for their
support, and all the authors for their contributions.

March 28, 2011 Craig Macdonald
Jun Wang

Charles Clarke
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Challenges in Diversity Evaluation

(Keynote)

Tetsuya Sakai

Microsoft Research Asia

Abstract. In this paper, I first survey existing approaches to evaluating
diversified search results very briefly. Then I list up some open problems
in this area that might initiate discussions at this workshop. Finally, I
report on the ongoing efforts at NTCIR that are related to diversity
evaluation.

1 Introduction

Given an ambiguous or underspecifid query and no knowledge of the user, pre-
senting a diversified search result to the user is probably a sensible approach to
accomodating different user needs, and this research area has received a lot of
attention lately. For example, TREC1 started the diversity task within the Web
track in 2009, and there are ongoing related tasks at NTCIR2.

Between 2008 and 2010, some new evaluation metrics have been proposed
that are designed specifically for diversity evaluation. Unlike subtopic recall which
simply looks at the number of subtopics (or intents) covered by a search out-
put [18], these new metrics consider both relevance and diversity in ranked doc-
ument retrieval. However, there remain several open problems in diversity eval-
uation, both within the traditional document retrieval paradigm and beyond.

2 Current Status

There are at least three different approaches to incorporating relevance and
diversity in ranked retrieval evaluation. Below, I will briefly discuss their char-
acteristics. Mathematical details can be found elsewhere [1, 8, 9, 14].

2.1 α-nDCG

α-nDCG [8, 9] regards information needs (or intents) and documents as sets of
nuggets. This metric defines graded relevance as the number of different nuggets
covered by each document. That is, a document that covers many intents is a
highly relevant document. α-nDCG first discounts the value of each retrieved
relevant document based on “nuggets already seen,” and then further discounts

1 http://trec.nist.gov/
2 http://research.nii.ac.jp/ntcir/
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it based on the document rank. For example, if two documents relevant to a
particular intent is retrieved, the second relevant document is considered rather
redundant and receives very little credit. The key idea behind α-nDCG is to
encourage diversity by means of discouraging redundancy. A similar metric called
NRBP has also been proposed [8, 9].

One of the weaknesses of these nugget-based metrics is that they are difficult
to normalise and may not range fully between 0 and 1 [5, 14]. A few other issues
will be discussed below.

2.2 Intent Aware Metrics

Given the query “apple,” suppose that we somehow know that 80% of the user
population seek information on a certain company, while the other 20% seek
information on a fruit. The diversifed search engine result page (SERP) probably
should reflect this uneven distribution over intents somehow. For example, the
SERP can allocate more space to information relevant to the company intent.
Thus, it seems sensible to incorporate intent likelihood in diversity evaluation.

Moreover, search engine companies routinely label URLs using a graded rel-
evance scale for evaluation with metrics such as nDCG [10]. Hence, if we can
identify multiple intents per query in advance, it would probably make sense to
extend this practice, so that we can obtain per-intent graded relevance assess-
ments.

Neither intent likelihood nor per-intent graded relevance is taken into account
in the original α-nDCG (although incorporating intent likelihood into this metric
has been discussed [8]). In contrast, the Intent-Aware (IA) metrics [1] utilise
both of them in a straightforward manner. Given intent probabilities estimated
in some way [1, 16] as well as per-intent graded relevance data, nDCG-IA, for
example, can be computed as follows: for each intent, define an ideal ranked list
and compute nDCG based on the per-intent graded relevance data; then take an
expectation using the intent probabilities. Thus nDCG-IA is designed to satisfy
the “average” user.

IA metrics also have weaknesses. One of them is that it does not range
fully between 0 and 1: it is usually impossible for a single system output to be
ideal for every intent at the same time. More importantly, it has been shown
that IA metrics do not necessarily reward diversity: a system that returns many
documents relevant to a highly likely intent can receive a very high score without
diversifying [9, 14].

2.3 D�-measures (“Dee Sharp”)

D-measures andD�-measures, originally called “div-measures” and “Idiv-measures” [14],
have been designed to solve the problems that apply to α-nDCG, NRBP and IA
metrics. These new metrics utilise both intent likelihood and per-intent graded
relevance data, and range fully between 0 and 1. The assumptions behind D-
measures are simple: (1) the intents for a given query are exclusive; and (2) the
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graded relevance level of a document for an intent is proportional to the rele-
vance probability of that document to the intent. Intuitively, D-measures prefer
systems that return documents that are highly relevant to major intents be-
fore those that are marginally relevant to minor intents. Moreover, D�-measures,
which are simply linear combinations of intent recall (i.e. subtopic recall) and
D-measures, have demonstrated high discriminative power [9, 12, 14] as well as
high intuitiveness.

Just like α-nDCG and IA metrics, however, D�-measures can only handle
diversified ranked retrieval with a pre-defined set of possible intents for a given
query. As I shall illustrate in the next section, the existing approaches are clearly
not sufficient for handling a wider range of search result diversification tasks.

3 Challenges

3.1 Balancing Relevance and Diversity

I have closely examined some pairs of ranked lists from the TREC 2009 diver-
sity task [9, 14] where α-nDCG, nDCG-IA and D�-nDCG disagreed with one
another, to see which metric is more intuitive than others. (The original TREC
2009 diversity test collection provides neither intent probabilities nor per-intent
graded relevance data, but my colleague Ruihua Song and I have enriched the
collection in order to satisfy these two requirements.)

As was mentioned in Section 2.2, IA metrics can be counterintuitive as they
do not necessarily encourage diversification. On the other hand, α-nDCG can be
counterintuitive as it does not know the difference between a major and a minor
intent or that between a highly relevant and a marginally relevant document
for an intent. It can also be counterintuitive for informational intents, because
returning multiple relevant documents for these intents may actually be a good
thing, even though α-nDCG regards these documents as redundant. However,
there are also cases where it is difficult to say which metric is better. The bottom
line is, you have a ranked list with high diversity and low relevance, and one with
low diversity and high relevance: which one should you prefer?

Some subquestions: how should we balance diversity and relevance for nagi-
vational and for informational intents? The original nDCG is inherently suitable
for informational queries and intents, as the main idea is to accumulate pieces of
information. For navigational queries and intents, graded-relevance extensions of
Reciprocal Rank such as Expected Reciproal Rank (ERR) [6] or P+-measure [12]
may be more suitable. (ERR assumes that the user is dissatisfied with documents
within top r− 1 and is finally satisfied with a relevant document at rank r, and
that graded relevance reflects the satisfaction probabilities. P+ assumes that the
user may examine documents down to rank rp, where rp is the rank of the first
“most relevant” document within the SERP. Both metrics can be regarded as
an instance of the Normalised Cumulative Utility (NCU) metrics family [13]. )
Moreover, as the TREC diversity task has demonstrated, a query may contain
both informational and navigational intents. Can we get the diversity/relevance
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balance right for navigational intents and for informational intents, for example
by using clickthrough data, and then seamlessly integrate the results in comput-
ing evaluation scores? Will the resultant metric match up with user ratings [15]?

3.2 Listing Up Intents

Suppose a SERP is designed to show 10 URLs initially. And suppose we have
somehow mined over 100 “intents” for a query from some query log. Then no
matter how a system diversifies, it will not get a high intent recall score with
its first SERP. Moreover, considering too many “tail” intents may unnecessarily
complicate the relevance assessment and evaluation procedures. What is the
right granularity of intents that we should consider? (Given the query “Web
browser,” should we consider “Internet Explorer 8” and “Internet Explorer 9”
as two distinct intents or just consider “Internet Explorer” along with “Firefox”
etc?) Another issue that actually complicates the enumeration of possible intents
is orthogonality: for example, given the query “apple,” suppose we have obtained
“Apple the Steve Jobs company” and “apple the fruit” as the two most likely
intents. Now, a third intent candidate comes along: “apple products.” What does
this represent? (Is it about cider or about iPad?) Considering these matters, what
is the appropriate, systematic way to list up intents that are “good” to include
in diversity evaluation?

3.3 Estimating Intent Likelihoods

A few methods exist for estimating intent probabilities given a query [1, 16].
What is the level of accuracy required here for conducting diversity evaluation
reliably? For example, do we want the actual intent probabilities, or would it
suffice to just rank the intents and thereby define relative importance?

3.4 Evaluating Structured URL Lists

Diversity evaluation metrics such as α-nDCG, IA metrics and D�-measures are
for ranked retrieval. However, a flat ranked list may not necessarily be a good
presentation format especially when multiple orthogonal dimensions such as rel-
evance and diversity come into play. Clustering, categorisation and dynamic
presentation [4] may be useful. If indeed they are, how can we evaluate them
properly?

3.5 Evaluating beyond URL Lists

Instead of presenting a list of URLs to the user, search engines can try to satisfy
the user immediately after a click on the search button, by presenting (say) a
direct answer to the user’s information need (e.g. [7]) or a collection of informa-
tion gathered from different media and sources (e.g. [2]). Diversity is probably
important not only in ranked document retrieval but also for these new search
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tasks. How can we quantify the system’s diversity/relevance performances in
such cases? Evaluating whole page relevance [3] is a step towards this direction,
but can we design more quantitative, repeatable evaluation methods?

Moreover, while satisfying the user immediately is important, we may also
have to consider diversity at the other end of the spectrum: diversity in session-
based IR evaluation (as opposed to query-based) [11]. This is about evaluating
interactive and exploratory IR quantitatively, and we probably need a plausible
user model that incorporates the user’s post-query navigation (e.g. [17]).

Can we build a unified evaluation framework that can handle diversity and
relevance within individual ranked lists, across aggregated verticals, and across
queries within the same session? Can we keep the new evaluation metric almost
as simple and elegant as nDCG? (I believe that an evaluation metric should
be easy to compute and easy to interpret.) For example, instead of using the
document rank as the basic unit for defining the ideal search scenario (as nDCG
and their extensions do), can we use “atomic user action” as the basic unit, and
define an ideal user action sequence for a given information need (not query)?
Here, a user action could be a click (on a URL, query suggestion, next button
etc.), a scroll, a character input via a QWERTY keyboard, or even a short time
interval between explicit actions (assumed to represent the user’s reading action
etc.). Whether our system is an aggregated search system or an exploratory one,
we want to give the user as much useful information as possible while minimising
the burden on the user’s side. A diversified SERP evaluation is but one small
step towards this goal. How can we make a giant leap?

Can we build a test collection for the unified evaluation framework?

4 What’s Happening at NTCIR-9

At NTCIR-9, two new tasks (well, one task and a “pilot subtask”) related to
diversity are underway, and the NTCIR-9 final workshop meeting will take place
in December 2011 in Tokyo. I am hoping that some of the (smaller) problems
discussed above will be tackled along the way.

NTCIR-9 INTENT is similar to the TREC Web Track Diversity Task. The
main differences are: (a) participants themselves mine possible intents for each
query; (b) per-intent graded relevance assessments are used for evaluating selec-
tively diversified search results; and (c) we consider Chinese and Japanese queries
(but not English queries). Thus, in the subtopic mining subtask, participants sub-
mit a ranked list of possible intents for each query. Then, in the document ranking
subtask, some of these intents are used for computing metrics such as intent re-
call and D�-measures. 33 and 32 teams have signed up for the two subtasks,
respectively. Details can be found at http://www.thuir.org/intent/ntcir9/.

NTCIR-9 One Click Access is a subtask under INTENT, but is more like
an independent task. Systems are expected to return a fixed-length textual out-
put (either 500 or 140 Japanese characters) in response to a given query. It is
called “1CLICK” as the idea is that the user can access the right information
immediately after clicking on the search button. Systems that return important
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nuggets first and minimise the amount of text the user has to read will be re-
warded. We are experimenting with a new nugget-based evaluation framework,
and our query set contains some ambiguous queries. 25 teams have signed up
for the task. Details can be found at http://research.microsoft.com/en-us/
people/tesakai/1click.aspx.

5 Summary

I have briefly discussed the current status on diversity evaluation (within the
traditional ranked retrieval paradigm), and then listed up some open questions
both for diversified ranked retrieval and for diversification in more advanced
systems. Finally I touched upon relevant ongoing efforts at NTCIR. I hope that
some of my points will be useful for discussion at the Diversity in Document
Retrieval (DDR) workshop and that I will get useful feedback for NTCIR from
the DDR attendees.
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Analysis of Document Diversity through
Sentence-Level Opinion and Relation Extraction

Alessandro Moschitti

Department of Computer Science and Information Engineering
University of Trento

Via Sommarive 14, 38100 POVO (TN) - Italy
moschitti@disi.unitn.it

Abstract. Diversity in document retrieval has been mainly approached
as a classical statistical problem, where the typical optimization function
aims at diversifying the retrieval items represented by means of language
models. Although this is an essential step for the development of effective
approaches to capture diversity, it is clearly not sufficient. The effort in
Novelty Detection has shown that sentence-level analysis is a promising
research direction. However, models and theory are needed for under-
standing the difference in content of the target sentences.

In this paper, an argument for using current state-of-the-art in Relation
and Opinion Extraction at the sentence level is made. After presenting
some ideas for the use of the above technology for document retrieval,
advanced extraction models are briefly described.

Keywords: Relation Extraction; Opinion Mining; Diversity in Retrieval

1 Introduction

Diversity in document retrieval has been mainly approached as a classical statis-
tical problem, where the typical optimization function aims at diversifying the
retrieval items represented by means of language models, see for example the
novelty detection track [2]. Although, this is an essential step for the develop-
ment of effective approaches to diversity in retrieval, it is not sufficient. Indeed,
while for standard document retrieval, frequency counts and the related weight-
ing schemes help in defining the most probable user information needs, they play
an adversary role in capturing diversity.

For example, when retrieving documents related to the entity Michael Jor-
dan, a huge amount of text will be related to the basket player; perhaps other
items will be related to the Jordan, statisticians and professor, but very few
of them, e.g., will be devoted to the Michael Jordan accounting employee for
Rolfe, Benson LLP. The occurrences of the latter in Web documents will be so
small that no powerful language model will be able to effectively exploit them,
considering the ocean of the basket player related information. In other words,
there will not be enough statistical evidence to build a language model for such
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employee, consequently the related context, e.g. words, can be confused with the
one of other documents unrelated to Michael Jordan.

The solution of this problem requires the use of techniques for fine grained
analysis of document semantics. In a statistical framework this means that we
need to extract features semantically related1 to the object about which the users
expressed their information needs. Such features cannot be just constituted by
simple context words as the frequency problem highlighted above would prevent
them to be effective. In contrast, textual relations between entities like those
defined in ACE [8] provide an interesting level of characterization of the target
entity. For example, the sole relation Is employed at can easily diversifies the
three Michael Jordan above. A search engine aiming at providing diversity in
retrieval will need to integrate such technology in the classical language model.

Another interesting dimension of document diversity is the opinion expressed
in text. Documents can be 99% similar according to scalar product based on
weighting schemes (especially if traditional stoplists are applied) but express a
completely different viewpoint. This is manly due to the fact that documents re-
porting different opinions on some events describe them by manly only changing
adjectives, adverbs and syntactic constructions. Typical opinion polarity classi-
fiers can help to separate diverse retrieved documents but, when several events
are described, the opinion analysis at the document level is ineffective. In con-
trast, by extracting topics, opinion holders and opinion expressions would make
it possible to retrieve documents that are diverse with respect to events and
opinion on them. In this perspective, one main goal of the LivingKnowledge
project2 is to reveal and analyze the diversity of the information in the Web, as
well as the potential bias existing on the related sources.

In the reminder of this paper, Section 2 will report on latest results of
sentence-level Relation Extraction, Section 3 will describe our approach to opin-
ion mining in LivingKnowledge and finally, Section 4 will derive the conclusions.

2 Sentence-Level Relaton Extraction

The extraction of relational data, e.g. relational facts, or world knowledge from
text, e.g. from the Web [26], has drawn its popularity from its potential appli-
cations in a broad range of tasks. The Relation Extraction (RE) is defined in
ACE as the task of finding relevant semantic relations between pairs of entities
in texts. Figure 1 shows part of a document from ACE 2004 corpus, a collection
of news articles.

In the text, the relation between president and NBC’s entertainment divi-
sion describes the relationship between the first entity (person) and the second
(organization) where the person holds a managerial position.

To identify such semantic relations using machine learning, three settings
have been applied, namely supervised methods, e.g. [27, 7, 12, 30], semi-supervised
methods, e.g. [4, 1], and unsupervised methods, e.g. [9, 3]. Work on supervised
1 At a higher level than the simple lexical co-occurences.
2 http://livingknowledge-project.eu/
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Jeff Zucker, the longtime executive producer of NBC’s ”Today” program,
will be named Friday as the new president of NBC’s entertainment
division, replacing Garth Ancier, NBC executives said.

Fig. 1. A document from ACE 2004 with all entity mentions in bold.

Relation Extraction has mostly employed kernel-based approaches, e.g. [27, 7, 5,
28, 6, 21, 29]. However, such approaches can be applied to few relation types thus
distant supervised learning [14] was introduced to tackle such problem. Another
solution proposed in [23] was to adapt models trained in one domain to other
text domains.

Although, the supervised models are far more accurate than unsupervised ap-
proaches, they require labeled data and tend to be domain-dependent as different
domains involve different relations. This is a clear limitation for the purpose of
improving diversity retrieval since document aspects like entities and events are
typically very diverse and thus require different sources of annotated data.

The drawback above can be alleviated by applying a form of weakly super-
vision, specifically named distant supervision (DS), using Wikipedia data [3,
14, 10]. The main idea is to exploit (i) relation repositories, e.g. the Infobox, x,
of Wikipedia to define a set of relation types RT (x) and (ii) the text of the
page associated with x to produce the training sentences, which are supposed to
express instances of RT (x).

Previous work has applied DS to RE at corpus level, e.g., [3, 14]: relation
extractors are (i) learned using such not completely accurate data and (ii) ap-
plied to extract relation instances from the whole corpus. The multiple pieces of
evidence for each relation instance are then exploited to recover from errors of
the automatic extractors. Additionally, a recent approach, i.e., [10], has shown
that DS can be also applied at level of Wikipedia article: given a target Infobox
template, all its attributes3 can be extracted from a given document matching
such template.

In contrast, sentence-level RE (SLRE) has been only modeled with the tradi-
tional supervised approach, e.g., using the data manually annotated in ACE [7,
12, 30, 5, 28, 29, 6, 21]. The resulting extractors are very valuable as they find rare
relation instances that might be expressed in only one document. For example,
the relation President(Barrack Obama, United States) can be extracted from
thousands of documents thus there is a large chance of acquiring it. In contrast,
President(Eneko Agirre, SIGLEX) is probably expressed in very few documents
(if not just one sentence), increasing the complexity for obtaining it.

3 This is a simpler tasks as one of the two entity is fixed.
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2.1 Automated Extraction of General Purpose Relationships

We have proposed a substantial enhancements of SLRE: first, the use of DS,
where the relation providers are external repositories, e.g., YAGO [24], and the
training instances are gathered from Freebase [13]. These allow for potentially
obtaining larger training data and many more relations, defined in different
sources.

Second, we have adapted state-of-the-art models for ACE RE, based on Sup-
port Vector Machines (SVMs) and kernel methods (KM), to Wikipedia. We used
tree and sequence kernels that can exploit structural information and interde-
pendencies among possible labels. The comparative experiments show that our
models are flexible and robust to Web documents as we achieve the interesting
F1 of 74.29% on 52 YAGO relations. To give a very rough idea of the importance
of the results, the document-level attribute extraction based on DS showed an
F1 of 61% [10].

Third, we have verified the quality of our SLRE, by manually mapping rela-
tions from YAGO to ACE based on their descriptions. We designed a joint RE
model combining DS and ACE data and tested it on ACE annotations (thus ac-
cording to expert linguistic annotators). The improvement of 2.29 percent points
(76.23%-73.94%) shows that our DS data is consistent and valuable.

Finally, since our aim is to produce RE for real-world applications, we have
experimented with end-to-end systems. For this purpose, we also exploit Free-
base for creating training data for our robust Named Entity Recognizer (NER).
Consequently, our RE system is applicable to any document/sentence. The sat-
isfactory F1 of 67% for the 52 YAGO relations suggests that our technology can
be applied to real scenarios. This is an important piece of evidence that the use
of general purpose RE technology for achieving diversity in retrieval is a viable
research direction.

]
ESE

They called

call.01

SBJ
OPRD

liarhim[ [a
A1A0 A2

]
DSE

NMODOBJ

Fig. 2. Syntactic and shallow semantic structure.

3 Sentence-Level Opinion Extraction

Judgements, assessments and opinions play a crucial role in many areas of our
societies, including politics and economics. They reflect knowledge diversity in
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perspective and goals. The vision inspiring LivingKnowledge (LK) is to consider
diversity as an asset and to make it traceable, understandable and exploitable,
with the goal to improve navigation and search in very large multimodal datasets
(e.g., the Web itself).

To design systems that are capable of automatically analyzing opinions in free
text, it is necessary to consider syntactic/semantic structures of natural language
expressed in the target documents. Although several sources of information and
knowledge are considered in LK, we here illustrate an example only focused on
text. Given a natural language sentence like for example:

They called him a liar.

the opinion analysis requires to determine: (i) the opinion holder, i.e. They, (ii)
the direct subjective expressions (DSEs), which are explicit mentions of opinion,
i.e. called, and (iii) the expressive subjective elements (ESEs), which signal the
attitude of the speakers by means of the words they choose, i.e. liar.

In order to automatically extract such data, the overall sentence semantics
must be considered. In turn, this can be derived by representing the syntactic
and shallow semantic dependencies between sentence words. Figure 2 shows a
graph representation, which can be automatically generated by off-the-shelf syn-
tactic/semantic parsers, e.g. [11], [15]. The oriented arcs, above the sentences,
represent syntactic dependencies whereas the arcs below are shallow semantic
(or semantic role) annotations. For example, the predicate called, which is an
instance of the PropBank [22] frame call.01, has three semantic arguments: the
Agent (A0), the Theme (A1), and a second predicate (A2), which are realized on
the surface-syntactic level as a subject, a direct object, and an object predicative
complement, respectively.

Once the richer representation above is available, we need to encode it in
the learning algorithm, which will be applied to learn the functionality (subjec-
tive expression segmentation and recognition) of the target system module, i.e.
the opinion recognizer. Since such graphs are essentially trees, we exploit the
ability of tree kernels [16, 20, 17, 19, 18] to represent them in terms of subtrees,
i.e. each subtree will be generated as an individual feature of the huge space of
substructures.

Regarding practical design, kernels for structures such us trees, sequences and
sets of them are available in the SVM-Light-TK toolkit (http://disi.unitn.
it/moschitti/Tree-Kernel.htm). This encodes several structural kernels in
Support Vector Machines, which is one of the most accurate learning algorithm
[25].

Our initial test on the LivingKnowledge tasks suggests that kernel methods
and machine learning are an effective approach to model the complex semantic
phenomena of natural language.

4 Conclusion

In this paper, we have described some limits of only using language models for
diversity in document retrieval. As shown by previous work in novelty detection,
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an analysis of document at sentence level should be carried out. In this respect,
we have shown state-of-the-art natural language processing techniques for Rela-
tion Extraction and Opinion Mining, where for the former innovative approaches
based on distant supervision allow for training many general purpose relation
extractors.

Once accurate sentence analysis is available, several scenarios in the field of
Information Retrieval open up:

– Search engines for people retrieval: the availability of automatically derived
relations allows for an accurate entity disambiguation;

– Retrieval based on diversity of events: relations along with temporal infor-
mation constitute basic events and are building blocks of more complex ones;

– Retrieval based on diversity in opinion: retrieval of review fragments target-
ing a special product or its subpart.

The FET (future emerging technology) project, LivingKnowledge, is studying
such innovative approaches to diversity, although the rapid development of the
above-mentioned technology suggests that such futuristic approaches are already
our present.
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Abstract. This paper aims at initiating a discussion of the foundations of the no-
tion of diversity in a novel problem of computing graphical node summarisations
in knowledge multi-graphs (equivalently viewed as RDF-graphs). As it reports an
ongoing work, it proposes a general framework of basic concepts and adaptations
of two diversity-aware evaluation measures previously studied in the context of
information retrieval to the studied problem and briefly discusses them.
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1 Introduction

Consider a large knowledge base in the form of a directed multi-graph where nodes
represent entities from some domain and directed arcs represent some binary relations
between the entities. For example, in the movie domain, a directed arc labeled as “acted
in” could point from the node labeled as “Woody Allen” to the node labeled as “Zelig”
(the title of a movie). Assume that arcs have associated numerical weights that represent
some notion of “strength” of the particular relation instance.

Now, imagine the task of local, graphical summarisation of a particular node q in
such a graph G, i.e. the task of extracting a connected subgraph of G surrounding q,
that conveys as complete information about q as possible but has a very limited size.

In this paper, we propose a view on this problem that is based on an analogy with in-
formation retrieval as follows. The node q can be viewed as a “query” and the elements
of the graph G (e.g. nodes and arcs) as pieces of information (“quasi-documents”) to be
included in the summary based on their “relevance” to the summarised node.

In this context, the simplest approach to construct a summary seems to greedily
select the elements of the surrounding graph in the order of their relevance until the size
limit is reached. Such approach has a clear analogy with the PRP principle in IR [11].

Actually, [13] has recently presented a greedy algorithm for computing arc-number-
limited entity summarisation on RDF-graphs that works in this way, by selecting edges
based on their weighted distance from the summarised node. However, the experimental
results in [13] revealed that this approach has the problem of high risk of redundancy
of the information in the summary (such as the dominance of a single relation name),
a problem that is inherent to any greedy, PRP-based approach of this kind known in
IR. Due to this, [12] proposed “DIVERSUM”, a diversity-aware variant of the problem
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and appropriate novel algorithm that is diversity-aware, in a simple and intuitive way,
by explicitly avoiding edge-label repetition when selecting the edges based on their rel-
evance (proximity) and importance (multiplicity). Furthermore, the recent user evalua-
tion study [14] demonstrated that diversity-awareness introduced in the novel algorithm
has been clearly appreciated by the users and resulted in higher-quality summaries.

Thus, as explained above, the diversification approach has a very natural novel ap-
plication to the problem of node summarisation in knowledge multi-graphs, an appli-
cation whose foundations have not been deeply discussed yet, up to the author’s best
knowledge. Hence, the focus of this paper is to initiate the discussion of the theoreti-
cal foundations of the concept of diversity in node summarisation. A desired long-term
goal of such a discussion is to propose diversity-aware evaluation measures that would
make it possible to design diversity-aware node-summarisation algorithms in a more
principled way than was done previously (e.g. in [13, 12]).

Contributions: building on [13, 12, 14], we propose an IR analogy to graphical
node summarisation, define the general framework of the basic concepts, consider three
diversity axioms and propose two (implicit and explicit) diversity-aware evaluation
measures for the problem adapted from measures known in IR and briefly discuss them.

Related Work: [9] proposes a random-walk-based summarisation of an informa-
tion network (not a single node) that is diversity-aware. [10] studies summarisation of
tree-structured XML documents within a constrained budget.

Text summarisation is a mature field, see the [8] survey, for example. The issue of
diversity has recently gained much interest in IR community. The fact that the relevance
of each retrieved document should be evaluated dependently on the other retrieved doc-
uments was noticed quite early [6]. An early practical diversity-aware re-ranking algo-
rithm, MMR, utilising so called implicit (similarity-based) approach to diversification
was proposed in [2] and then became a basis for many followers. The problem of di-
versity naturally appears in the context of ambiguous search queries. [3] studied a re-
lated problem of providing at least one document relevant to an ambiguous user query.
[5] is an example of an explicit approach, that directly models various aspects of an
under-specified query, by means of information nuggets and proposes a diversity-aware
evaluation measure α-nDCG (later combined with other measures in [4]). [1] proposed
a category-based model, “intent-aware” evaluation measure and a greedy algorithm ap-
proximately optimising it.

2 Generic Specification of the Problem
The underlying knowledge base is a directed multi-graphGwith unique labels on nodes
(representing entities) and (non-uniquely) labelled arcs (representing binary relations)
and rational, non-negative weights on arcs reflecting their “strength”.

INPUT: a node q to be summarised and k ∈ N , the limit on the summary’s S
size defined by the function l(S) ∈ N . We consider the size constraint for practical
reasons, due to the limited user comprehension capacity or/and the limited display space
(especially important in the context of potential applications on small, mobile devices).

OUTPUT: a (weakly) connected subgraph S of G containing q that satisfies the size
constraint: l(S) ≤ k and maximises the properly defined evaluation measure f(S).
In this paper, we discuss the desired properties and propose specific choices for the
evaluation measure f .
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Considering the definition of the size function l of the summary S, the potential
most natural choices are: number of arcs in S (la), number of nodes in S (ln), sum of
the two numbers (ls). Another, more complex choice for the limit function could be the
total length lt of the textual labels of nodes and arcs in the summary.

We introduce a helper operational notion of information piece, inspired by the no-
tion of information nuggets in [4], that represents the unit of information contained in
S and view S via the notion of DS i.e. the collection of its information pieces. There is
some choice on what to consider a single information piece of S: only nodes, only arcs,
unique arc labels (relation names), nodes and arcs, nodes and relation names, etc.

Another important concept related to our problem that should be specified is the no-
tion of “relevance” of information pieces in DS to q. The simplest approach is to define
a function w : DS → [0, 1] that represents relevance to q, and the total relevance of S is
aggregated over the elements ofDS . The relevance function w(d) can have two compo-
nents: dynamic (i.e. query-dependent) and static (query-independent). Considering the
dynamic component, it should take into account: 1) proximity of information piece d
to q in terms of the structure of the underlying graph G (e.g. minimum weighted path
length from q to d); and 2) similarity between d and q (e.g. based on textual similarity
of the labels or other, more sophisticated notions of similarity, based on some ontology,
for example). Considering the static component of w, it can be based on some global
properties of the graphG such as centrality or prestige measures, etc. known in the field
of social network analysis. Due to space limitations we leave a detailed discussion on
how to compute w(d) in multi-graphs for future extension of this work.

Notice our assumption of the connectedness of the resulting summary S that liter-
ally means that only those information pieces that are connected to q by a path in G
could be considered potentially relevant to q.

Specification of the size function l(S), relevance and similarity functions, and de-
cision of what is to be considered a single information piece, seems to be necessary to
start a general discussion of evaluation measures for the node summarisation problem.

3 “Axioms” of Diversity-Aware Evaluation Measures

We propose adaptations of 3 “axioms” out of 8 discussed in [7] (for the context of docu-
ment retrieval) that could be considered in the context of graphical node summarisation.
1) monotonicity: f(S) ≤ f(S′) for any summaries S, S′ such that DS ⊆ DS′ (i.e.
adding a piece of information to a summary cannot make it worse);
2) consistency: the optimal summary S (according to f ) does not change if we make
its information pieces DS more relevant to q and less similar to each other and/or other
pieces (outside of DS) less relevant to q and more similar to each other (this definition
is valid only if the relevance w : DS → [0, 1] and similarity s : D2

S → [0, 1] functions
are defined, we will call it relevance-consistency if only w is defined).
3) stability: S ⊆ S′ for any optimal (according to f ) summaries S, S′ such that S′ has
larger size than S (i.e. l(S) ≤ l(S′)). Actually, this property is quite strong and it is
not clear if it is really desired for a good evaluation measure. It is possible to imagine
reasonable examples when an optimum summary containing 2 information pieces is not
contained in an optimum summary containing 3 information pieces, etc. On the other
hand, this property makes it possible that a greedy algorithm that iteratively selects
information pieces to add into the summary can find a global optimum.
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4 Diversity-Aware Evaluation Measures

We propose two evaluation measures for the node summarisation problem.

DIVERSUM-Based Evaluation Measure: an “implicit” measure that aims at general-
ising the approach taken in [12] in the form of a convex combination that directly bal-
ances the total relevance and maximum allowed redundancy among information pieces:

f(S) = λ
∑

d∈DS
w(d)− (1− λ)|DS |maxd,d′∈DS ,d6=d′ s(d, d′)

λ ∈ [0, 1] is a parameter that controls the balance, w(d) is relevance of d to q and s is
a pairwise similarity function among information pieces of DS . |DS | coefficient stands
for balancing the number of terms in the sum. Alternatively, other aggregation functions
can be used instead of sum or max. For example, instead of max, it seems reasonable
to use sum (with another normalising coefficient: 2

|DS |−1 to account for the number of
unordered pairs compared to single elements in DS , in this case we assume |DS | > 1).
Using max instead of the first sum is not a good idea since it would not prevent against
the “topic drift”, i.e. adding irrelevant pieces to the summary. We conjecture that both
variants of the measure satisfy consistency but are not monotonic or stable.

Category-Aware Evaluation Measure: (adapted from [1] to our context) it explic-
itly focuses on ambiguity of the user information need by modeling the distribution
of categories of information that a user wishing to summarise a node q may be inter-
ested in. Let C denote the set of possible categories (or interpretations of the query).
The distribution of query interpretations over categories is modeled by P (c|q) (with∑

c∈C P (c|q) = 1). Similarly, the relevance function w(d|c) is category-aware. The
measure can be viewed as the expected (over all possible interpretations c) value of the
chance of satisfying the user with at least one information piece of the summary that is
relevant to q in the context of the actual interpretation of their unknown interest:

f(S) =
∑

c∈C P (c|q)(1−Πd∈DS
(1− w(d|c)))

For computational tractability, the measure implicitly assumes independent relevance
w(d|c) of information pieces conditioned on the actual category (due to product) but
does not assume independent relevance that would obviously be counter-diversity-aware.
We conjecture that the measure is monotonic and relevance-consistent but not stable.
Now, we briefly present some novel ideas on how P (c|q) or w(d|c) can be computed
for graphs. P (c|q) can be pre-computed once for each node as a soft membership mea-
sure obtained from applying any soft clustering method to the nodes of the knowledge
base G that takes proximity and textual labels into account. Our preliminary idea for
computing w(d|c) is to use probability of getting to d with a k-limited random walk
starting at q where the transition probability is skewed towards arcs and nodes that are
more relevant to the particular category c. Due to space limitations, more detailed dis-
cussion is left for the extended version of this paper. There exists an efficient greedy
approximation algorithm optimising this measure (what is claimed to be NP-hard [1]).
Future Work: 1) Deeper discussion and analysis of proposed measures and their vari-
ants; 2) practical ways of computing all their ingredients and effective algorithms. Since
some of the above measures lead to non-trivial combinatorial search problems, one can
consider brute force (for small size of the summary) or some sub-optimal optimisation
heuristics (such as simulated annealing, for example); 3) Extensive experimental evalu-
ation of the proposed methods on real data; 4) Further discussion of diversity “axioms”.
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Abstract. Evaluation measures play a vital role in analyzing the per-
formance of a system, comparing two or more systems, and optimizing
systems to perform some task. In this paper, we analyze and highlight the
strengths and weaknesses of commonly used measures for evaluating the
diversity in search results. We compare MAP-IA, α-nDCG, and ERR-IA
using data from TREC’09 web track diversity runs and simulated data.
We describe a class of test sets that could be used to compare evaluation
measure and systems used for diversifying search results.

1 Introduction

IR researchers have long been interested in optimizing systems to provide results
for different users with different information needs when they happen to use the
same query. This is known as “novelty and diversity”; the goal of the current
research program is to be able to optimize and evaluate retrieval systems by:

1. ability to find relevant material;
2. ability to rank relevant material;
3. ability to satisfy diverse needs;
4. ability to rank documents to satisfy diverse needs.

We evaluate 1 and 3 using simple measures like precision/recall or general-
izations to “subtopics” like subtopic precision and subtopic recall [12]. These are
set-based measures that, taken alone, do not capture anything about the quality
of the ranking. Measures like MAP, DCG, ERR are affected by the ranking as
well as the relevance of the documents; generalizations like MAP-IA, α-nDCG,
and ERR-IA capture diversity and ranking.

Rank-based diversity measures like MAP-IA, α-DCG, and ERR-IA conflate
relevance, diversity, and ranking. They are necessary to have a single value for
which to optimize system effectiveness, but the more properties we are evaluat-
ing with a single measure, the more likely it is that we mistakenly ascribe an
improvement in effectiveness to the wrong cause. Our goal in this work is to in-
vestigate the degree to which each of relevance, diversity, and ranking influence
the outcome of a measurement of MAP-IA, α-DCG, and ERR-IA.

Amongst the diversity runs submitted to the TREC’09 web track [6] we ob-
served that systems with high relevance nearly always had high diversity scores,

21



while systems with lower relevance were able to achieve higher diversity. This
encouraged us to investigate the sensitivity of MAP-IA, α-DCG, and ERR-IA
to relevance, diversity, and ranking. We look at real data (runs submitted to the
TREC’09 Web track [6]) as well as simulated data covering more possible cases.

2 Analysis of Evaluation Measures

2.1 Evaluation Measures

As discussed above, evaluation measures for diversity account for both relevance
and diversity in the ranking. The degree to which a particular measure is de-
pendent on relevance rather than diversity could potentially have a big impact
on system design and optimization. In this section, we briefly discuss commonly
used evaluation measures for diversity. We use the values of these measures re-
ported by the ndeval utility developed for the TREC Web track.

α-nDCG α-nDCG, an extension of DCG [9], uses a position-based user model
[8]. The measure takes into account the position at which a document is ranked
along with the subtopics contained in the documents. α-nDCG scores a ranking
by rewarding newly-found subtopics and penalizing redundant subtopics geomet-
rically, discounting all rewards with a log-harmonic discount function of rank.
α is a parameter controlling the severity of redundancy penalization; we use
α = 0.5 as done for TREC evaluation.

MAP-IA Mean average precision (MAP) is a very well-known evaluation mea-
sure for ad hoc retrieval. The “intent-aware” version computes the MAP for each
subtopic separately (assuming the documents relevant to that subtopic are the
full set of relevant documents; each subtopic is treated as a distinct interpretation
for a given query). MAP-IA is then a weighted average over the subtopics [1].

ERR-IA Chapelle et al. proposed an evaluation measure that is based on inter-
dependent ranking [5]. According to this measure, the contribution of each doc-
ument is based on the relevance of documents ranked above it. The discount
function is therefore not just dependent on the rank but also on the relevance of
previously ranked documents. Like MAP-IA, ERR-IA is computed by calculating
ERR for each subtopic, then computing a weighted average over subtopics.

2.2 Methods of Analysis

Our primary motivation behind this analysis was to find the relative degree
of influence of relevance, diversity, and document ranking on each of α-nDCG,
ERR-IA, and MAP-IA. In this section, we describe our determination of cate-
gories and the methods used to generate data. Since we use the ndeval utility
developed for the TREC Web track, the parameters (such as α = 0.5 for α-
nDCG) for the evaluation measures are the same as used in TREC Web track.

Real Systems In order to observe the levels of relevance and diversity on the
current systems, we first looked at the 48 runs submitted to the diversity task
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relevace
diversity low medium high

high 0 4 12
medium 0 14 2
low 15 1 0

Table 1. Classification of TREC 2009 Web diversity runs into a 3-by-3 table of increas-
ing ability to find relevant documents and increasing ability to find diverse documents.
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Fig. 1. Precision@10 vs s-recall@10 for 48 systems submitted to the TREC 09 Web
track’s diversity task. The dashed lines shows relevance and diversity class boundaries.

of the TREC 2009 Web track [6]. We categorized these systems into three levels
of relevance based on precision at rank 10 (with a document judged relevant to
any subtopic considered relevant for precision@10) and three levels of diversity
based on subtopic recall (S-recall) at rank 10 [12] (which is the ratio of unique
subtopics retrieved in the top 10 to total unique subtopics). With three levels
of each factor, there were nine categories in total. Table 1 gives the number of
systems observed in each category. Figure 1 plots S-recall@10 vs precision@10
for these 48 systems to show the breakdown of categories in more detail.

Note that relevance and diversity among these systems are highly correlated.
None of the Web track systems have high relevance and low diversity, nor low rel-
evance and high diversity, though both situations are theoretically possible—high
relevance/low diversity could be achieved by a system finding many redundant
documents, while low relevance/high diversity could be achieved by a system
that finds a few relevant documents covering many subtopics. The fact that few
systems fall off the diagonal in the Figure 1 suggests that current systems con-
found relevance and diversity in their ranking approach and therefore may not
be good for analyzing general properties of measures.

Simulated Systems Since the real systems do not account for all possible sce-
narios that we may want to investigate using our measures, we generate several
systems in each category using simulations. Since the dependent variable here is
the MAP-IA, α-DCG, and ERR-IA scores, the simulated data must be obtained
by varying independent variables such as relevance, diversity, document order-

23



ing, and subtopic distribution. We generated two kinds of simulated systems to
study the effect of independent variables on the evaluation measures.

Rel+Div: First, we randomly sample documents from the full Web 2009 qrels
to create random rankings that satisfy one of our nine experimental conditions:
low/medium/high precision@10 and low/medium/high S-recall@10, with labels
corresponding to values between 0−0.3 for low, 0.3−0.6 for medium, and 0.6−1
for high. We sampled until we had 10 random rankings in each condition.

Rel+Ord: Next, we controlled diversity ranking in the following way: ten
different rankings in each of the same nine relevance/diversity conditions were
carefully chosen by varying the minimum rank at which maximum S-recall is
obtained. In each category we generate ten rankings in which the documents are
re-ordered such that maximum S-recall is obtained only at rank i, where i ranges
from 1 to 10. The first ranking (ranking 1, i.e i = 1) would attain maximum
S-recall at rank 1, the second (ranking 2, i.e i = 2) attains max S-recall at
rank 2, and so on. In this way we model degrading ability of a system to rank
documents.

2.3 Re-ranking Methods

A common way to achieve diversity in a ranking is to first rank by relevance,
then re-rank those documents to achieve greater diversity. We briefly describe
two re-ranking approaches that we will investigate in this work.

Maximal Marginal Relevance linearly combines a typical bag-of-words rele-
vance score of a document with the amount of “novelty” the document adds to
the ranking [2]. The degree of novelty in ranking can be controlled as MMR is a
linear combination of relevance and novelty scores. The algorithm prefers docu-
ments relevant to the query and least similar to previously ranked documents.

Similarity Pruning is a greedy approach that diversifies the result set by it-
erating through the initial ranking and removing similar documents [4]. The
algorithm iterates over an initial ranking sorted by relevance and prunes docu-
ments with similarity scores above a threshold θ.

3 ANOVA

Our goal is to decompose the variance in an evaluation measure into components:

1. variance due to changes in the system’s ability to find relevant documents;
2. variance due to changes in the ability of a system to satisfy diverse needs;
3. variance due to changes in the system’s ability to rank relevant and diverse

documents;
4. variance due to interactions among the above;
5. variance due to topics;
6. variance due to other attributes of a system or other factors.
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SSE in measure (and %age)
component ERR-IA α-nDCG MAP-IA

relevance 819.0 (22%) 639.9 (16%) 386.2 (11%)
diversity 1075.7 (29%) 1979.3 (52%) 648.8 (20%)
interaction 48.7 ( 1%) 75.6 ( 2%) 19.6 ( 1%)

topic 482.7 (13%) 567.5 (15%) 1362.8 (42%)

residual 1282.5 (35%) 561.5 (15%) 822.1 (25%)
Table 2. Variance decomposition for components affecting the value of each measure.
The first three are independent variables we control. The “topic” component is a ran-
dom effect due to topic sample. The “residual” component comprises everything about
the measure that cannot be explained by the independent variables. Percentages sum to
100 (modulo rounding error) for each measure. All effects are significant with p < 0.01.

Multi-way analysis of variance (ANOVA) is the statistical tool that we will use. In
each of our experiments we have at least two independent factors from numbers
1–3 above, as well as one random effect (TREC 2009 topics) for which we have
repeated measures on every independent factor. We will not go into details on
computing ANOVA, since they can be found in standard statistics textbooks.
The numbers we report are derived from the ANOVA procedures in the statistical
programming environment R [10]; they are meant to provide intuition about how
much we can distinguish between systems that are different on one factor when
the rest are held constant.

There are many ways to evaluate evaluation measures; this is one way, but
others include detailed examination of single-topic rankings [11], examination of
mathematical properties of measures [3], or other data analytic approaches [7].

4 Results

4.1 Varying relevance and diversity

As described above, our first set of simulated data uses two independent factors—
relevance as measured by precision@10 and diversity as measured by S-recall@10—
with three levels each. We have 47 topics (after dropping those with two or
fewer subtopics) and 10 random rankings at each pair of levels. Thus we have
3 · 3 · 45 · 10 = 4050 total data points for our ANOVA.

Table 2 shows ANOVA variance decomposition for our three measures of
interest. From this table we conclude the following:

1. α-nDCG does a much better job at distinguishing between systems that
provide different levels of diversity, with 52% of its variance being explained
by diversity level as compared to 29% for ERR-IA and 20% for for MAP-IA.

2. MAP-IA is dominated by random variance due to topic sample. This is
because the range of achievable MAP-IAs for a given topic depends heavily
on the number and distribution of subtopics in documents [3].
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Fig. 2. Effect of increasing diversity and relevance independently on ERR-IA, α-nDCG,
and MAP-IA and their standard error over a topic sample.

SSE in measure (and %age)
component ERR-IA α-nDCG MAP-IA

relevance 682.3 (16%) 586.0 (16%) 386.2 ( 9%)
diversity 891.7 (22%) 1174.6 (47%) 648.8 (14%)
ranking alg 1174.6 (29%) 593.7 (16%) 19.6 ( 3%)
interactions 477.5 (12%) 298.3 ( 8%) 152.9 ( 3%)

topic 347.9 ( 9%) 497.2 (13%) 1362.8 (35%)

residual 375.0 (12%) 288.1 ( 7%) 822.1 (35%)
Table 3. Variance decomposition for components affecting the value of each measure.
The first four are the independent variables we control (interactions between the first
three are aggregated together). The “topic” component is a random effect due to topic
sample. The “residual” component comprises everything about the measure that cannot
be explained by the independent variables or the random effect. Percentages sum to
100 (modulo rounding error) for each measure. All effects are significant with p < 0.01.

3. ERR-IA is more strongly affected by unmodeled factors captured in residual
error than the other two measures. This may imply that ERR-IA is more
sensitive to the ranking of documents than α-nDCG or MAP-IA.

4. Interaction between relevance and diversity plays relatively little role in any
of the three measures (though these effects are significant). Our classification
of Web track runs suggests interaction effects play a much bigger role in
system optimization, however.

Figure 2 shows the mean value of each measure increasing with diversity level for
each relevance level, with standard error bars showing randomness due to topic
sample. This shows that each measure can distinguish between both different
levels of relevance and diversity (as ANOVA analysis suggests). Interestingly,
standard error tends to increase with diversity and relevance; this suggests that
other factors are affecting the measures more when the systems are better.

4.2 Varying relevance, diversity, and ranking algorithm

The fact that there was so much residual error in the previous results suggests
that the ranking algorithm may play a role in determining the measure value
(which is not surprising considering that all three use information about ranks).
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Fig. 3. Effect of degrading a ranking algorithm at independent diversity levels on ERR-
IA, α-nDCG, and MAP-IA and their standard error over a topic sample.

To investigate that, we used our data simulating different ranking algorithms;
our 10 random rankings above are now non-random levels of a “ranking” factor.
Table 3 summarizes the ANOVA analysis; we see the same trends as before
regarding diversity, relevance, and topic effects, but now we see ranking accounts
for a large amount of variance in the measure. Residual variance decreases, except
in MAP-IA; this suggests that MAP-IA is dominated by undesirable factors.

Figure 3 shows the effect of degrading the simulated ranking algorithm on
measure value at different diversity levels (averaged over all relevance levels).
Note that the maximum ERR-IA values here are much higher than those shown
in Figure 2; this is because the ranking of documents is much more important
to ERR-IA than either relevance or diversity alone.

4.3 Effect of reranking algorithm

Finally, we looked at whether the initial level of relevance and diversity affect the
efficacy of the reranking-for-diversity approaches we describe above. We reranked
results for the random systems using the approaches, then looked at the effect
of each of our components on variance in the difference in a measure from the
initial ranking to the re-ranked results.

Figure 4 shows that MMR and SimPrune work best when there’s high rel-
evance and medium diversity in the initial ranking, and worst when there is
already high diversity in the initial ranking, likely because both tend to exclude
documents from the original ranking. The wide range in the error bars shows
that in general relevance is not a strong factor, only being significant at p < 0.1.

5 Conclusions

In this paper, we perform a thorough analysis on various evaluation measures for
diversity. We observe that ERR-IA is more sensitive to document ranking and
α-nDCG is more sensitive to the diversity among documents retrieved. Further,
it is interesting to note that MAP-IA is more sensitive to the topic sample
and other factors, which is not desirable in any evaluation measure. The re-
ranking approaches were found to be influenced more by diversity in the initial
ranking than relevance, with only a medium level of diversity being conducive
to improving results after re-ranking.
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Fig. 4. Effect on α-nDCG@10 of reranking an initial set of results with the given
relevance and diversity levels using MMR or SimPrune.
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Abstract. Several approaches have been proposed in recent years to
diversify the search results for an ambiguous or underspecified query. In
common, most of these approaches are driven by intrinsic characteristics
of the search results, such as their content or their coverage of a par-
ticular taxonomic scheme. In this position paper, we argue that a true
diversification should be driven by the perspective of the search users as
opposed to the perspective of the search results. In particular, we claim
that an ambiguous query should be regarded as representing multiple
possible information needs. The effectiveness of diversifying for multiple
information needs is supported by our recent empirical results.

1 Introduction

Query ambiguity is a problem for information retrieval (IR) systems in gen-
eral, and for web search engines in particular [18]. While an ambiguous query
(e.g., ‘jaguar’) is open to multiple interpretations (e.g., ‘animal’, ‘car’, ‘guitar’),
a query with a clearly defined interpretation (e.g., ‘jaguar car’) may still be un-
derspecified, in that it is open to multiple aspects of this interpretation (e.g.,
‘dealers’, ‘rental’, ‘insurance’, ‘tuning’, ‘maintenance’, ‘parts’) [9]. An effective
approach to tackle query ambiguity is to diversify the search results. By doing
so, the chance that different users posing the same query will find at least one
relevant result to their particular information need is maximised [6].

Current approaches in the literature seek a diverse ranking by promoting
search results that cover multiple aspects1 of the query or results that cover as-
pects not well covered by the other results. In common, most of these approaches
exploit characteristics of the search results themselves—e.g., their textual con-
tent [4] or their coverage of a taxonomy of categories [1]—as surrogates for the
actual query aspects. In this position paper, we argue that such an aspect repre-
sentation only loosely caters for the possible information needs that might have
led different users to pose the same query. Instead, we claim that a representation
that explicitly aims to encompass multiple information needs is more effective.

In the rest of this paper, Section 2 discusses the limitations of the results-
driven diversification performed by existing approaches. Our view of search result
diversification as a process driven by users and their multiple possible informa-
tion needs is detailed in Section 3. We conclude this paper in Section 4.

1 Unless otherwise noted, we will refer to query interpretations and aspects indistinctly.
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2 Opposing Views: Users’ vs. Search Results’ Diversity

Most diversification approaches in the literature attempt to promote diversity
from the perspective of the search results themselves. As illustrated in Figure 1,
these approaches derive some representation of the aspects underlying the query
from the search results as opposed to the query itself. For instance, novelty-based
diversification approaches directly compare the search results to one another
without explicitly representing the aspects underlying the query—e.g., based
on the search results’ textual dissimilarity [4], the divergence of their language
models [21], or the correlation of their relevance scores with respect to the ini-
tial query [13, 20]. In contrast, coverage-based approaches seek to maximise the
search results’ coverage of some explicit representation of the aspects underlying
the query—e.g., categories from an existing taxonomy [1], or topic models esti-
mated from the search results themselves [5]. In both cases, there is no attempt
to account for the multiple possible information needs underlying the query.

Q

IN1

IN2

IN3

user-driven

diversification query aspects

results-driven

diversification

search results

information

needs

Fig. 1. User- vs. results-driven diversification.

We argue that a results-driven diversification has two key limitations. Firstly,
the final ranking can be only as diverse as the aspects identified from the results
retrieved for the initial query, which may be biased [12]. As a result, important
query aspects (from the user population perspective) may be overlooked sim-
ply because they are not well represented among the initial results; conversely,
marginally important aspects may be overemphasised. Secondly, the query as-
pects identified solely based on the search results are a loose surrogate for the
actual information needs that may have motivated different users to issue the
query in the first place. For instance, search results that cover different topics or
categories—or results that are just dissimilar from each other—can feasibly meet
the same information need, in which case they would be deemed redundant.

In contrast to promoting diversity from the perspective of the search results,
we claim that a user-driven diversification is more effective, as corroborated by
our recent empirical results [11, 14–17]. In the next section, we further detail
our view of search result diversification in light of multiple possible information
needs, and highlight the key areas of investigation involved in this view.
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3 Diversifying for Multiple Information Needs

In this section, we detail our view of search result diversification as the problem
of satisfying the multiple possible information needs underlying an ambiguous
or underspecified query. Although this view is supported by our own successful
experiences [11, 14–17], we focus on the principles underlying these experiences
rather than on our particular solutions. In Sections 3.1 and 3.2, we describe the
building blocks for a general and effective framework for diversifying the search
results with respect to multiple information needs, as described in Section 3.3.

3.1 Representing Multiple Information Needs

Inspired by Spärck-Jones et al. [19], we argue that an ambiguous query should
be seen as representing an ensemble of possible information needs. The problem
then lies in uncovering this ensemble of information needs for a given query.
For instance, in a web search scenario, the most natural approach for identify-
ing the possible information needs underlying an ambiguous query is to analyse
what previous users that issued the same query were after. Using external re-
sources, such as a query log, one could mine queries related to the initial query,
by analysing patterns of query reformulations [2, 14]. On the other hand, the
search results themselves could still be leveraged as a resource for a user-driven
diversification. In fact, there might be cases when the search results are the
most appropriate (or maybe the only available) resource. For instance, in a blog
search scenario, multiple information needs could reflect different facets (e.g.,
left-wing, opinionated, local) of the topic of the query [10], which in turn could
be better inferred from the search results for this query. Generally speaking, the
suitability of a particular resource for uncovering the possible information needs
underlying a query depends on the nature of the diversification task—and hence,
of the information needs themselves—at hand.

3.2 Satisfying Individual Information Needs

In order to diversify the search results with respect to the identified information
needs, we first need to be able to estimate how well each search result meets
every one of the identified information needs. A natural and effective approach
is to deploy a ranking model to perform such estimations. As a result, the key
step for diversifying the search results for a query becomes to estimate the rel-
evance of each of these results to multiple information needs. The more refined
these estimations, the more effective the attained diversification performance.
For instance, we have achieved considerable success by leveraging ranking mod-
els of various calibres, from traditional document weighting models to learned
models based on several features [11, 14–17]. Another important consideration
regarding our view of user-driven diversification is that the identified informa-
tion needs may be rather different from one another, in terms of the underlying
intent of the user [3]. As such, these needs may benefit from different features.
For instance, while an informational need might benefit from query expansion,
a navigational need is more likely to benefit from query analysis features.
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3.3 Satisfying Multiple Information Needs

Sections 3.1 and 3.2 described our view for representing the multiple possible
information needs underlying an ambiguous or underspecified query, and for sat-
isfying each of the represented information needs individually. The next step for
producing a diverse ranking is to integrate these ideas into a unified diversifica-
tion framework. In particular, such a framework should account for the overall
coverage of each search result with respect to the identified information needs,
so as to rank highly diverse documents first. Moreover, it should account for
how well each information need is covered by the other search results, so as to
avoid promoting redundant results [14, 17]. Additionally, another crucial feature
of an effective diversification framework is the ability to infer how much empha-
sis should be placed on each of the identified information needs. For instance,
there may be dozens of possible information needs underlying the query. If our
goal is to satisfy most users in the first page of results, a bias towards the most
important information needs for the user population should be enforced [14, 17].
Finally, an effective diversification framework should also cater for the ambiguity
levels of different queries. In particular, not all queries are equally ambiguous.
For instance, the query ‘jaguar’ is arguably more ambiguous than ‘jaguar uk
dealer locator’. To deal with the specificities of different queries, a diversifica-
tion framework should be able to automatically decide not only whether, but
also how much to diversify the search results on a per-query basis [15].

Altogether, the aforementioned requirements can be naturally mapped into
components of a framework for diversifying for multiple information needs. In
particular, our xQuAD (Explicit Query Aspect Diversification) framework [11,
14–17] fulfils all these requirements in order to provide a general and effective
approach to search result diversification. As a matter of fact, building upon these
ideas, xQuAD attained the top performance in the category B of the diversity
task of the TREC 2009 and 2010 Web tracks [7, 8].

4 Conclusions

In this paper, we have questioned the effectiveness of search results-driven di-
versification approaches, and argued for a user-driven diversification instead. In
particular, we have detailed our position towards diversifying the search results
for multiple information needs, which naturally led to a general framework for
search result diversification. Our recent results [11, 14–17] support the stated
position, with the described framework attaining a state-of-the-art performance.

Our view of diversification as a user-driven process could be further extended
towards satisfying multiple possible information needs across multiple search sce-
narios (e.g., web, image, news, blogs). In particular, this would open up research
directions on several fronts, including the estimation of query ambiguity, the
identification and estimation of the likelihood of different information needs,
and the estimation of appropriate models for satisfying information needs in dif-
ferent scenarios. As a result, this extended view could form the basis for a holistic
approach to search result diversification in an aggregated search scenario.
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Abstract. In this paper, we deal with efficiency of the diversification of
results returned by Web Search Engines (WSEs). We extend a search ar-
chitecture based on additive Machine Learned Ranking (MLR) systems
with a new module computing the diversity score of each retrieved docu-
ment. Our proposed solution is designed to be used with other techniques,
(e.g. early termination of rank computation, etc.). Furthermore, we use
an efficient state-of-the-art diversification approach based on knowledge
extracted from query logs, and prove that it can efficiently works in a
additive machine learned ranking system, and we study its feasibility.

1 Introduction

Diversification of Web search results is a hot research topic. The majority of
research efforts have been spent on studying effective diversification methods
able to satisfy web users. In this paper we take a different turn and we consider
the problem from the efficiency perspective. As Google’s co-founder Larry Page
declares1: “Speed is a major search priority, which is why in general we do not
turn on new features if they will slow our services down”. In [5], we define a
methodology for detecting when, and how, query results need to be diversified.
We rely on the well-known concept of query refinement to estimate the proba-
bility of a query to be ambiguous. In the same paper, we show how to derive
the most likely refinements, and how to use them to diversify the list of results.
Then, we propose an original algorithm allowing the diversification task to be
accomplished effectively and efficiently.

In this paper, our focus is on plugging efficient diversification in additive
MLR systems. In modern WSE query response time constraints are satisfied
employing a two-phase scoring. The first phase inaccurately selects a small sub-
set of potentially relevant documents from the entire collection (e.g. a BM25
variant). In the second phase, resulting candidate documents are scored again
by a complex and accurate MLR architecture. The final rank is usually deter-
mined by additive ensembles (e.g. boosted decision trees [6]), where many scorers
are executed sequentially in a chain and the results of the scorers are added to
compute the final document score.

1 http://www.google.com/corporate/tech.html

42



The main contribution of this paper is to propose an architectural solution
that can be integrated in an additive MLR pipeline so as to efficiently perform
the diversification process at query-processing time. We provide a formal analysis
of the problem and we study its feasibility in the existing MLR architectures.

The paper is organized as follows: Section 2 presents our formalization of
the diversification problem. Section 3 describes the search architecture aiming
at enabling the efficient diversification of search results. In Section 4, we present
our conclusions and we outline possible future work.

2 Diversification using Query Logs

Users query WSEs by submitting sequences of requests that are recorded in
query logs. Let Q be a query log. Let q and q′ be two queries submitted by
the same user during the same logical session recorded in Q. We adopt the
terminology proposed in [1], and we say that a query q′ is a “specialization” of q
if the user information need is stated more precisely in q′ than in q. Let us call
Sq the set of specializations of an ambiguous/faceted query q mined from the
query log. Given the popularity function that computes the frequency of a query
topic in Q, and a query recommendation algorithm trained with query log Q, an
algorithm that exploits the query log sessions to provide users with suggestions
concerning related queries, can be adapted for devising specializations Sq at
query-processing time.

Now, let us give some additional assumptions and notations. D is the collec-
tion of documents indexed by the WSE which returns, for any given query q, an
ordered list of documents Rq ⊆ D. The rank of document d ∈ D within Rq is
indicated with rank(d,Rq). A distance function δ : D ×D → [0,1], having non-
negative and symmetric properties is defined as δ(d1, d2) = 1 − cosine(d1, d2),
where cosine( ) denotes the cosine similarity function.

The utility function defined in Equation (1) denotes how good d ∈ Rq is for
satisfying a user intent that is better represented by specialization q′.

U(d|Rq′) =
∑

d′∈Rq′

1− δ(d, d′)
rank(d′, Rq′)

(1)

The intuition for U is that a result d ∈ Rq is more useful for specialization
q′ if it is very similar to a highly ranked item contained in the results list Rq′ .

Using the above definitions of distance (δ) and utility (U), we are able to
define a query-log-based approach to diversification.

MaxUtility(k): Given: query q, the set Rq of results for q, two probability
distributions P (d|q) and P (q′|q)∀q′ ∈ Sq measuring, respectively, the likelihood
of document d being observed given q, and the likelihood of having q′ as a special-
ization of q, the utilities U(d|Rq′) of documents, a mixing parameter λ ∈ [0, 1],
and an integer k. Find a set of documents S ⊆ Rq with |S| = k that maximizes

U (S|q) =
∑
d∈S

∑
q′∈Sq

(1− λ)P (d|q) + λP (q′|q)U (d|Rq′)
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with the constraints that every specialization is covered proportionally to its prob-
ability. Formally, let Rq ./ q

′ = {d ∈ Rq|U (d|Rq′) > 0}. We require that for
each q′ ∈ Sq, |Rq ./ q

′| ≥ bk · P (q′|q)c.
Our technique aims at selecting from Rq, the k results that maximize the

overall utility of the results list.
MaxUtility(k) aims to maximize directly the overall utility. The problem

can thus be simplified and solved in a very simple and efficient way [5]. In the
same paper we propose OptSelect, an algorithm that aims to maximize U (S|q)
by simply computing for each d ∈ Rq the utility of d for specializations q′ ∈ Sq

and, then, to select the top-k highest ranked documents. Obviously, we have to
carefully select results to be included in the final list in order to avoid choosing
results that are relevant only for a single specialization. To select results, we
use a set of |Sq| min-heaps each of those keeps the bk · P (q′|q)c+ 1 most useful
documents for that specialization. OptSelect returns the set S maximizing the
objective function of MaxUtiliy(k) in linear time. Moreover, the running time
of OptSelect is linear in the size of document considered. Indeed, all the heap
operations are carried out on data structures having a constant size ≤ k.

3 Proposed Architecture

In the previous section we have sketched the OptSelect algorithm as an efficient
solution for the diversification task. Here, we show how such a solution needs to
be adapted in order to be plugged in a modern MLR system having a pipelined
architecture. Let us assume that, given a query q, MLR algorithms are used to
rank a set D = {d1, . . . , dm} of documents according to their relevance to q.
Then the k documents with the highest score are returned. To this end, additive
ensembles are used to compute the final score s(di) of a document di as a sum
over many, simple scorers, i.e. s(di) =

∑n
j=1 fj(di), where fj is a scorer that

belongs to a set of n scorers executed in a sequence. Moreover, the set of scorers
is expected to be sorted by decreasing order of importance. This because, as
argued in [4], if we can estimate the likelihood that di will end up within the
top-k documents, we can early exit the s(di) computation at any position t < n,
computing a partial final score using only the first t scorers. For these reasons,
it is important to define a solution that is fully integrable with the existing
systems. Another important aspect to consider is the cost of each fj that must
be sustainable w.r.t. the others scorers. In particular, we assume that the cost
c of computing fj(di) is constant and the total cost of scoring all documents in
D is, thus C(D) = c ·m · n. For tasks with tight constraints on execution time,
this cost is not sustainable if both m and n are high (e.g. m > 105 and n > 103

as shown in [4]).
To achieve the previously specified goal, WSE needs some additional modules

in order to enable the diversification stage, see Figure 1. Briefly, our idea is the
following. Given a query q, perform simultaneously both the selection of the
documents potentially relevant for q from the entire collection (module BM25)
and the retrieve of the specializations for q (module SS). Assuming that SS
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performs faster than both DR and BM25, the module fDVR can be placed in any
position of the MLR pipeline, i.e. f1 →... fn. The target of fDVR is, then, to
exploit Equation (1) for properly increasing the rank of the incoming documents
as the other pipelined scorers do. Note that in this case, that is different from
OptSelect running context, the final extraction of top-k documents is left to
the MLR pipeline that already performs this operation automatically. In the
following, we give more detail on our approach.

BM25

SS

DR f1 fDVR fn

〈 q′, P (q′|q), R′
q 〉∀q′∈Sq

D

query

q

q

Fig. 1. A sketch of the WSE architecture enabling diversification.

For any given query q submitted to the engine, we dispatch q to the document
retriever DR that processes the query on the inverted index, and to the module SS
that generates the specializations Sq for q. SS processes q on a specific inverted
index structure derived from query logs: the same proposed in [2]. SS returns
a set of specializations Sq, a distribution of probability P (q′|q)∀q′ ∈ Sq, and a
set Rq′∀q′ ∈ Sq of sketches representing the most relevant documents for each
specialization. Concerning the feasibility in space of the inverted index in SS,
note that each set Rq′ related to a specialization q′ ∈ Sq is very small compared
to the set of whole documents Rq to re-rank, i.e. |Rq′ | � |Rq|. Furthermore,
using shingles [3], only a sketch of a few hundred bytes, and not the whole
documents, can be used to represent a document without significant loss in the
precision of our method2. Resuming, let ` be the average size in bytes of a shingle
representing a document and let h be the average space needed to store the set
Sq of specializations for a query q by using the related inverted index, we need
at most ( N · |Sq̂| · |Rq̂ ′ | · ` + N ·h ) bytes for storing N ambiguous query along
with the data needed to assess the similarity among results lists. For example,
considering a number of ambiguous queries of order of hundreds of thousands,
tens of specializations per query, and hundreds of documents per specialization,
we need an inverted index for SS of about 10 GB.

Now, let us focus on fDVR. As the other modules belonging to the MLR
pipeline, also fDVR receives a set of documents D as a stream from its preceding
module, scores the elements, then release the updated set. However, contrarily to
other diversifying methods analyzed in [5], fDVR is able to compute on the fly the

2 note that shingles are already maintained by the WSE for near duplicate document
detection.
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diversity-score for each document d. In fact, exploiting the knowledge retrieved
from the query log, our approach does not require to know in advance the com-
position of D to diversify the query result because SS provides the proper mix of
different means related to q. In particular, we firstly compute for each d ∈ D the
related shingle. As stated in [3], the related sketch can be efficiently computed
(in time linear in the size of the document d) and, given two sketches, the simi-
larity 1−δ(d, d′) of the corresponding documents (i.e. d ∈ D and each document
d′ returned by SS, i.e. d′ ∈ Rq′ ∀q′ ∈ Sq) can be computed in time linear in the
size of the sketches. The resulting similarity thus concurs to compute U(d|Rq′),
i.e. the variation of final score of the document d.

4 Conclusions

We studied the problem of plugging the WSE results diversification step in a
additive MLR system. In order to do that, we exploited a diversification tech-
nique suitable for working in this ranking system and thus able to compute at
query-processing time the diversity score of each document. By exploiting this
approach, the selection of the relevant results to return to the user can be done
by simply selecting the top-k documents with the highest score. Our proposed
solution is designed to be used with other techniques, (e.g. early termination of
rank computation, etc.). We sketched the resulting MLR search architecture, and
we outline a first preliminary study on the feasibility in space of the technique.
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Abstract. In various information retrieval settings, it is of interest to

the user to receive search results that are not only relevant, but also di-

verse. As the precise goals and the underlying understanding of diversity

differs considerably from application to application, there is a need for a

language in which diversification strategies can be encoded and modified

in an intuitive way, yet which is sufficiently rich to capture all of the

subtleties that may arise. In this paper, we propose a language based on

ideas from fuzzy logics, and illustrate its flexibility and ease-of-use by

providing several examples of diversification strategies. Through a num-

ber of use-case scenarios, we also point out how some of the weaknesses

of existing methods can be avoided in our framework.

1 Introduction

The results returned by a search engine are useful to a user only insofar that
they are relevant to her information need, are up-to-date, and arise from an
authoritative source, among others. In addition to considering these qualities
of individual documents, however, it is also important to ensure that the list of
results is sufficiently diverse [1–3], for at least two reasons. First, when the query
issued by a user is ambiguous, it makes sense to display at least one search result
related to each possible understanding of the query. For example, when sending
the query apple to google, all results on the first page are related to apple com-
puters1, which is cumbersome for users who are looking for information about
fruit. Second, the list of search results should preferably not contain redundant
results: when a given document is relevant, but very similar to a higher ranked
document, it may be of little added value to the user. For example, in an image
retrieval setting where the query is Paris, it does not make much sense to present
the user with 20 photos of the Eiffel tower.

One way to deal with the problem of diversifying search results is to treat it
as a combinatorial optimization problem. Starting from a given set of documents
D, relevance estimates for these documents, and pairwise (dis)similarities, the
primary task is then to find an optimal subset S ⊆ D of k documents, which are
as relevant as possible, while being as different from each other as possible. In

1 Verified on February 14, 2011.
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[3], S is selected as the set of k documents which maximizes some optimization
criterion f . A first possibility is [3]:

f(S) = (k − 1) ·
∑

d∈S

rel(d) + 2λ
∑

di,dj∈S

dist(di, dj) (1)

where |S| = k, λ > 0, rel(d) is the relevance estimate of document d and dist is
a measure of dissimilarity. Two other possibilities are [3]:

f(S) = min
d∈S

rel(d) + λ min
di,dj∈S

dist(di, dj) (2)

f(S) =
∑

d∈S

(

rel(d) +
λ

|D| − 1

∑

d′∈D

dist(d, d′)
)

(3)

Note that the latter sum ranges over the set of all documents, rather than those
in S alone. As shown in [3], each of the alternatives (1)–(3) satisfies different
properties, corresponding to different aspects of diversity. In general, it is not
straightforward to translate a given intuition about diversification to an actual
optimization criterion, which always yields the most intuitive result. Moreover,
in different settings, different factors may have to be taken into account. When
retrieving product reviews, for instance, it may be of interest to the user to know
whether most reviews are positive or negative. In this sense, when 90% of the
reviews are negative, it would not be a good idea to display 5 positive reviews
and 5 negative reviews, even though this choice may maximize diversity and all
10 reviews might be relevant.

As different settings thus require different diversification mechanisms, there
is a need for a flexible framework in which the intuitions underlying a particular
setting can easily be translated to declarative specifications. In this paper, we
propose an approach based on fuzzy logics. As in classical logic, formulas in fuzzy
logics are built from constants, variables and logical connectives. In contrast
to classical logic, however, formulas may take an arbitrary truth value from
the unit interval [0, 1] instead of only 0 (false) and 1 (true). On one hand, the
resemblance with classical logic allows us to encode relations between graded
properties, such as relevance or similarity, in a logical fashion. This leads to
intuitive, declarative specifications, whose qualitative behavior can readily be
seen from the syntactic structure of the formulas. On the other hand, Boolean
connectives can be generalized to fuzzy logic connectives in different ways, which
provides a form of parameterization in fuzzy logic models. The exact behavior
of the resulting systems is therefore a combination of the syntactic structure
of the underlying formulas, and an appropriate choice for each of the logical
connectives.

The structure of this paper is as follows. In the next section, we introduce
a language based on fuzzy logics, which we will use to encode diversification
mechanisms. Subsequently, Section 3 presents a number of use case scenarios
to illustrate some issues with existing methods such as (1)–(3). Section 4 then
proposes various encodings of diversification strategies, as constraints on fuzzy
logic formulas. Finally, a discussion with some concluding remarks is provided.
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2 Constraints on fuzzy logic formulas

Let D = {d1, ..., dn} be the set of document under consideration, with cor-
responding relevance scores rel(di) and pairwise similarities sim(di, dj). Both
relevance scores and similarities are assumed to be in [0, 1]. When encoding di-
versification mechanisms, we will also consider a number of additional predicates.
If p is an m-ary predicate, then an expression of the form p(di1 , ..., dim

) is called
a term. From these terms, formulas are constructed as follows:

– Constants in [0,1], such as rel(di) and sim(di, dj), are formulas.
– Each term is a formula.
– If α and β are formulas, then α⊗ β, α⊕ β, α → β, α ∧ β, α ∨ β and ¬α are

formulas.
– If α is a formula and λ ∈ [0, 1], then λ · α is a formula.
– If each of α1, ..., αm are formulas, then also avg{α1, ..., αm}, ∀{α1, ..., αm}

and ∃{α1, ..., αm} are formulas.

For the ease of presentation, we also write e.g. ∀d ∈ D . p(d) for ∀{p(d) | d ∈ D},
or even expressions such as avgd∈D(∀d′ ∈ D . p(d, d′)). There are three important
differences with classical logic. First, arbitrary values from [0, 1] may appear in
formulas as constants. Second, there are a number of connectives that have no
counterpart in classical logic, namely the scaling operator · and the averaging
operator avg, which are tied to the numerical interpretation of truth degrees.
Finally, there are two types of conjunction (∧ and ⊗) and two types of disjunction
(∨ and ⊕), which are defined as follows:

α ∧ β = min(α, β) α ∨ β = max(α, β)

α ⊗ β = max(α + β − 1, 0) α ⊕ β = min(α + β, 1)

Note that ∧ and ⊗ indeed correspond to logical conjunction when their argu-
ments are restricted to the classical truth values 0 and 1, and that ∨ and ⊕
correspond to logical disjunction. The operators ⊗ and ⊕ are the connectives
from  Lukasiewicz logic, and provide a truth degree which is a bounded linear
combination of their arguments. The operators → and ¬ are the implication and
negation from  Lukasiewicz logic, defined as

α → β = min(1, 1 − α + β) ¬α = 1 − α

The scaling operator · is simply interpreted as multiplication. Finally, avg, ∀ and
∃ are defined as

avg{α1, ..., αm} =
α1 + ... + αm

m

∀{α1, ..., αm} = min(α1, ..., αm)

∃{α1, ..., αm} = max(α1, ..., αm)

In the following, we will consider sets E of equalities of the form α = β, with α

and β formulas. Such a set of equalities will be called a theory. These equalities
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are seen as constraints on the possible truth values of terms, which are treated
as variables. An assignment ω from terms to [0, 1] is called a model of a set of
equalities E if substituting every term t by its value ω(t) causes all equalities
in E to be satisfied. We will consider sets of equalities E such that every model
of E corresponds to a solution of the diversification problem, i.e. a reasonable
choice of k documents among those in D.

By construction, all formulas can be written as the combination of a number
of linear expressions using the minimum and maximum operators. Seeing terms
as variables, it is therefore possible to translate a set of equalities E to a mixed
integer program P , such that there is a one-on-one correspondence between the
models of E and the solutions of P , using a straightforward extension of the
procedure proposed in [4]. This means that models of E can be found using
fast mixed integer programming solvers such as CBC2. Under some conditions,
models can also be found using finite constraint satisfaction methods [6]. Alter-
natively, approximate models can be found using heuristic search techniques.

3 Motivating examples

Before illustrating how equalities of fuzzy logic formulas may be used to specify
diversification mechanisms, we point out some weaknesses of existing methods
using a number of scenarios:

Scenario A Suppose that the set D contains two duplicates (or near-
duplicates) d1 and d2 which are highly relevant. Ideally, only one of
d1 and d2 should appear in the set S, no matter how relevant these
documents are.

If the set S is selected based on (1) or (3), both of d1 and d2 may appear when
these documents are sufficiently relevant and/or sufficiently different from the
documents in S \ {d1, d2} (when using (1)) or D \ {d1, d2} (when using (3)).

Next, we consider the scenario where a query term is ambiguous, and all
documents that correspond to the same understanding of the query are very
similar:

Scenario B Suppose that D can be partitioned in D1∪...∪Dm such that
documents from the same partition are highly similar, and documents
from different partitions are highly dissimilar.

Let us first assume that m < k. When using (1), S will then more or less
be balanced, in the sense that approximately the same number of documents
are chosen from each partition block Di. However, as at least two highly similar
documents will be contained in S, criterion (2) trivializes, causing many different
sets S to be considered as optimal, not all of which may also be intuitively
satisfactory. Finally, criterion (3) will lead to the unintuitive behavior of choosing
only documents from the partition blocks with the fewest documents.

2 http://www.coin-or.org/projects/Cbc.xml
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Now assume that m ≥ k. Then (1)–(2) will select one document from k

different partition blocks, mainly chosen based on their relevance, while (3) would
still lead to choose documents from the smallest partition blocks.

Scenario C Suppose that D contains one document d1 which is not
among the k most relevant documents, but which is highly dissimilar
from all other documents in D. Assume furthermore that the documents
in D \ {d1} are all somewhat similar to each other.

Using (1) and (3), d1 would typically be included in S, with the remaining
documents to a large extent being chosen based on their relevance. Using (2),
however, depending on the value of λ, either d1 would not be included in S or
relevance would not be taken much into account for selecting the other k − 1
documents.

4 Encoding diversification strategies

As the previous section illustrates, it is difficult to specify global optimization
criteria that always lead to those results that are intuitively most desirable. In
this section, we present an alternative, in which equalities between fuzzy logic
formulas encode in a declarative fashion whether a given choice of S is optimal. In
particular, we introduce a predicate imp, such that for each document d, imp(d)
represents the degree to which it is important to include d in S. By construction,
the set S then contains the k most important documents w.r.t. this predicate:

in(d) = (in1(d) ∨ ... ∨ ink(d)) (4)

where we use in(d) to denote that d is included in S and ini(d) to denote that
d is the ith ranked document. The terms ini(d) and in(d) are assumed to be
Boolean, and the right-hand side of (4) should accordingly be regarded as a
Boolean expression. The following formulas encode that ini(d) should be the ith

most important document:

in1(d) = (∀d′ 6= d . imp(d) > imp(d′) ∨ (imp(d) = imp(d′) ∧ ¬in1(d′))) (5)

in2(d) = (∀d′ 6= d . imp(d) > imp(d′) ∨ in1(d′) (6)

∨ (imp(d) = imp(d′) ∧ ¬in2(d′)))

...

ink(d) = (∀d′ 6= d . imp(d) > imp(d′) ∨ in1(d′) ∨ ... ∨ ink−1(d′) (7)

∨ (imp(d) = imp(d′) ∧ ¬ink(d′)))

Intuitively, d should be the ith ranked document if all documents which are more
important are ranked higher, i.e. for every other document d′ we should either
have one of in1(d′), ..., ini−1(d′) (in which case d′ is indeed ranked higher), or
imp(d) ≥ imp(d′) (in which case d is at least as important as d′). Due to the last
disjunct in (5)–(7), ties are broken arbitrarily.
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To complete the specification of a diversification strategy, we introduce a
number of equalities to define the predicate imp, which together with the equal-
ities (4)–(7) form a theory E, whose models define the optimal choices for S. As
a first strategy, we may define imp as follows:

redundant(d) = (∃d′ 6= d . in(d′) ∧ sim(d, d′)) (8)

imp(d) = rel(d) ⊗ ¬redundant(d) (9)

Note that (9) clearly reveals the intuition of the underlying diversification mech-
anism: it is important to include d in the set S if (i) d is relevant and (ii) no
other document in S is similar to it. To conjunctively combine both aspects, the
 Lukasiewicz conjunction is used, which, together with the use of negation boils
down to a bounded difference, i.e. imp(d) = max(0, rel(d) − redundant(d)). The
linear combination of relevance scores with redundancy scores presupposes some
form of commensurability. In practice, this means that the relevance scores and
similarity scores we have at our disposal may have to be manipulated somehow.
Such a manipulation would moreover allow us to tweak the trade-off between
relevance and similarity. Also note that (9) specifies a cyclic definition: the value
of the predicate imp depends on the predicate in, which in turn depends on imp.
The models of E thus correspond to some form of equilibria or fixpoints of these
equations, an observation which can be made more explicit via the theory of
fuzzy answer set programming [5]. The underlying intuition is also reminiscent
of Nash equilibria, in the sense that S is defined as a set (cfr. a global strat-
egy) which cannot be improved by replacing a single document (cfr. in which no
player can improve his utility without cooperation).

Let us now reconsider the three scenarios from Section 3. In Scenario A, (9)
ensures that d1 and d2 cannot both be included in S, as then both imp(d1) and
imp(d2) would be (close to) 0. In Scenario B, assuming m < k, we find that at
least one document from each partition block will be included in S, although the
remaining documents may be chosen somewhat arbitrarily. Finally, in Scenario
C, we find that d1 would typically be included in S. Hence, in all three scenarios,
more or less desirable results are found. The main problem seems to be that when
selecting two highly similar documents is unavoidable, as in Scenario B, some
of the remaining documents may not be selected in an optimal way. This is due
to the fact that the value of redundant(d) depends on the occurrence of a single
document d′ in S. In this respect, using (9) resembles the optimization criterion
(2). As an alternative to (8)–(9), we may consider

disparate(d) = avg{¬sim(d, d′) | d 6= d′, in(d′)} (10)

imp(d) = rel(d) ⊗ disparate(d) (11)

which encodes the intuition that a document d is important if, on average, the
other documents in S are dissimilar to it. Using (10)–(11) in Scenario B, ap-
proximately the same number of documents will be selected from each partition
block, similar as when using (1) or (3). However, in contrast to (8)–(9), using
(10)–(11) does not always lead to the desired result in Scenario A. One way to
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ensure optimal behavior both in Scenarios A and B would be to combine the
intuitions of (9) and (11) as follows (λ ∈ [0, 1]):

imp(d) = rel(d) ⊗
(

λ · (¬redundant(d)) ⊕ (1 − λ) · disparate(d)
)

(12)

where we assume that · takes priority over ⊕. If λ is sufficiently high, using (12)
will avoid that both d1 and d2 are included in S in Scenario A. Moreover, in
Scenario B, typically redundant(d) will be close to 1 for all documents, in which
case (12) behaves qualitatively similar to (11).

As already mentioned in the introduction, when ranking reviews or opin-
ions, it is important that the set S accurately reflects whether most reviews are
positive or negative, and even which type of complaints most people have (e.g.
about a given product). This means that it may be beneficial to include several
documents in S which express the same opinion, and are in this sense similar.
To some extent, this requirement is at odds with the idea of diversifying search
results, or at least, it can be seen as a tempering factor. This latter intuition of
adding a tempering factor can be translated as follows:

prevalent(d) = avgd′∈Dsim(d, d′) (13)

imp(d) = rel(d) ⊗
(

λ · (¬redundant(d)) ⊕ (1 − λ) · prevalent(d)
)

(14)

which translates the intuition that d should be included if it is relevant, and it is
either different from the other documents in S or it conveys a prevalent opinion.
For large values of λ, (13)–(14) behave similarly as (9), while for small values of
λ, diversity will only play a minimal role. To the best of our knowledge, such a
trade-off has not yet been considered in existing methods.

5 Discussion

The language that was introduced in Section 2 offers the flexibility to encode
a wide array of diversification strategies. In addition to the illustrations that
were provided in Section 4, it is also possible to simulate existing strategies such
as (1)–(3), as well as various greedy algorithms that decide which documents
to add one at a time (e.g. [1]). One of the main advantages of our approach is
that degrees between 0 and 1 can be treated both as numerical values (when
using averaging or scaling operations), or as logical truth degrees (when using
generalizations of logical connectives), which allows us to encode diversification
strategies in such a way that the syntactic structure of the formulas immediately
reveals the underlying intuitions.

The examples that were given correspond to basic mechanisms for diversify-
ing search results. In practice, more structured information may be available, in
which case the flexibility offered by our framework would play an even bigger
role. For instance, our strategy for diversifying product reviews, i.e. (14), may
be further refined when information is available about which ratings have been
given by the users, or classification information about the type of complaints
that are conveyed. Similarly, we may think of diversification mechanisms that
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take user profiles into account, ensuring that reviews are displayed from a diverse
set of users (e.g. regarding age or geographic location).

Given the observation that different applications involve different subtleties,
we advocate a declarative approach, in the sense that the specification of a
particular strategy should be decoupled from its implementation. One possibility
for implementing the strategies encoded as constraints on fuzzy logic formulas is
to translate these constraints to mixed integer programs, for which various highly
efficient solvers exist. This approach has the advantage that an additional global
(linear) optimization criterion can be specified to make an informed decision
when there are multiple solutions. Another implementation method would be
to use more heuristic techniques, e.g. taking advantage of the cyclic nature of
the examples in Section 4. One idea would be to guess an arbitrary set S, i.e.
a particular solution to (4)–(7), and then incrementally improve this guess by
repeatedly evaluating the values of imp(d), and adapting the set S accordingly.
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Abstract. Top-ranked documents returned by traditional retrieval func-
tions may cover the same piece of relevant information and cannot sat-
isfy different user needs. Search result diversification solves this prob-
lem by diversifying results to cover more information needs, i.e., query
subtopics, in top-ranked documents. Many diversification methods have
been proposed and studied, and most of them re-rank original retrieved
documents according to both relevance and diversity functions in a prob-
abilistic framework. Although official TREC results make it possible to
compare the effectiveness of different diversification systems, it remains
unclear whether the better performance of a system comes from better
diversification methods or component estimation methods. In this pa-
per, we conduct a systematic study on comparing three representative
diversification methods which can be implemented using probabilistic
methods. We not only analytically compare the methods but also con-
duct empirical studies and evaluate the effectiveness of these methods in
a controlled manner.

1 Introduction

Traditional retrieval functions ignore the relations among returned documents.
As a result, top ranked documents may contain relevant yet redundant informa-
tion. In order to maximize the satisfaction of different search users, it is necessary
to diversify search results.

Many diversification methods have been proposed. For example, Carbonell
and Goldstein [2] proposed the maximal marginal relevance (MMR) ranking
strategy to balance the relevance and the redundancy among the returned docu-
ments. Yin et. al. [7] derived a diversification method using the language model-
ing approach, i.e.,WUME. Santos et. al. [6] proposed a probabilistic framework,
i.e., xQuAD, that estimates the diversity based on the relevance of documents
to query subtopics and the importance of query subtopics. The first method
is a classical method and has been widely cited, but none of the top-ranked
diversity systems from TREC used this method. The last two methods were
implemented in the systems participating in TREC 2009 Web track. Although
the evaluation results of these two methods are quite different according to the
official TREC results [3], it is unclear whether the performance differences are
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caused by the underlying diversification methods or the ways of estimating the
component functions.

In this paper, we conduct a systematic study to compare the above three
representative diversification methods both analytically and empirically. Specif-
ically, we first analyze the methods and summarize their commonalities and dif-
ferences. These methods mainly differ in diversity modeling, i.e., whether the di-
versity is implicitly modeled through document similarities or explicitly modeled
through the coverage of query subtopics, and document dependency, i.e., whether
the diversity score of a document is related to other documents or not. To make
a more meaningful empirical comparison, we modify the three methods under
the same framework and use the variants of the three methods in this paper. All
of the variants of the methods re-rank the original retrieved documents based
on a linear combination of relevance and diversity scores. The variants also use
the same methods to estimate components in their functions. This would allow
us to focus on the differences in the diversification methods. Moreover, following
the idea of diagnostic evaluation [5], we conduct four sets of experiments using
simulated collections. Our goal is to not only compare different diversification
methods but also study how the performance of a diversification method can be
impacted by different factors, i.e., the quality of relevant functions, the tradeoff
between relevance and diversity, and the number of query subtopics.

Experiment results show that diversity modeling has a large impact on the
effectiveness of a diversification method. Explicitly modeling the diversity with
query subtopics is more effective than implicitly modeling the diversity through
document similarities. As an example, MMR performs worse than the other two
methods consistently. Moreover, document dependency has a smaller impact on
the diversity performance. Although computing the diversity score of a document
based on other documents is intuitively desirable, the empirical performance gain
is small. Finally, we can also make the following interesting observations.

– The effectiveness of a diversification method is closely related to the effective-
ness of its relevance function. In particular, the performance improvement
of the diversification method decreases as the performance of the relevance
function increases.

– The number of query subtopics affects the diversity performance of the meth-
ods that explicitly model the diversity based on subtopics. However, they
may still achieve reasonably good performance when the quality of subtopics
is good and the number of missed subtopics is small.

2 Analytical Comparisons of Diversification Methods

Most of existing diversification methods first retrieve a set of documents based
on only their relevance scores, and then re-rank the documents so that the top-
ranked documents are diversified to cover more query subtopics [2–4, 6, 7]. Since
the problem of finding an optimum set of diversified documents is NP-hard [1],
a greedy algorithm is often used to iteratively select the diversified document.
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In this paper, we focus on three representative diversification methods dis-
cussed in the previous section.

– MMR [2]: It maximizes the margin relevance of the documents and itera-
tively select the document that is not only relevant to the query but also
dissimilar to the previously selected documents.

– WUME [7]: It maximizes the probability that the document meets the user
needs. Its diversification function iteratively selects the document that covers
both the query and the important subtopics of the query.

– xQuAD [6]: It uses the probability model to maximize the combination of
the likelihood of a document is observed given the query and the likelihood
of the document while not the previously selected documents is observed
given the query. It iteratively selects the document that is not only relevant
to the query but also covers the subtopics that have not be well covered by
previously selected documents.

All these three methods iteratively select the document that is not only relevant
to the query but also diversified to cover more query subtopics, explicitly or
implicitly. Therefore, all of them fit into a general framework that iteratively
selects the document with the highest relevance and diversity scores [2, 6, 1]:

d∗ = arg max
d∈D\D′

(λ× (Rel(d, q) + (1− λ)×Div(d, q,D′))) (1)

where D is a set of documents that need to be re-ranked, D′ is the set of previ-
ously selected documents, λ is a parameter that balances the relevance score of
the document i.e., Rel(d, q), and the diversity score Div(d, q,D′).

We then implement the variants of these methods under the framework and
they are referred to as MMR∗, WUME∗ and xQuAD∗:

1. Maximal marginal relevance (MMR) variant method [2]:

DivMMR∗(d, q,D′) = − max
d′∈D′

p(d|d′) (2)

2. WUME variant method [7]:

DivWUME∗(d, q,D′) =
∑

s∈S(q)

p(s|q)p(d|s) (3)

3. Explicit query aspect diversification (xQuAD) variant method [6]:

DivxQuAD∗(d, q,D′) =
∑

s∈S(q)

p(s|q)p(d|s)
∏

d′∈D′

(1− p(d′|s)) (4)

S(q) is the subtopic set of query q. p(d|d′) measures the similarity between
current document and selected document, p(d|s) measures the similarity between
the document and the subtopic, p(s|q) measures the importance of the subtopic
in the query and

∏
d′∈D′ (1− p(d′|s)) is the subtopic importance penalization
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component that penalizes the importance of the subtopic that has been covered
in previously selected documents.

In WUME∗, we split the probability of the document given both the query
and subtopics existing in WUME, in order to make it comparable with the
other methods. We consider the probability of the document given the query in
Rel(d, q) and the probability of the document given the subtopics inDivWUME∗(d, q,D′).
Other main differences between the original diversification methods and these
variants are how to estimate the component functions in the methods and how
to find query subtopics. Since we focus on comparing different diversity func-
tions, we use query subtopics given in the judgment file as S(q) and use the same
method to estimate the components.

Comparing these three diversity functions, we can see that they mainly differ
in two aspects. The first aspect is the diversity modeling. MMR∗ implicitly
models the diversity through document similarities and ignores the information
about query subtopics. On the contrary, the other two methods explicitly model
the diversity through the coverage of query subtopics. The second aspect is the
document dependency. WUME∗ assumes that the diversity score of a document
is independent of other documents while the other two methods assume that the
diversity score depends on the previously selected documents.

Intuitively, it is more reasonable to explicit use subtopics to model diversity
and assume that the documents are dependent of each other. Therefore, xQuAD∗

should perform best and the performance of WUME∗ would be the second best.
However, it is unclear whether both explicit subtopics and document dependence
have big effects on the diversification results, and whether the difference between
the diversification methods is significantly. We will compare their performances
in the following section.

3 Experiments

In our experiment, we use the TREC09 and TREC10 collections [3], each of
which has 50 queries, and the Category B of ClueWeb09 collection that contains
428 million documents. We use α-nDCG@100, together with α-nDCG@20 used
in TREC, as the measures to evaluate the diversification results. The reason
is that we want to observe the performance of a longer document ranking list.
We use the Dirichlet retrieval function [9] to retrieve the original results and
compute the probabilities in Equation (1)-(4). We use the real subtopics given
in the judgment file for diversification in explicit subtopic based methods. We
then design the experiments to study the following questions: (1) the optimum
performances of diversification methods; (2) the impact of retrieval performance
of the original ranking on diversification results; (3) the impact of parameters,
i.e., tradeoff between diversity and relevance, and number of subtopics.

3.1 Comparison of diversification methods

In this section, we test whether using explicit subtopics and document depen-
dence can significantly perform better. Table 1 shows the optimum performances
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TREC09 result TREC10 result

α-nDCG@20 α-nDCG@100 α-nDCG@20 α-nDCG@100

MMR∗ 0.365 0.427 0.344 0.415

WUME∗ 0.479 0.546 0.579 0.630

xQuAD∗ 0.482 0.550 0.588 0.636
Table 1. The performances of diversification methods when using all real subtopics
for diversification

of the diversification methods both on the original TREC09 and TREC10 collec-
tions. All the parameters in each method are set to the optimum values. We can
see that both xQuAD∗ and WUME∗ perform significantly better than MMR∗.
It shows that using explicit subtopics in diversification is better than implicit
subtopics, which is consistent with the observation in [6]. However, the perfor-
mances of xQuAD∗ and WUME∗ are not significantly different. It tells that
the component of subtopic importance penalization in Equation 4 of xQuAD∗

needs to be modified to further improve the performance. We leave this study
for our future work.

3.2 Impact of original retrieval result quality
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Fig. 1. The percentage improvements of diversification methods over non-diversified
methods that combined all relevant documents with non-relevant documents selected
from the top results (left) or random selected (right) from the original retrieval result.

We now test the impact of original retrieval result quality on diversification
results. Due to the space limitation, we only show results of TREC2010 while
ignore TREC2009 that has similar trend in the following experiments. We simu-
late the original retrieval results with different relevance qualities, evaluated by
0−nDCG. We combine all the relevant documents in the judgment file with N

non-relevant documents selected from the top documents in the original retrieval
result in each query. We then re-compute the relevance scores of all these docu-
ments given the query. The simulated retrieval result only contains the relevant
documents when N is 0 and is the same as the original retrieval result when N
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Fig. 2. The improvements of diversity methods in each query

is 100. The left plot of Figure 1 shows the performance improvements of differ-
ent diversification methods in diversifying these simulated retrieval results. The
values of N corresponding to points from left to right on each line are 100, 90,
..., 10 and 0, respectively.

There are three interesting observations in the plot. (1) xQuAD∗ andWUME∗

can consistently outperformMMR∗. What’s more, the difference betweenMMR∗

and the other two methods is bigger when the original retrieval result is worse.
MMR∗ aggressively selects the document that are most different from the pre-
viously selected document. This helps diversify the relevant documents but also
selects more non-relevant documents when the original result is worse. The rea-
son is that many non-relevant documents are less similar to relevant documents
[8] and the non-relevant documents themselves are also different. (2) The perfor-
mance differences between WUME∗ and xQuAD∗ are always small. We also use
the other method to select the N non-relevant documents and compare these two
methods on the new stimulate retrieval results. We randomly select these non-
relevant documents 10 times from the original retrieval result for each value ofN .
We then diversify each 10 results corresponding to the same value of N and use
their average relevance performance to represent the performance of that value of
N . The right plot of Figure 1 shows the performances ofWUME∗ and xQuAD∗.
Their performances are still similar. It again shows that a new method to penal-
ize the subtopic importance is needed to further improve the performance. (3)
The worse the non-diversified method performs, the larger the improvement of
diversification is. The reason is that these methods can use the subtopics to not
only diversify relevant documents but also rank non-relevant documents lower
when the quality of non-diversified result is poor. It is also interesting to study
the improvement trend of diversification methods with different diversity per-
formances of the original retrieval method, evaluated by 0.5− nDCG. Figure 2
shows the improvements of xQuAD∗ and MMR∗ over baseline in each query
with simulated retrieval results. We can also see that xQuAD∗ performance has
larger gain when the diversity quality of the query is worse.
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3.3 Impact of parameters in diversification

There are two parameters in the diversification methods. One is λ that balances
the relevance score and diversity score in Equation 1. The other is the number
of subtopics in explicit subtopic based methods. We use the original retrieval
result and the real subtopics in the judgement to tune these parameters. Figure
3 shows the impact of λ on different methods when using all real subtopics. The
smaller the value of λ is, the more the methods are focusing on diversity. The
optimum value of λ in methods based on explicit subtopics is 0. The subtopics
used in these methods are the real subtopics in judgment file and therefore they
can achieve optimum performance without considering the document relevance
with the original query. However, the optimum value of λ may not be 0 if they
do not use real subtopics and use other methods to extract subtopics from the
collection.

In the above experiment, we use all real subtopics in diversification. However,
the extracted subtopics in methods based on explicit subtopics may be incom-
plete. Therefore, we study the impact of the number of subtopics while using the
optimum value of λ in each method. We randomly select n% of real subtopics
for diversification in each query. We extract each possible combination of real
subtopics for each value of n. For each value of n, we evaluate the diversifica-
tion performance of using its subtopic sets and use the average performance to
represent the diversification performance corresponding to that value of n.

Figure 4 shows the diversification performance using the incomplete subtopic
set. The improvements of WUME∗ and xQuAD∗ decrease when the percentage
of missed real subtopics decreases, but they can still outperform MMR∗. What’s
more, their performance decrease is not significant when the percentage of missed
real subtopics is small, i.e., 20%. The right plot in Figure 4 shows the percentage
of queries in different categories when comparing the diversification using n% of
real subtopics and that using all real subtopics. When n is greater or equal to 80,
the result of using these incomplete subtopics is very close to the result using
all real subtopics, which shows that the explicit subtopic modeling methods
are robust to the quality of subtopics and can still achieve reasonably good
performance when their extracted subtopics do not contain all real subtopics.
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Fig. 4. Performance improvement (left) and query comparison (right) when using n%
of real subtopics for diversification

4 Conclusion

In this paper, we revisited the existing diversification methods based on the
language model and systematically compared their diversity functions. We com-
pared the diversity modeling and document dependency strategies used in di-
versification functions. The experiment result shows that the explicit subtopic
modeling and subtopic importance penalization strategies perform better but
the effect of the penalization is small. It is also interesting to find that the ex-
plicit subtopic based methods are robust to the number of subtopics and can
still achieve reasonable good performance when missing a small number of real
subtopics.
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Abstract. Diversity in retrieval results has been mainly studied in the
context of Web search, where queries may be broad or ambiguous. Web
search, however, is not the only area where diversity may be applied.
Diversity may be beneficial in expert search, where users are looking for
people or organizations with relevant expertise. In this position paper,
we define a measure to quantify the topical ambiguity or broadness of a
query, and we demonstrate it on a sample of queries from an operating
expert search engine. We then discuss the aspects of diversity which are
specific to expert search, and note the implications of diversification at
different stages of ranking experts.

1 Introduction

Web search engines deal with a wide range of broad or ambiguous queries, com-
monly expressed with only few words [3, 9]. One approach to deal with such
queries is to diversify the retrieved results, so that different interpretations or
subtopics are promoted in the results for ambiguous or broad queries, respec-
tively. The diversification of results, hence, requires the definition of a new ob-
jective function with a trade-off between relevance and diversity, by reranking
documents according to how dissimilar they are, or how well they cover the
query subtopics [5, 8]. Research on diversifying search results has been facili-
tated by the corresponding task in TREC 2009 Web track [2], where documents
are relevant to a topic but also to subtopics.

The diversity of search results so far has been studied in the context of Web
search. In this position paper, we argue that diversity is important for expert
search systems, where users do not search for documents about a topic, but
for people or organizations with expertise relevant to the query topic. Expert
search has been introduced as a task in the Enterprise track of TREC 2005 [4],
and various techniques based on voting models [6], or language models [1, 7]
have been proposed. The issue of diversity, however, has not been raised in the
context of expert search.

In expert search, queries may correspond to a description of scientific or
technological needs. The results are references to people or organizations with
relevant expertise. When developing a cross-disciplinary expert search system,
or one that covers many geographic regions, diversity of results is important for
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Fig. 1. Screenshot of X-Search and top results for the query innovation management.

broad or ambiguous queries. In this position paper, we first define a measure of
topical diversity based on the distribution of matched documents and experts
over a taxonomy of scientific disciplines. We demonstrate the topical diversity
measure on a sample of queries from X-Search1, an expert search engine devel-
oped by PRESANS, a startup company connecting business needs to world-wide
expertise, in collaboration with LIX at École Polytechnique (France) and DB-
NET laboratory at AUEB (Greece). Figure 1 shows a screenshot from X-Search.
We also discuss aspects of search results diversity for expert search, and the
implications of diversification at different stages of an expert ranking model.

2 Quantifying Topical Diversity for expert search queries

We introduce a measure for quantifying the topical diversity of queries based
on the tree distance between nodes in a taxonomy of scientific disciplines. Intu-
itively, a query is more broad or ambiguous when the retrieved documents relate
to scientific disciplines, which are far apart in the taxonomy. We demonstrate
the defined measure with a dataset of publication titles and abstracts, harvested
using the protocol OAI-PMH from a repository of publications. Most of the pub-
lications are annotated by the users who import the data with relevant scientific
disciplines from a taxonomy.

For a query q, we rank the top-50 publications, using conjunctive match-
ing and BM25 scores based on terms and bigrams. We form the set Sq =
{s : pi annotated with s}, where pi is the publication ranked at position i,
and s is a scientific discipline. We rank experts using CombSUM [6], where
each publication is associated to each one of the authors. Each expert is an-
notated with all the topics related to all his publications. We define the set

1 Available at http://www.presans.com/x-search

64



S ′q = {s : ei annotated with s}, where ei is the expert ranked at position i.
Similar to [5], we define the distance between two nodes s and t as follows:

dist(s, t) =
l(s)∑

i=l(lca)

1
2i−1

+
l(t)∑

i=l(lca)

1
2i−1

where l(s) is the depth of s in the taxonomy (the root of the taxonomy has a
depth equal to 1) and lca is the lowest common ancestor of s and t.

The weight w(s) of a node s in the taxonomy is equal to the sum of scores of all
pi annotated with the corresponding discipline. The weights w(s) are normalized
so that

∑
s∈Sq

w(s) = 1. The topical diversity of documents tddoc(q) and experts
tdexp(q) retrieved for query q is defined as the average distance between pairs of
nodes in Sq and S ′q, respectively:

tddoc(q) =

∑
s,t∈Sq,s6=t dist(s, t)(|Sq|

2

) tdexp(q) =

∑
s,t∈S′

q,s 6=t dist(s, t)(|S′
q|
2

)
Table 1 shows the values of tddoc(q) and tdexp(q) for a sample of queries sub-

mitted to X-Search. The queries are ordered according to tddoc. We observe that
tdexp(q) > tddoc(q) for 7 out of 10 queries, because we consider all the disciplines
associated with an expert instead of the ones corresponding to the matched
documents only. As a consequence, tdexp may be useful in returning more se-
mantically associated research disciplines from the taxonomy when processing
very specific queries for which there are few experts.

Table 1. Topical diversity values obtained from the ranking of documents and experts,
respectively, for a sample of queries submitted to X-Search.

No. Query tddoc tdexp No. Query tddoc tdexp

1 calcium dimer 1.5250 2.0057 6 complex systems 2.0314 2.0994
2 ultracapacitor 1.6667 2.0929 7 turf 2.1045 2.2487
3 data mining 1.7009 1.9492 8 digestion 2.1588 2.0120
4 innovation 1.8172 1.7823 9 biomass 2.2542 2.3709
5 voice recognition 1.9942 2.0715 10 nanotechnologies 2.2702 2.2426

Table 2 shows the top-5 disciplines associated to the queries data mining and
biomass, respectively. We see that the first query is more specific to Computer
Science. The second query is associated to three different top-level scientific
disciplines, and hence, it is more broad as shown by the values tddoc(q) and
tdexp(q) in Table 1.

3 Aspects of Diversity in Expert Search

The concept of diversity in expert search has several aspects. Some aspects also
apply in Web search, while others are specific to expert search.
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Table 2. Top 5 taxonomy nodes associated to the queries data mining and biomass,
respectively, and the corresponding weights w(s).

Scientific disciplines for query: data mining w(s)

Computer Science/Databases 0.3945
Computer Science/Artificial Intelligence 0.1020
Computer Science/Learning 0.0550
Computer Science/Information Retrieval 0.0519
Computer Science/Other 0.0425

Scientific disciplines for query: biomass w(s)

Sciences of the Universe/Ocean, Atmosphere 0.2502
Sciences of the Universe/Continental interfaces, environment 0.0732
Life Sciences/Ecology, environment 0.0509
Sciences of the Universe/Astrophysics 0.0465
Physics/Astrophysics 0.0465

One aspect of diversity is topical diversity. A query matching a broad field
of science, such as physics, can potentially match any expert on physics, while
the intention of a user might be to find experts in quantum physics. In both
Web search and expert search, we can employ a taxonomy, such as the DMOZ
directory, to estimate the distribution of topics in the results. A key point which
is specific to expert search, however, is the possibility to estimate the distribution
of topics at the level of documents, or at the level of experts (see Section 4).

Another aspect of diversity is geographical diversity. An expert search en-
gine matches experts affiliated to institutions. Hence, one objective of an expert
search engine can be to optimize the coverage of a geographic region in the
matched results. For example, the intention of a user, who is forming a con-
sortium for a European Union project proposal, may be to find experts from
at least a minimum number of European countries, rather than from only one
country.

Typically, expert search engines explain the ranking of an expert by offering a
list of supporting documents, which may be for example Web pages, publications,
patents, posts in forums or blogs. Each type of document carries different weight
in supporting expertise, and supporting document diversity can be important
when the objective of the expert search engine is to match experts having both
publications and patents, or who actively participate in online forums.

4 Diversity at different stages of ranking experts

Expert ranking is typically a three-stage process. In the first stage, documents
matching the query are retrieved and ranked. In the second stage, experts are
associated to the ranked documents. The association of documents to experts
can take place offline at indexing time, when the association is based on the
occurrence of the expert’s name in the title or the anchor text of a document, or
when the expert is the author of a publication. The strength of the association
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can also be computed at query time, when it depends on features such as the
distance between the occurrence of an expert’s name and the query terms in
documents. In the third stage, a score is computed for each expert based on the
associated documents, and a ranked list of experts is produced.

Methods to promote diversity of results can be applied at each of the three
stages with different implications about the final ranking. When diversifying the
initial document ranking, the final ranking favors people with cross-field exper-
tise. When directly diversifying the matched experts, then the final ranking will
favor experts specialized in distinct subtopics. Finally, diversifying the support-
ing documents of each ranked expertise expected to boost in the final ranking
experts with a variety of supporting documents. For example, an expert who has
both published articles and filed patents on a topic, or someone who has been
active in different countries, would obtain more associated documents.

5 Concluding remarks

While diversity has been mostly studied in the context of Web search so far, in
this paper, we argue for the need to apply diversity techniques in the case of
expert search. We have defined a measure to quantify the ambiguity or broadness
of queries and demonstrated it on a sample of queries collected from an expert
search engine, X-Search. We have also discussed how different objectives of an
expert search engine relate to the various aspects of diversity in results, as well as
the implications of applying diversification at different stages in ranking experts.
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Abstract. Sophia provides a unique approach to structure a document corpus 
based on identification of key and distinct intrinsic themes that form the basis to 
a partitional clustering. We advanced this information theoretic model to 
describe the various facilities to provide diverse search for knowledge workers 
in various domains of usage. 
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1 Introduction 

Our motivation, even at an early stage of our research, was to provide an information 
retrieval model that would provide the foundation for a rich and structured 
mechanism to facilitate exploratory search, where a user’s information needs are not 
clear [2]. In this manner, a user would not rely entirely on the formulation of precise 
queries (with all the difficulties this entails), but would hopefully be “guided” by the 
system to improve recall. The information retrieval model was based on an 
information theoretic approach to document clustering referred to as contextual 
document clustering or Sophisticated Information Analysis (SOPHIA) in the 
literature [1,4,5]. SOPHIA is an efficient and easily parallelizable mechanism to 
cluster a whole corpus of documents based on the identification of the primary and 
diverse themes or contexts within a corpus. With each document assigned to its best 
matching cluster according to a similarity metric between a document and a cluster, 
graph-based mechanisms are the basis to organize the documents within a cluster to 
form regions of document similarity at different levels of granularity. We refer to this 
process as SOPHIA-indexing which was based on a relational data model. There are 
many challenges in this area such as how themes are best represented, how best to 
choose the set of diverse themes, and how to ensure a relatively high theme coverage 
of documents. We do not have space in this paper to describe in detail the SOPHIA 
model or how we addressed the latter issues. The interested reader is directed to our 
publications. The research into SOPHIA lead to the formation of a startup company 
SOPHIASEARCH (www.sophiasearch.com) as a collaboration between researchers 

68



at the University of Ulster and St Petersburg State University in 2007. In the 
commercial arena, there was a strong focus on being able to provide robust and 
efficient query visualization mechanisms to a number of proprietary document 
collections and publicly available document stores such as the New York (NY) Times 
annotated corpus[6], PUBMED/MEDINE abstracts [3] and US patents abstracts [7]. 
As such, two components were added to the original base system, SOPHIA-query 
concerned with visualization of search results and SOPHIA-bridge which provided 
the construction and access of additional relational structures to enhance SOPHIA-
indexing and allow a higher level of functionality within SOPHIA_query. A 
constraint on the level of functionality was based on a consideration of efficiency of 
end usage. The system is currently multithreaded with work ongoing to make it 
distributed for cloud computing but we also wanted to minimize the footprint of the 
databases produced as a result of building the index.  
Recently we have been able to refine, through direct user feedback, how best to 
enhance our query tool and where necessary the underlying component functionality. 
This iterative process is shown in Figure 1 and has been in effect, a form of AGILE 
development.  

 
 
 
 
 
 
 
 
 
Fig. 1. The components of SOPHIA and their dependencies 
 

Here we describe in a subjective fashion, our experiences and challenges in 
developing such a system.   

2 Interactive Search 

One obvious approach to allow users to execute richer queries than key words and 
phrases was to provide a query by example. This allows a sample of text to be 
uploaded as a query. These queries were treated in a similar fashion to the handling of 
original documents by SOPHIA_indexing in the construction of a database. As such 
we were able to identify the most relevant clusters, and within each cluster the most 
relevant documents. Keyword queries also provided the most relevant clusters and 
documents within a cluster but their formulation was akin to traditional keyword 
retrieval mechanisms formed at a cluster rather than at a corpus level. In either case 
the user is presented with a flat list of clusters, each consisting of a list of relevant 
documents. In the interests of brevity, the rest of the description relates to key word 
queries only. This raised two challenges a) how best to convey the contextual nature 
of a cluster given the query and b) how best to provide a ranking of relevant 

 

SOPHIA‐query 

SOPHIA‐bridge 

SOPHIA‐indexing 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documents  within a cluster where relevancy was simply a binary measure – a 
document is relevant if it contains one or more of the query terms. The first issue 
proved problematic as a context is a probabilistic distribution in a similar manner that 
a topic in a topic model is a distribution of terms. A context is thematically more 
broad ranging than the relevant documents returned per cluster. A naïve approach of 
providing context descriptions was insufficiently specific as we were not paying 
attention to the actual query content. Mechanisms that tried to capture the cluster 
graphically proved unwieldy as for large corpora, many hundreds of documents may 
be relevant. It was necessary to focus not only on the context but the most relevant 
documents to the query, where the previous definition of relevancy is insufficient. 
This required us to develop a new integral measure of relevancy which considered not 
only the relevancy of a retrieved document but also that of similar documents. This 
was facilitated through SOPHIA_bridge, which derived not only a graph for the 
cluster but also sub-graphs or neighbourhoods for each document as areas of 
“closeness” within the tree. We were able to provide neighbourhood key words for 
each neighbour and provide key snippets or extracts from each document each 
document based on neighbourhood key words. In addition, key phrasal tags were 
derived for each neighbourhood. By necessity these neighbourhoods were non-
mutually exclusive.  By forming this improved ranking of documents, we were able to 
better solve the first issue but also address the second issue, by gleaning information 
from the top ranked documents as well as the cluster as a whole. We wanted to use 
such information to best provide a distinct description of each retrieved thematic 
cluster, in light of the query, the cluster’s context and the top ranked retrieved 
documents.  

 
     Fig. 2. “George Bush” elections query against the NYTimes corpus 

We considered many mechanisms to balance the need to provide distinct descriptors 
against the need to prevent either information underload (descriptions are too terse 
and the user could overlook or misinterpret an important thematic cluster) and 
overload (the user is required to interpret too much information to make a choice as 
to which theme to explore). All approaches focused on the use of titles, snippets for 
top ranked documents and most frequently occurring phrasal tags for the cluster as a 
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whole.  For the referenced corpora, we found that titles and phrase tags provided the 
best approach. 
However in general there is no optimal solution and per corpus, we provide 
configuration mechanisms to allow for different approaches to be chosen. For 
example, Wikipedia documents have very short titles and the use of snippets is 
preferable. Figure 2 shows a screenshot for the query  consisting of the phrase 
“George Bush” and keyword elections in the Sophia user interface for the NY Times 
corpus. A cluster and its set of relevant documents are referred to as a thematic folder, 
as the user has no requirement to understand how clusters are formed. This, in light of 
the nature of the given corpus is not a very specific query and as such for each 
retrieved folder, there are many relevant documents.  However it is clear that the first 
four retrieved folders relate to different US elections, that either George Bush Senior 
or Junior competed in. If the user had a particular election in mind but not conveyed, 
he/she can quickly eliminate irrelevant thematic folders and discover only other lesser 
ranked thematic folders also related to this election. Of necessity, the existence of the 
latter is likely to be the case as SOPHIA context/themes are often more general in 
scope than simple topics, and the distinction between relevant thematic folders to this 
query will be based on different and often subtle aspects of this election e.g. the 2nd 
thematic folder is concerned with support from Ronald Reagan for the 1988 election. 
It may be that the user requires high recall (or at the very least diversity in the 
retrieved documents), and SOPHIA provided mechanisms for users to retain per 
query session and documents that he/she deemed relevant.  

 

 
 

  Fig. 3. Document level View within a folder 

The next level of exploration is based within the thematic folder. The presentation of 
documents at first glance may seem similar to standard presentation mechanisms, but 
we allowed for two features to aid the user. Firstly we were able not only to provide 
lists of ranked documents as previously described but also list of ranked related 
documents which did not contain the query term. These related documents were based 
on the ranking of relevant documents and their pertinent neighbourhoods. The second 
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important mechanism was to allow these lists to be filtered. Each cluster and hence 
thematic folder, independent of the query has a set of key phrase tags and these 
provide a mechanism to filter documents. An example of this process is shown in 
Figure 3, where the first returned thematic cluster has been selected to view 
documents. The left hand side panel shows the list of cluster phrasal tags. If the user 
were to select the tag “al gore” then only documents that contain that term would be 
displayed in the currently highlighted list (in this case, the list of Related documents). 
The right hand panels show lists of Key and Related documents. Note it is possible 
also to explore the neighbourhood of any document as well through the Show 
Neighbour links. Each document in a Key and Related list has a document summary 
beneath its title based on document snippets and the document summaries have 
communal key words highlighted in red. 

3 Conclusions 

In this paper, we outlined the strategies to provide exploratory search based on 
SOPHIA’s ability to structure a corpus related to implicit themes. We demonstrate the 
necessity of having flexible browsing based mechanisms to maximize the potential for 
users to find relevant documents. We believe many of the approaches we have 
adopted, may also be of relevancy to other mechanisms of structuring corpora based 
on intrinsic linguistic constructs such as topic modeling. 
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Abstract. In this paper we make a first attempt to evaluate the po-
tential of diversity in the Geographical Information Retrieval task. This
task represents an opportunity to take advantage of diversity, given that
documents are relevant not only from a thematic point of view, but also
spatially. A user of a GIR system may be interested in results that are
geographically distributed and equally relevant. We attempted to diver-
sify results explicitly, reformulating queries using the meronyms of the
places contained in the original queries, with the help of a geographical
ontology. The obtained results show that a theoretical improvement is
possible, but this approach may be effective only in the case that the
relevant documents do not contain enough geographical data.

1 Introduction

Diversity search is an Information Retrieval (IR) paradigm that is somehow
opposed to the classic IR vision of “similarity search”, in which documents are
ranked accordingly to their similarity to the query. In the case of diversity search,
similarity to the query is not the only criterion to determine relevant results: they
should be different one from each other under some aspect, in order to satisfy the
user information needs from different points of view which may be known to the
user or not. For instance, if the user submit an ambiguous query, it is possible
that he is not aware of its ambiguity, and the system should return a mixture of
documents which may provide a complete picture of all interpretations, allowing
the user to take a further step and decide which aspect of the query is more
relevant to him/her. However, ambiguity is not the only source of diversity.
Information is often temporally and/or geographically constrained, such that the
results of a given query may be diversified in the temporal or spatial dimension,
in order to provide the user with a picture of the evolution of a topic in time, or
to give him/her an idea of how the topic may be relevant to a specific sub-region
of a broader region named in the query. For instance, the temporal diversification
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of the query “Countries of the European Union” may result in a list of documents
where each document describes the countries entering into the Union in a specific
year (the complete set of relevant documents show the history of the adhesions);
the geographical diversification of the same query may return documents where
the perspective is switched to the membership of a single country (the complete
set of relevant documents provides a full coverage, from a geographical point of
view, of the topic).

Until now, the objective of most diversity-related research works has been to
provide multiple distinct interpretations for ambiguous queries [1,2,3]; less works
have dealt with the representation of sub-topics within search results for queries
with broad thematic scope [4]. Spatial diversity has been successfully applied
to image search in [5]; Tang and Sanderson [6] showed that spatial diversity is
appreciated by users. Clough et al. [7] analysed query logs and found that in the
case of place names ambiguities users tend to reformulate queries more often.

The objective of this paper is to determine the potential of geographical
diversity in the context of Geographical Information Retrieval (GIR). In GIR,
queries are geographically constrained: therefore, it is possible, with the help of
a geographical ontology, determine the sub-topics directly from the query (for
instance: Europe is diversified in all its component countries) and build a set of
reformulated queries, one for each subtopic. With the help of GeoWorSE, a GIR-
enabled search engine, and the evaluation framework (queries and documents) of
GeoCLEF3, we attempted to determine the effects of the diversified sub-queries
on the retrieval results.

The remainder of this paper is structured as follows: in Section 2 we describe
the retrieval framework, in Section 3 we describe the collection used and the
experiments carried out; in Section 4 we present the results of the experiments
and an analysis of these results; finally in Section 5 we draw some conclusions
and set the path for future works.

2 The GeoWorSE Retrieval System

In our experiments we used the GeoWorSE retrieval system [8]. This system
is built around the Lucene search engine and a geographical ontology based
on Geonames4 and WordNet [9]. It is based on the enrichment of the index
with terms that are not contained in the examined document but which can be
inferred from the geographical entities in the document text.

During the indexing phase, the documents are examined in order to find
location names (toponyms) by means of the Stanford conditional random fields-
based NER system. When a toponym is found, in the case it has more than
one referent according to the geographical ontology, the correct reference for the
toponym is selected using a density-based disambiguation algorithm [10], with
a context composed by the other toponyms contained in the document. Then,
holonyms and synonyms of the toponym are extracted from the ontology and
3 http://ir.shef.ac.uk/geoclef/
4 http://www.geonames.org
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added to an expanded index, together with the original toponym. For instance,
consider the following text from document GH950630-000000 in the GeoCLEF
collection:

...The British captain may be seen only once more here, at next month’s
world championship trials in Birmingham, where all athletes must com-
pete to win selection for Gothenburg...

Let us suppose that in the ontology there are two possible referents for “Birming-
ham”: “Birmingham/Alabama”, and “Birmingham/England”. “Gothenburg” is
found only once but with synonyms Goteborg (the original Swedish name) and
the alternate spelling “Goetenborg”. Let us suppose that the disambiguator
correctly identifies “Birmingham” with the English referent, then its holonyms
are England, United Kingdom, Europe. In the case of “Gothenburg” we obtain
Sweden and Europe as holonyms, “Goetenborg” and “Goteborg” as synonyms.
Therefore, the words added to the expanded index for the above paragraph are:
Birmingham, England, United Kingdom, Europe,Gothenburg, Goteborg, Goete-
borg, Sweden.

The geo index contains the geographical coordinates associated to the above
toponyms. All document terms are stored in the text index. The text and ex-
panded indices are used during the search phase; the geo index was not used for
search in this work, but only in the analysis of the results. In Figure 1 we show
the architecture of the indexing module.

Fig. 1. Diagram of the Indexing module
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The topic text is searched by Lucene in the text index. All the toponyms are
extracted by the NER system and searched for by Lucene in the expanded index
The result of the search is a list of documents ranked using the tf · idf weighting
scheme, as implemented in Lucene.

2.1 Query Diversification

The query terms t0 . . . tn ∈ Q are grouped into two subsets, a content set Cq,
containing the words which represent the “focus” or thematic part of the query,
and a geographic footprint set Gq, which contains the place names P identifying
the geographical constraint associated to the query. For every toponym t ∈ Gq,
we search the geographical ontology for meronyms Mt = {m0, . . . mk} (i.e.,
places contained in the place represented by toponym t). The diversified queries
are assembled by taking the terms in Cq together with a meronym m ∈ Mt,
for every t. Therefore, the number or queries built in such a way is

∑
t∈Gq

|Mt|.
For instance, the query “golf tournaments in Europe” would be diversified into:
“golf tournaments Spain”, “golf tournaments Italy”, “golf tournaments UK”,
“golf tournaments France”, etc.

Among all the produced queries, we selected the ν most promising queries as
the ones having the highest mutual information (MI) between the content terms
and the terms in the geographic footprint:

I(Cq;Gq) = p(Cq ∩Gq) log
p(Cq ∩Gq)
p(Cq)p(Gq)

(1)

Where probabilities are calculated as the number of hits (obtained with the base-
line ranking and the indicated set of terms) divided the number of documents in
the collection. If there are less than ν possible reformulations, all reformulated
queries are taken into account. This selection process has the objective of identi-
fying the relative importance of the geographical aspects underlying the original
query.

3 Experimental Setup

Our experiments were conducted over the GeoCLEF 2005-2008 test collection,
including a total of 100 topics with the relative relevance judgements. The doc-
ument collection consists of 169, 477 documents and is composed of stories from
the British newspaper “The Glasgow Herald”, year 1995, and the American
newspaper “The Los Angeles Times”, year 1994. We run the experiments using
only the topic title. It was possible to build a reformulation for 45 of the 100 top-
ics. This means that 55 topics did not include a place name or the included place
names did not have meronyms in the geographical ontology (this may happen if
the place can be approximated to a point or a line, such as cities or rivers). We
used two baselines: the first baseline is constituted by the result obtained with
the original query, without reformulation. The second baseline is made of the
merged results of reformulations, using the cmbMNZ fusion algorithm [11].
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The potential of diversification was examined using an oracle, that is, a sys-
tem which returns the results obtained by the best (among the ν) reformulation.
The “best reformulation” is the one which obtains the highest score according to
the selected metric. Since we are still at the beginning of our work on diversity
search, we implemented a näıve round robin technique (subsequently indicated
as “RR”) for the fusion of the results of the reformulated queries, consisting in
building a list by taking one document in turn from each individual list and
alternating them in order to construct the final merged output. This is how a
user would behave while examining different sets of results (examining the top
ones from each set, then the second best results, and so on). Duplicate results
are removed. In this way, the merged result set can be compared with the ones
obtained with the baselines.

The metrics used in the evaluation are: Mean Average Precision (MAP),
Mean Relevance Rank (MRR), Precision at 5 (P@5), and Normalized Cumulative
Discounted Gain (NDCG). NDCG ability to handle degrees of relevance was not
exploited since the relevance judgements in GeoCLEF are binary judgements. It
should be also noted that existing diversity metrics cannot be easily deployed in
this task, since there are no relevance assessments at the query aspect level.

4 Experimental Evaluation

We carried out two evaluations, one with ν = 5 (Table 1) and another with
ν = 10 (Table 2). In all measures, the baseline is better than the fused results,
while the oracle is always better than the baseline. It is interesting to note that
the round-robin technique allowed to obtain better results than CombMNZ with
MRR and NDCG (although the difference in NDCG is not statistically relevant).
NDCG has been observed in [12] to be the measure that most effectively models
user preferences.

Table 1. Results with ν = 5

base CombMNZ RR Oracle

MAP 0.2074 0.1935 0.1818 0.2543
MRR 0.5301 0.4923 0.5185 0.7131
NDCG 0.4710 0.4605 0.4644 0.5401
P@5 0.3435 0.3087 0.2696 0.4304

We analysed the data and found some queries that obtained always a signifi-
cant improvement over the baseline with the RR fusion, and others for which the
oracle was not able to obtain a result better than the baseline. These “critical”
topics are shown in Table 3.

We examined the distributions of places in the set of relevant documents
in order to understand whether geographical diversity is supported by the data
contained in the test collection or not. For each query q we carried out a k-
means clustering, with k = ν, of the points contained in the set Rq of relevant
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Table 2. Results with ν = 10

base CombMNZ RR Oracle

MAP 0.2074 0.1862 0.1777 0.2612
MRR 0.5301 0.4323 0.4948 0.7512
NDCG 0.4710 0.4555 0.4616 0.5510
P@5 0.3435 0.3217 0.2783 0.4522

Table 3. “Critical” topics

Topics mostly benefitted by query reformulation (group 1)

10.2452/GC-001 Shark Attacks off Australia and California
10.2452/GC-006 Oil Accidents and Birds in Europe
10.2452/GC-008 Milk Consumption in Europe
10.2452/80-GC Politicians in exile in Germany

Topics negatively affected by query reformulation (group 2)

10.2452/GC-048 Fishing in Newfoundland and Greenland
10.2452/GC-013 Visits of the American president to Germany
10.2452/GC-010 Flooding in Holland and Germany
10.2452/51-GC Oil and gas extraction found between the UK and the Continent

documents. The desired behaviour was to obtain clusters centered on geographic
areas corresponding to the places identified in the query diversification process.

We found that reformulation of queries in group 1 was effective because ac-
tually the centroids did not match the diversified places, while for queries in
group 2, the data showed clusters centered mostly on relevant areas (we plot-
ted these clusters in Figure 2 and Figure 3 for topics 10.2452/GC − 006 and
10.2452/GC − 010, respectively). It can also be observed that many places are
distributed accordingly to the sources of the news (Glasgow and Los Angeles).
Therefore, the diversification of the queries based on the geographical ontology
seems to be effective only when the data do not offer enough clues to group
results from a geographical viewpoint.

Fig. 2. Distribution of places in documents judged relevant for topic 10.2452/GC−006.
Cluster centroids indicated with star-shaped markers. Places are sparsely distributed
and do not reflect the geographic footprint of the query.
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Fig. 3. Distribution of places in documents judged relevant for topic 10.2452/GC −
010. Cluster centroids indicated with star-shaped markers. Data mostly reflect the
geographic footprint of the query.

5 Conclusions and Further Work

We developed a simple method to geographically diversify GIR queries, based
on the meronyms extracted from a geographical ontology. With this method, if
the original query contains the name of a region which includes n places, the
ν ≤ n most significant places (according to the mutual information between the
query content and the geographical constraint) are selected, and ν queries are
submitted to the search engine. We evaluated this method over the GeoCLEF
test set. The results showed that an oracle capable of selecting the best reformu-
lation always obtains better results than the baseline for all metrics, indicating
that a theoretical improvement is possible; however, the tested fusion methods
are not able to capture this potential. The error analysis showed that apriori di-
versification of the query was useful when the geographical data are sparse, and
therefore it is necessary to “drive” the query towards possible relevant results.
If the geographical data in the relevant documents are dense enough to support
the diversification of results, then diversity can be inferred from data and query
reformulation adds noise.

In order to validate these conclusions, we will have to carry out more experi-
ments. We will have to design a data-driven diversification algorithm (or use an
existing one, such as the one proposed by [1]) and verify that in this way it is
possible to exploit the geographical diversity contained in the data to improve
the results in GIR. We should also evaluate the results using metrics specifically
aimed to diversity.
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