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Preface

These proceedings contain the posters of the SIGIR 2010 Workshop on the Sim-
ulation of Interaction, Geneva, Switzerland, on 23 July, 2010. The workshop will
consist of three main parts:

– First, a set of keynotes by Donna Harman and Ryen White that help frame
the problems, and outline potential solutions.

– Second, a poster and discussion session with seventeen papers selected by
the program committee from 22 submissions (a 77% acceptance rate). Each
paper was reviewed by at least two members of the program committee.

– Third, break out sessions on different aspect of the simulation of interaction
with reports being discussed in the final slot.

When reading this volume it is necessary to keep in mind that these papers
represent the ideas and opinions of the authors (who are trying to stimulate
debate). It is the combination of these papers and the debate that will make the
workshop a success.

We would like to thank ACM and SIGIR for hosting the workshop, and
Gianni Amati for his outstanding support in the organization. Thanks also go
to the program committee, the authors of the papers, and all the participants,
for without these people there would be no workshop.

July 2010 Leif Azzopardi
Kalervo Järvelin

Jaap Kamps
Mark D. Smucker
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Simulation of the IIR User: Beyond the Automagic

Michael J. Cole
School of Communication & Information

Rutgers, The State University of New Jersey
4 Huntington St.

New Bunswick, New Jersey 08901
m.cole@rutgers.edu

ABSTRACT
Simulation of human users engaged in interactive information re-
trieval (IIR) may be a key resource to enable evaluation of IR sys-
tems in interactive settings in ways that are scalable, objective, and
cheap to implement. This paper considers generation of simulated
users in an operationalist framework. It identifies several chal-
lenges due to the cognitive nature of IIR and its highly conditional-
ized interactions with information systems and suggests a program
for user simulation must rely on results from user studies and will
need to overcome several difficult modeling problems.

Categories and Subject Descriptors
H.3.4 [Systems and Software]: Performance evaluation

General Terms
Measurement, Experimentation, Human Factors

Keywords
User studies, simulation, interactive information retrieval

1. INTRODUCTION
The problems of addressing IIR within the TREC framework are

a significant motivator of the interest in employing simulated users
in a new IR system evaluation paradigm. The difficulties that make
it hard for TREC to handle interaction leads one to ask about the
nature of interaction with IR systems and how interaction makes
system evaluation difficult. Why is it hard to model interaction?
Does that also mean simulating users is fundamentally difficult?

This paper identifies challenges for simulation of real users and
argues simulation must rest on studies of humans engaged in realis-
tic tasks. The cognitive nature of IIR grounds issues that make diffi-
cult both modeling and identifying rules to simulate user decision-
making. Five specific issues tied to the nature of interaction and the
cognitive and interactive aspects of IIR are raised.

2. A COGNITIVE VIEW OF SIMULATION
Edwin Boring [3] outlined a five-step operationalist approach to

providing an objective model of the mind’s functions, free of the
taint of mentalism:

(B1) Make an inventory of cognitive functions by analyzing men-
tal capacities, for example learning.

Copyright is held by the author/owner(s).
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(B2) Describe those functional capacities as properties of the human-
as-system by describing the input-output pairs. That is, treat
the mind as a black box and operationalize its functional prop-
erties.

(B3) Reformulate the functions as properties of an abstract system,
e.g. a collection of Turing machines.

(B4) Design and realize physical artifacts by implementing the ab-
stract machines. These things can then simulate the mind.

(B5) Show that mentalistic references have been removed by ex-
plaining the artifact’s activity as a mechanical system.

The essence of this program must be achieved to simulate human
IIR users, although the mental functions to be analyzed can be
restricted to an appropriate information behavior realm, say ex-
ploratory search. To simulate real users, steps (B1), (B2), and (B5)
are critical.

Translation of cognitive functions (B1) into input-output pairs
(B2) is non-trivial because we must go from the user’s intentions
and plans to learning how mental functions are exercised in specific
situations of knowledge, task, and cognitive constraints. Further,
it is not enough to observe individual actions in a user situation,
instead the observable outputs come in the form of coherent action
sequences of variable length. This raises many practical issues for
modeling in computationally-useful forms.

For Boring (B5) was crucial because he wanted to place hu-
man simulation on wholly objective grounds and the details of this
explanatory process go to the heart of the shortcomings of oper-
ationalism in cognitive psychology. For IIR simulations (B5) is
essential for evaluation and explanation. Ultimately, system perfor-
mance depends on the capacity of the system to recognize a user’s
situation and provide optimal information access and support for
the user actions to satisfy their task. To do this requires devel-
opment of user models with explanatory value. That explanatory
value must reside in the process of understanding how the informa-
tion behavior functionality expressed in (B1) is operationalized in
(B2) and reduced to a computable form (B3).

3. FIVE CHALLENGES FOR SIMULATION
Challenges for simulation arise from the cognitive nature of IIR

and the concept of interaction and affect both modeling and the
abstraction of rules for simulated user actions in a given situation.
Five specific issues can be identified:

(1) IIR is obviously highly contextual and conditioned on multi-
ple levels of cognitive processes ranging from immediate pro-
cessing (200ms) to bounded rational processes over minutes
to years [1]. Perfect user simulation rests on solving the basic

1



problem of modeling the architecture of cognitive systems, a
leading challenge for machine learning [4]. Of course, in any
rational program of simulation, perfect user simulation is not
necessary. The degree to which a simulation must embed as-
pects of the cognitive model to reach acceptable fidelity with
decision making by real users can only be determined in user
studies.

(2) From a system perspective, the issue is not simply to simu-
late users. Rather, one must simulate users and uses of the
system, e.g. tasks, because an optimal system must be able to
recognize the results of that joint construct[2, 5]. This raises
the possibility of a combinatorial explosion for real simula-
tions and questions about the computable characteristics of
the problem. The degree to which user and task representa-
tions can be handled independently is an active area of inves-
tigation for information science, cf [6]. It is hard to see how
these issues can be addressed without designed user studies.

(3) A formal problem with practical difficulties comes from the
nature of interaction as two spaces with different properties –
one for users and one for systems [5]. The user space from
action to action is a variable dimension space: the selection
options and choices can change at each step. In contrast, the
system is a Turing machine and has a fixed dimension space.
This modeling space mismatch vastly complicates the prob-
lem of assigning the input-output pairs (B2) to a simulated
user in the machine’s system space, especially when variable
length behavior sequences are considered.

(4) Another formal problem for interaction is use of similarity
to compare mathematical representations. Interaction means
each observation can be conditional on previous actions and
the situation. The assumption observations are iid (indepen-
dent and identically distributed) is essential for defining simi-
larity measures, so use of similarity measures is only approx-
imately valid at best. The relative validity of deriving simula-
tions using similarity calculations during modeling can only
rest on empirical evidence, i.e. user studies.

(5) We are still discovering the essential functions and dependen-
cies of human information behavior as illustrated, for exam-
ple, by point (2) above. Further, it is not clear what observa-
tional units are appropriate: user actions? action sequences?
goal-segmented sequences? These basic questions require
study of real users.

Presenting these issues is not to claim effective user simulation is
impossible – indeed one of the practical goals of Human-Computer
Information Retrieval (HCIR) is to model users in situations of task,
etc. in order to design better information systems. Rather, it is to
say that in an operationalist approach the simulation of users cannot
avoid studying real users and learning how to build useful models
from that data. The absence of a free lunch, i.e. simulating syn-
thetic users, is explained by the very complexity of human infor-
mation behavior in interactions with systems. From the perspective
of the process of creating simulated users, these challenges spring
from several foundational sources. Gaining ground truth is neces-
sary to fix both essential properties of the simulations and model
parameters for approximations that can achieve acceptable fidelity
for the purposes of IIR system evaluation.

4. IIR SYSTEM EVALUATION
What do we want to achieve in simulating a user? The goal

for a simulated user project is to build objective system evaluation

frameworks that allow for evaluation of individual IIR systems and
comparison across systems. Can an evaluation framework capa-
ble of saying Per f ormance(SystemA) > Per f ormance(SystemB)
be justified without being able to explain qua the evaluation frame-
work why System A is better than System B for users?

Summative evaluation is inadequate and this is one shortcom-
ing of the current TREC paradigm. Useful system evaluation must
be analytic if it is to connect with real users engaged in tasks that
differ from those used to evaluate the systems. This explanatory
challenge is the same as Boring’s (B5) and is answered in the opera-
tionalist approach because the simulation achieved in (B3) depends
on the grounding of input-output pairs in (B2) based on observa-
tions expressing real user functionalities in IIR (B1).

5. CONCLUSIONS
In view of the scope and nature of these challenges to simulation,

it seems best to proceed incrementally in two steps to make IIR user
simulation more realistic and less “automagic”. That is, one should
work from modeling real users performing in real task settings and
then abstract learned user and task features into computable mod-
els. The first step is demanding and expensive, but necessary. To
start with a focus on user system interaction arbitrarily restricts the
discovery of rules and relationships between the user and the sys-
tem to the system components and their interface. The result is to
essentially restrict the simulation of users to a class of machine and
so deny a reasonable sense of ’real’ in simulating real users.

Whatever route exists to simulation of real users must be based
on models of real users. Shortcuts that leave users out of the pic-
ture run the substantial risk that simulated users are mere reflections
of system interface interactions with the essence of interaction ab-
stracted away. Investing in the production of such simulacra is of
dubious value.
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ABSTRACT
This paper discusses methodologies to quantitatively eval-
uate exploratory information access environments exploit-
ing interactive information visualization. A novel evalua-
tion framework for such a highly interactive environment
is proposed, which is inspired by two concepts adopted in
research into spoken language dialogue systems: the PAR-
ADISE framework and the use of a simulated user. It aims
to bridge two types of evaluation and to use the results of
the more cost-effective one to predict the other through a
version of simulation. A course of studies is also discussed
for making this framework feasible, which includes empirical
user studies in sophisticated settings.

Categories and Subject Descriptors:
H.3.m [Information Systems]: Miscellaneous
General Terms: Measurement
Keywords: Exploratory Search, Visualization, Evaluation

1. INTRODUCTION
The authors are studying methodologies to quantitatively

evaluate exploratory information access environments ex-
ploiting interactive information visualization. Using inter-
active information visualization undoubtedly achieves richer
environments for exploratory information access through pro-
viding the users with representations of informative infor-
mation and an intuitive means for handling it. It, however,
simultaneously makes its evaluation much harder because
both information provided by the system and interactive
moves made by a user become more diverse and complex.
This paper discusses a novel framework for evaluating such
a highly interactive environment. It aims to bridge two types
of evaluation and to use the results of the more cost-effective
one to predict the other through a version of simulation. A
course of studies is also discussed for making this framework
feasible, which includes empirical user studies in sophisti-
cated settings.

2. BASIC IDEA
There are two directions in evaluating interactive systems.
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One is empirical user studies in which subjects are requested
to accomplish a given task in a controlled situation, and
through observing the process, systems are evaluated and
the degree of the achievement quantified. When the task is
adequately designed, it is very helpful to obtain data in a
real world situation, but takes significant amounts of time
and resources, especially to compare different systems. The
TREC interactive tracks [2] are a representative of this di-
rection. The other is benchmark tests, in which components
of systems and their specific functions are evaluated. It is
relatively cost effective, but to be convincing, needs to show
the results properly reflect the system’s utility or quality in
a real setting.

A framework is proposed to bridge these two evaluation
methods and to predict the results of empirical user studies
using those of benchmark tests. It is inspired by the PAR-
ADISE framework, which is motivated by similar concerns in
research into spoken language dialogue systems [7]. By de-
veloping this idea accompanied with using a simulated user,
another idea that also came from the same research field,
the framework is expected to be applicable to an interactive
information access environment.

In the PARADISE framework, the system’s primary ob-
jective is set to maximize user satisfaction, which is users’
subjective rating for controlled experiments. Both task suc-
cess and costs associated with the interaction are consid-
ered to contribute to user satisfaction. Dialogue efficiency
and quality are, in turn, considered to contribute to dialogue
costs. The PARADISE framework posits that a performance
function can then be derived by applying multivariate liner
regression with user satisfaction as the dependent variable
and task success, dialogue quality and dialogue efficiency
measures as independent variables. Dialogue efficiency and
quality are represented in several metrics such as elapsed
time and mean recognition rate, which can be obtained via
controlled experiments by analyzing logged data automati-
cally or by hand. Modeling user satisfaction in such a way
leads to predictive performance models of dialogue systems,
through which user satisfaction could be predicted on the
basis of a number of simpler metrics that can be measured
from the logged data. It saves the need for extensive exper-
iments with users to assess their satisfaction.

The PARADISE framework is insufficient to our objec-
tive because some metrics still need to be obtained through
empirical user studies. It, however, could be developed
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so as to enable it to construct predictive models of gen-
uine quality for interactive systems, which are usually ob-
tained through empirical user studies, by using data ob-
tained through benchmark tests. In those models, if suc-
cessfully obtained, the relationship between the dependent
and independent variables is too complex to be expressed as
a weighted liner combination, however.

To identify this relationship, another notion from the same
research field may help. This is using a simulated user,
which is used in reinforcement learning of dialogue systems
for optimizing dialogue strategy [4]. The simulated user is a
stochastic generative model that produces user utterances as
a response to a dialogue action taken by the system. The pa-
rameters of the simulated user should be estimated from an
annotated dialogue corpus. Once a simulated user is avail-
able, it can be used in a generative mode to interact with the
dialogue system. A two-stage approach is expected to work
well. At the first stage, simulation using a simulated user
predicts various metrics of task success and dialogue costs,
which are measured from the system logs in the PARADISE
framework, and then, at the second stage, those metrics are
combined and predict the system’s primary objective, such
as user satisfaction.

3. A COURSE OF STUDIES
Several problems must be overcome to implement this idea

to evaluate exploratory information access environments.
For example, we have still not agreed on the metric of task
success. As pointed out by [2], in interactive environments
precision and recall are not competitive enough. In that
paper, aspect/instance recall achieved in a given time is
thought to be representative of a realistic interactive re-
trieval task, but this claim has not, and so should be, veri-
fied. The most serious problem is that we are not sharing a
taxonomy or ontology of either interaction moves of systems
and users or evaluation metrics of several aspects of systems,
which are related to those moves. These are indispensable
for designing metrics of dialogue costs and a simulated user.
Various kinds of moves users can make in an interactive in-
formation access environment were examined by [1]. That
range drastically expands when exploiting interactive infor-
mation visualization, and their taxonomy/ontology becomes
complex, intertwining several factors. Although some can-
didates have been proposed by [6] and [8], for example, the
efforts have to be continued to elaborate them in order to
construct those that can be shared in the community.

Thus, empirical user studies, which are a preparatory to
make feasible simulation-based interactive exploratory in-
formation access evaluation, should be continued for a while
longer. They are needed, first, to design and investigate
a taxonomy/ontology of moves in exploratory information
access environments and their measures, and then to es-
tablish a methodology for simulated user configuration and
construct predictive models of genuine quality of interactive
environments using data obtained through benchmark tests.

Two possible task settings are being designed and elabo-
rated for those studies. The first one is an interactive ver-
sion of complex question answering (CQA). In CQA, users
gather information on events and their interests by asking
questions in natural language. Interactive CQA is to add
a process of elaboration and refinement to such a one-shot
question answering though interaction with visual or tex-
tual information representation. The objective is to gather

as many relevant nuggets as possible, which is similar to
achieving high aspect/instance recall. In addition, in the
case of event-list questions, for example, each nugget con-
sists of an event description, which has several facets suitable
to visualize, such as the time and place it occurs. Test sets
constructed in ACLIA task in NTCIR-7 and 8 [5], the orga-
nization of which the authors were engaged in, must be used
for that purpose.

The second is summarizing trend information, in which
users are requested to summarize the trend of given time
series information in a given period, such as the changes
in cabinet approval ratings over the past year. This is an
example of creative, intelligent works interacting with infor-
mation access. Summarization has a method for automatic
evaluation, and it allows the measurement of its task success
to be tractable. Moreover, the materials of summarization
range from textual information to numerical information,
which can be visualized as charts, and recognizing interre-
lations among them is important for summarization. These
characteristics promote rich interaction across media. The
authors have organized the MuST workshop, which deals
with several aspects of summarizing trend information, and
constructed research resources for this topic [3]. These are
significant advantages in pursuing this task.

4. CONCLUSION
A novel evaluation framework for interactive information

environments was proposed, which is inspired by two con-
cepts adopted in research into spoken language dialogue sys-
tems: the PARADISE framework and the use of a simulated
user. The framework will enable genuine quality of systems
in the real setting to be predicted using data of benchmark
tests. This framework is worth investigating, though it still
has a lot of problems and its feasibility is not clear. As a
preparatory to make this framework feasible, empirical user
studies should be continued for a while longer. Two tasks
were proposed for those empirical user studies, which are
expected to derive fruitful outcomes for this purpose.
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ABSTRACT 
The Centre for Next Generation Localisation (CNGL) is involved in 
building interactive adaptive systems which combine Information 

Retrieval (IR), Adaptive Hypermedia (AH) and adaptive web techniques 

and technologies. The complex functionality of these systems coupled 
with the variety of potential users means that the experiments necessary to 

evaluate such systems are difficult to plan, implement and execute. This 

evaluation requires both component-level scientific evaluation and user-
based evaluation. Automated replication of experiments and simulation of 

user interaction would be hugely beneficial in the evaluation of adaptive 

information retrieval systems (AIRS). This paper proposes a methodology 
for the evaluation of AIRS which leverages simulated interaction. The 

hybrid approach detailed combines: (i) user-centred methods for 

simulating interaction and personalisation; (ii) evaluation metrics that 
combine Human Computer Interaction (HCI), AH and IR techniques; and 

(iii) the use of qualitative and quantitative evaluations. The benefits and 

limitations of evaluations based on user simulations are also discussed.     

Categories and Subject Descriptors 
H.3 [Information Storage and Retrieval]: Information Search 

and Retrieval; H.5 [Information Interfaces and Presentation]: 

Multimedia Information Systems; H.5 [Information Interfaces 

and Presentation]: Hypertext/Hypermedia;  

General Terms 

Experimentation, Measurement, Performance 

Keywords 

Relevance Feedback, Simulation  

1. INTRODUCTION 
The Centre for Next Generation Localisation (CNGL) is 

developing novel technologies which address the key challenges 

in localisation. Localisation refers to the process of adapting 

digital content to culture, locale and linguistic environments at 

high quality and speed. The technologies being developed 

combine techniques from natural language processing, 

information retrieval and Adaptive Hypermedia. The complex 

functionality offered by these systems and the variety of users 

who interact with them, mean that evaluation can be extremely 

difficult to plan, implement and execute. Both component-level 

scientific evaluation and extensive user-based evaluation are 

required to comprehensively assess the performance of an 

application. It is critically important that such experiments are 

thoroughly planned and conducted to ensure the quality of 

application produced. The potential number of experiments 

needed to gain a full understanding of the systems being 

developed means that carrying out these repeated investigations 

using real interactive user studies is impractical. As a result, 

simulated interaction is vital to enable these experiments to be 

replicated and recursively executed in a controlled manner. 

2. EVALUATION USING SIMULATED 

INTERACTION 
IR evaluation experiments can be divided into four classes: i) 

observing users in real situations, ii) observing users performing 

simulated tasks, iii) performing simulations in the laboratory 

without users and iv) traditional laboratory research (no users and 

no interaction  simulation) [1]. When simulating user interaction 

and replicating experiments it is essential that performance is 

measured using the most suitable evaluation metrics. The 

following sections detail metrics which can be used to evaluate 

AIRS, particularly experiments which use simulated interaction. 

2.1 IR Evaluation Metrics 
IR is classically evaluated in terms of precision and recall, which 

tell us about the accuracy and scope of the retrieval of relevant 

documents. These metrics are, of course, very valuable in 

measuring the effectiveness of real world search tasks. They are 

also used to evaluate retrieval effectiveness with test collections in 

laboratory IR experimental settings. However, the standard 

assumption, in laboratory IR experiments, that the relevance of 

individual documents is constant for multiple search interactions 

limits the suitability of such test collections for the evaluation of 

simulated interactive search.  

An experimental framework is needed to capture simulated 

explicit or implicit feedback from a user and exploit this for 

relevance feedback and subsequent experiments. This framework 

could also potentially modify the identified set of relevant 

documents to reflect: (i) relevant information found in previous 

iterations of the experiment; and (ii) the development of the user’s 

information need. For example, documents may become relevant 

as the search progresses and the user’s knowledge of a subject 

grows having seen previous relevant documents. This concept of a 

user interacting with an IR system and providing feedback which 

modifies the systems response has similarities with AH systems, 

from which we next consider relevant evaluation principles. 

2.2 AH Evaluation Metrics 
Numerous measures of the performance of adaptivity in adaptive 

systems have been proposed [2]. These metrics aim to address 
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both component-level scientific evaluation and user-based 

evaluation of the adaptivity offered by the system. 

Personalised Metrics: Personalisation in IR can be achieved using 

a range of contextual information such as information about the 

user, the task being conducted and the device being used. 

Contextual information is increasingly being used to facilitate 

personalisation in IR. The personalised identification, retrieval 

and presentation of resources can provide the user with a tailored 

information seeking experience [2]. Personalisation metrics aim to 

express the effort necessary to exploit a system [3] e.g. MpAC: 

Minimum personalisation Adaptive Cost which indicates the 

percentage of entities which are personalised in an AIRS system. 

This metric considers only the minimum number of entities 

necessary to make a system adaptive. 

Interaction Metrics: These metrics aim to provide information on 

the quality of the AIRS system’s functionality. This is achieved 

by evaluating the variation in the interaction between 

administrators or users and the adaptive and non-adaptive versions 

of a system [4]. Examples include: i) AiAI: Administrator 

Interaction Adaptivity Index. This metric compares the actions 

performed by administrator to manage the system before and after 

the addition of adaptivity; ii) UiAI: User interaction Adaptivity 

Index. This metric compares the actions performed by a user to 

access the functionality of a system both before and after the 

addition of adaptivity. Whenever an action differs, an additional 

action is needed or an action is missing, this index increases by 

one. Interaction metrics assist in the comparative evaluation of 

AIRS systems from an adaptive perspective. 

Performance metrics: Many metrics can be used to measure 

performance e.g., knowledge gain (AEHS), amount of requested 

materials, duration of interaction, number of navigation steps, task 

success, usability (effectiveness, efficiency and user satisfaction). 

Such metrics concern aspects of the system related to response 

time, improvement of response quality through adaptivity and the 

influence of performance factors on the adaptive strategies.   

2.3 Simulation of Interaction Techniques 
Simulation techniques enable multiple changes of system 

configuration, running of extensive experiments and analysing 

results. The simulation assumes the role of a searcher, browsing 

the results of an initial retrieval [5]. The content of the top-ranked 

documents in the first retrieved document set constitutes the 

information space that the searcher explores. All the interaction in 

this simulation is with this set and it is assumed that searchers will 

only mark relevant information via the interaction. The authors 

are interested in the use of this technique to determine how to 

evaluate the change in retrieval effectiveness when an AIRS 

system adapts to a query in a standard way, and to incorporate 

user and domain models and investigate how to exploit these.  

2.4 Simulation-Based Evaluation Challenges  
The main challenges in the use of simulation methods include: i) 

determining what data must be gathered in order to replicate 

experiments; ii) deciding how to gather this data; iii) identifying 

how to replicate the variety of user behaviours and personalisation 

offered by the system; iv) the simulation of relevance, for instance 

simulating the characteristics of relevant documents successfully 

over a search session; v) validating the simulation’s query 

evaluation times against the actual implementation; vi) selecting 

what method to use to collect implicit feedback; and vii) deciding 

how to filter the collected implicit feedback. 

3. PROPOSED METHODOLOGY 
It is essential that the correct methods are used when evaluating 

AIRS systems [6]. In order to sufficiently evaluate both the 

adaptive functionality and the retrieval performance of these 

systems a hybrid approach is proposed which combines IR, AH 

and Simulation-based evaluation methods. The techniques and 

metrics required are: i) simulation-based techniques where 

simulation assumes the role of a searcher, browsing the results of 

an initial retrieval; ii) user-centred methods for simulating 

interaction and personalisation; and iii) evaluation metrics 

borrowed from AH and IR. During a search the information state 

and need of the user changes and this must be modelled in each 

simulation so that the information viewed so far by the user can be 

used to influence the generation of a subsequent query. An 

objective of AIRS is to minimise the amount of information that 

must be viewed in order to gain a certain amount of knowledge. 

Thus the user must be shown relevant information in correct 

order. This is related to both IR and AH, where personalised 

responses are created for a domain-specific information need. 

Thus, for an information need, it is necessary to assess not only 

the relevance of documents to a topic, but also the order in which 

these should be presented. The number of documents which must 

be viewed over a search session to satisfy the information need 

can be further measured. At each point, search effectiveness can 

be measured with respect to the current information state of the 

simulated user. One of the main objectives of this work is to 

explore the potential of using user and domain models to reduce 

the user search effort. The potential benefits of the proposed 

methodology include: retrieval accuracy, completeness of system 

functionality, cost saving, user satisfaction, adaptivity, time, 

satisfied customer goal, user ratings, quality, appropriateness, 

accessibility, assistance, richness, availability, completeness, self-

evidence, usability, user-retention, consistency, functionality, 

performance, predictability, portability, reliability and reuse. 

4. CONCLUSION AND FUTURE WORK 
Simulation-driven evaluation is not new, but the effects of 

personalisation on creating reproducible, large scale experiments 

can be addressed by incorporating AH and IR techniques and 

evaluation metrics. Further work is required in order to test the 

proposed methodology using systems being developed by CNGL. 
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ABSTRACT
Standard test collections evaluate information retrieval sys-
tems through batch analysis of query-response pairs. Such
analysis neglects the richness of user interaction in inter-
faces. Many interactive information retrieval (IIR) researchers
favor user studies over test collections, but these studies suf-
fer from high costs and raise concerns about generalizability.
In this position paper, we propose using query performance
prediction (QPP) to model the fidelity of communication
between user and system, thus helping IIR researchers to
simulate query refinement with standard test collections.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems—
human information processing ; H.3.3 [Information Stor-
age and Retrieval]: Information Search and Retrieval—
information filtering

General Terms
Algorithms, Performance, Experimentation, Human Factors

Keywords
interactive information retrieval, models, evaluation

1. THE CRANFIELD PARADIGM AND IIR
The Cranfield paradigm for information retrieval system

evaluation fixes the corpus and information needs, and as-
sumes that relevance judgments are user-independent [12].
Its advocates argue that this paradigm offers broad utility
and strong experimental power at low cost [13].

Critics (e.g., [1]) object that the Cranfield paradigm is
unable to accommodate the study of people in interaction
with information systems. These critics generally favor user
studies as an evaluation methodology.

The Cranfield model is most suitable for evaluating query-
response systems. Such systems are designed to retrieve
relevant results in a single query without access to further
user context. For this interaction model, the user-agnostic
assumptions of the Cranfield model at least seem plausible.

Interactive information retrieval (IIR) research empha-
sizes user responsibility and control over the information

Copyright is held by the author/owner(s).
SIGIR Workshop on the Simulation of Interaction, July 23, 2010, Geneva.
.

seeking process [9]. IIR techniques include query and term
suggestions [7], result clustering [6], and faceted search [11].

Unfortunately, the Cranfield paradigm has not adapted
well to IIR. The effectiveness of systems that go beyond
ranked result retrieval cannot be neatly summarized in terms
of relevance judgments. As a result, IIR researchers de-
pend predominantly on user studies for evaluation. As noted
above, these studies suffer from high costs and raise concerns
about generalizability.

2. FIDELITY OF COMMUNICATION
In the query-response model, the primary goal is that the

system return relevant results. In contrast, IIR views in-
formation seeking as a sequence of interactions between the
user and the system. From an IIR perspective, the effec-
tiveness of an information-seeking support system depends
on the fidelity of the communication channel through which
the user and the system interact.

Because the query-response model has only one round of
user-system interaction, its fidelity of communication can
be summarized by measuring the relevance of results. In an
IIR system, however, communication is iterative and bidirec-
tional. While each round of interaction offers an opportunity
to advance the user and system’s shared state of knowledge,
it also creates a risk that the user and system will diverge
because of a breakdown in communication.

How do we measure fidelity of communication in an IIR
system? In work on evaluating relevance feedback based on
simulated users [8, 14], researchers assume that users are
perfect judges of relevance, and thus that we can simulate
relevance feedback behavior based on the relevance judg-
ments in a test collection. This assumption is already a
rough approximation to reality, but it breaks down entirely
when we expect users to apply such perfect judgment to sug-
gested richer response elements, such as query suggestions
and result clusters. Instead, we need a way to model and
measure the likelihood that a user will correctly assess the
utility of a query refinement to his or her information need.

3. QUERY PERFORMANCE PREDICTION
In order to evaluate a system that offers users query re-

finement options, we need to address these two questions:

1) Do the query refinement options enable the user to
make progress in the information seeking task?

2) Can the user interpret the query refinement options
and predict the relevance of the results to which they lead?

7



Given a standard test collection with relevance judgments,
we can model an answer to the first question in terms of
those judgments. For example, we can simulate an oppor-
tunistic user who, whenever presented with refinement op-
tions, selects the option that immediately leads to to the
most relevant result set (e.g., one that optimizes for aver-
age precision). We can also simulate a more far-sighted user
who explores a set of paths using iterative query refinements
and ultimately selects the path that lead to the best desti-
nation. Such an approach is similar to the expected benefit
framework proposed by Fuhr [4].

For the second question, we turn to query performance
prediction (QPP), also known as query difficulty estimation
[2]. QPP estimates the likelihood that a system will suc-
ceed in addressing a user’s information need for a partic-
ular query–without access to a set of relevance judgments.
Pre-retrieval measures, such as query coherency [5], esti-
mate performance based solely on analzying the query; while
post-retrieval measures, such as query clarity[3] and robust-
ness[15], also analyze the results.

While QPP has been used primarily to identify human-
generated queries that pose difficulty to information retrieval
systems, we believe it can be applied more generally to eval-
uate or guide query refinements generated by IIR systems.
Even if a query refinement leads to results that advance the
user’s progress towards fulfilling his or her information need,
QPP estimates the likelihood that the user will pick up the
requisite information scent [10] to follow it.

Now we have all of the ingredients we need: a test collec-
tion with relevance judgements, a standard relevance mea-
sure such as average precision, and a QPP measure such
as query clarity. Combining these, we can generalize Fuhr’s
expected-benefit model to simulate how a user interacts with
a system that offers query refinements.

For each interaction, we combine (e.g., multiply) the rel-
evance and QPP measures to obtain a score for each refine-
ment. How we apply these scores depends on the information-
seeking strategy we want to simulate. For example, we
can simulate an opportunistic user by always following the
highest-scoring refinement. We can then judge the system’s
effectiveness of the system based on the relevance of the final
result set and the system’s efficiency based on the length of
the simulated session. This approach generalizes to simulat-
ing other information-seeking strategies.

This approach relies on a variety of assumptions–in par-
ticular, that QPP works for query refinements generated by
IIR systems. Given that query refinements are often user-
generated queries mined from logs, this assumption seems
reasonable. Nonetheless, it requires experimental validation.
Also, not all query refinement approaches are amenable to
all QPP measures. In particular, pre-retrieval methods re-
quire that the refinements by expressible as explicit queries.
Nonetheless, we feel this approach has broad applicability.

4. SUMMARY
We have proposed an approach that applies QPP to IIR

in order to use standard test collections for evaluating IIR
systems. While this proposal is barely a sketch, we hope it
suggests a productive research direction for the IIR commu-
nity. We believe that bridging the gap between the Cranfield
model and IIR hinges on modeling the fidelity of communi-
cation between the user and the system, and we hope that
future research will validate the potential of this approach.
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ABSTRACT 
This paper describes a refined approach to the evaluation of 
Focused Relevance Feedback algorithms through simulated 
exhaustive user feedback.  As in traditional approaches we 
simulate a user-in-the loop by re-using the assessments of ad-hoc 
retrieval obtained from real users who assess focused ad-hoc 
retrieval submissions. The evaluation is extended in several ways: 
the use of exhaustive relevance feedback over entire runs; the 
evaluation of focused retrieval where both the retrieval results and 
the feedback are focused; the evaluation is performed over a 
closed set of documents and complete focused assessments; the 
evaluation is performed over executable implementations of 
relevance feedback algorithms; and finally, the entire evaluation 
platform is reusable.  We present the evaluation methodology, its 
implementation, and experimental results that demonstrate its 
utility. 

Categories and Subject Descriptors 
Focused Relevance Feedback, Relevance Feedback, Information 
Retrieval, IR, RF, User Simulation, Search Engine, Evaluation, 
INEX http://www.inex.otago.ac.nz/ 

General Terms 
Algorithms, Measurement, Performance, Benchmark. 

Keywords 
Relevance feedback evaluation. 

1. INTRODUCTION 
Information retrieval systems are most effective when used by 
skilled operators who are capable of forming queries appropriate 
for retrieving relevant documents.  The vast majority of users of 
information retrieval systems are unlikely to be skilled users. It is 
a trivial observation that user will sooner reformulate a query than 
they would scan the initial result list to any depth beyond the first 
page of results. As query reformulation may be a difficult and 
time-consuming task, machine-assisted query reformulation based 
on the requirements of the user is an important part of information 
retrieval. An early and rather effective mechanism for improving 
the effectiveness of search interfaces is known as relevance 
feedback where by query reformulation is automated.  We are 
concerned with the evaluation of this approach.   This paper 
describes an extension of the Incremental Relevance Feedback 
approach, described by IJsbrand Jan Aalbersberg[1], to Focused 

Relevance Feedback and to the evaluation of executable 
implementations under uniform setting. 

1.1 Relevance Feedback Evaluation 
This wealth of research and reported results on relevance 
feedback leads to an obvious problem – most of the earlier work is 
difficult to reproduce reliably, and certainly not without great 
difficulty in implementation of systems described by others. Of 
great importance to the task of comparing different methods of 
ranking and retrieval is having a standard, systematic way of 
evaluating the results so that it can be empirically validated, in a 
methodologically sound manner, that for a given test collection 
one particular method is better than another.   
Ruthven and Lalmas[2] review alternate evaluation methods 
suited to relevance feedback: Freezing, Residual ranking, and Test 
and control, all intended to counter the effect where the 
documents marked as 'relevant' by the user are pushed to the top 
of the document ranking, artificially raising the mean precision of 
the results. Freezing is where the initially top-ranked documents 
are frozen in place and the relevance feedback system used to re-
rank the remaining documents, and the precision/recall evaluation 
conducted on the entire document set. Residual ranking is where 
the top-ranked documents, used to train the relevance feedback 
system, are removed from the document set before evaluation. 
Test and control groups; where the document set is partitioned 
into two equal groups, the first used to train the relevance 
feedback system and the second used to evaluate the system. 
Aalbersberg[1] describes an incremental approach which we 
extend in this paper, where one document at a time is evaluated by 
the user until a given depth of results list is inspected.   

1.2 Focused Relevance Feedback evaluation 
In this paper we describe a refined approach to the evaluation of 
Relevance Feedback algorithms through simulated exhaustive 
incremental user feedback.  The approach extends evaluation in 
several ways, relative to traditional evaluation.  First, it facilitates 
the evaluation of retrieval where both the retrieval results and the 
feedback are focused.  This means that both the search results and 
the feedback are specified as passages, or as XML elements, in 
documents - rather than as whole documents.  Second, the 
evaluation is performed over a closed set of documents and 
assessments, and hence the evaluation is exhaustive, reliable and 
less dependent on the specific search engine in use. By reusing the 
relatively small topic assessment pools, having only several 
hundred documents per topic, the search engine quality can 
largely be taken out of the equation.  Third, the evaluation is 
performed over executable implementations of relevance 
feedback algorithms rather than being performed over result 
submissions.  Finally, the entire evaluation platform is reusable 
and over time can be used to measure progress in focused 
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relevance feedback in an independent, reproducible, verifiable, 
uniform, and methodologically sound manner.  

2. EVALUATION APPROACH 
This approach is concerned with the simulation of a user in loop, 
in the evaluation of relevance feedback systems.  This approach 
can be used to compare systems in an evaluation forum setting, or 
simply to evaluate improvements of variations to existing 
relevance feedback algorithms in the development process. 

2.1 Use Case 
The use-case of this track is similar to Aalbersberg[1] - a single 
user searching with a particular query in an information retrieval 
system that supports relevance feedback. Our user views and 
highlights relevant passages of text in a returned document (if 
exist) and provides this feedback to the information retrieval 
system. The IR system re-ranks the remainder of the unseen 
results list to provide the next assumed most relevant result to the 
user. The exact manner in which this is implemented is not of 
concern in this evaluation; here we test the ability of the system to 
use focused relevance feedback to improve the ranking of 
previously unseen results. Importantly, we extend Aalbersberg’s 
approach to compare the improvement, if exists, which focused 
relevance feedback (FRF) offers over whole document feedback.   
This includes structured IR (e.g. XML documents). 
2.2 Test Collection 
The relevance feedback track will use the INEX Wikipedia XML 
collection. Evaluation will be based on the focused relevance 
assessments, which are gathered by the INEX Ad-Hoc track 
through the GPXrai assessment tool, where assessors highlight 
relevant passages in documents. The INEX Wikipedia test 
collection is semantically marked up. This facilitates the 
evaluation of FRF algorithms implementations, which take 
advantage not only of the (often) passage-sized feedback, but also 
the semantic mark-up of the relevant text. 
2.3 Task 
Participants will create one or more Relevance Feedback Modules 
(RFMs) intended to rank a collection of documents with a query 
while incrementally responding to explicit user feedback on the 
relevance of the results presented to the user. These RFMs will be 
implemented as dynamically linkable modules that will 
implement a standard defined interface. The Evaluation Platform 
(EP) will interact with the RFMs directly, simulating a user search 
session. The EP will instantiate an RFM object and provide it with 
a set of XML documents and a query. The RFM will respond by 
ranking the documents (without feedback) and returning the 
ranking to the EP. This is so that the difference in quality between 
the rankings before and after feedback can be compared to 
determine the extent of the effect the relevance feedback has on 
the results. The EP will then request the next most relevant 
document in the collection (that has not yet been presented to the 
user). On subsequent calls the EP will pass relevance feedback (in 
the form of passage offsets and lengths) about the last document 
presented by the RFM. This feedback is taken from the qrels of 
the respective topic, as provided by the Ad-Hoc track assessors. 
The simulated user feedback may then be used by the RFM to re-
rank the remaining unseen documents and return the next most 

relevant document. The EP makes repeated calls to the RFM until 
all relevant documents in the collection have been returned.  
The EP will retain the presentation order of documents as 
generated by the RFM. This order will then be evaluated as a 
submission to the ad-hoc track in the usual manner and with the 
standard retrieval evaluation metrics. It is expected that an 
effective dynamic relevance feedback method will produce a 
higher score than a static ranking method (i.e. the initial baseline 
rank ordering). Evaluation will be performed over all topics and 
systems will be ranked by the averaged performance over the 
entire set of topics, using standard INEX and TREC metrics.  
Each topic consists of a set of documents (the topic pool) and a 
complete and exhaustive set of manual focused assessments 
against a query. Hence, we effectively have a "classical" Cranfield 
experiment over each topic pool as a small collection with 
complete assessments for a single query. The small collection size 
allows participants without an efficient implementation of a 
search engine to handle the task without the complexities of scale 
that the full collection presents. 
As an example, Figure 1 depicts the performance improvement 
evaluation as obtained by using Rocchio with the Lucene search 
engine, when evaluated by trec_eval. Rocchio-based relevance 
feedback engine results in an improved mean average precision. 
The third line shown (the middle) is the best performing 
submission at INEX 2008, modified to conform to the trec_eval 
input format. It performs best out of the three in early precision, 
but precision suffers later and it has a lower average precision 
than the Lucene engine when using relevance feedback. 

 
Figure 1. Evaluation with trec_eval, document retrieval. 

The approach provides an interactive user session simulation in a 
focused relevance feedback setting.  The evaluation provides a 
level playing field for the independent and completely 
reproducible evaluation of RF implementations in a standard 
setting and with a standard pool of documents for each topic.  
The approach supports the accurate evaluation of any benefits that 
may (or may not) arise from the use of Focused IR, as opposed to 
document IR, be it passage based or XML Element based. 
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ABSTRACT
We want to make timed predictions of human performance
by modeling user interaction with a hypothetical user inter-
face. Inherent in making a timed prediction via simulation
is knowing how long various actions take. One of the most
costly actions a user can take is judging a document for rel-
evance. We present a model of the average time to judge the
relevance of a document given the document’s length. We
produce two parameterized versions of the model based on
two sets of user data. The models explain 26-45% of the vari-
ance in the average time to judge document relevance. Our
models should allow for more accurate timed predictions of
human performance with interactive retrieval systems.

1. INTRODUCTION
We believe that automated information retrieval (IR) eval-

uation should provide predictions of human performance. To
make these predictions our approach has been to create user
models that describe how a user interacts with a given in-
teractive IR system. Each action that the simulated user
takes has with it an associated time to complete. While the
HCI community has established average times for low level
actions such as pointing a computer mouse, the IR commu-
nity has yet to establish times for high level actions such as
the judging of document relevance. We next describe our
model to predict the average time to judge a document for
relevance.

2. METHODS AND MATERIALS
Our model for judging the relevance of a document is a

simple one based solely on a document’s length. To judge
the relevance of the document, our model’s hypothetical user
scans the document looking for relevant material. The user
examines areas of the page in more detail to make a rele-
vance decision. On making a decision, the user then uses
the computer mouse to enter the decision and go on to the
next page. As such, the time to judge a document given a
document’s length in words, is:

T (w) = sw + ra + c (1)

where s is the scan rate in seconds per word, w is the doc-
ument length in words, r is the reading rate in seconds per
word, a is the total length of the areas of interest, and c
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represents a constant overhead for judging in seconds. A
simplifying assumption we make is to fix the size of a. Thus,
we can rewrite the model as:

T (w) = sw + k (2)

where k is a constant amount of time required for judging
any document.

To parameterize and evaluate our model, we draw our
data from a larger user study [2]. In this two phase study,
48 users used a different interface for each phase of the study.
In the first phase, users judged for relevance a series of doc-
ument summaries and full documents. In this paper, we
only look at the time to judge full documents. The phase
2 interface presented 10 query-biased document summaries
(snippets) per page. Clicking on the summary allowed the
user to either save the document as relevant or do noth-
ing and use the web browser’s back button to go back and
view the search result summaries. Each interface displayed
full documents in a similar manner with query terms high-
lighted and instructions and buttons for judging displayed
at the top of the page.

For each document, we compute its length by stripping it
of any markup and splitting the text into whitespace sepa-
rated words. Some documents are duplicates of each other.
We mapped each set of duplicates to a unique identifier and
set the document length equal to the average of the docu-
ments in the set.

Users worked at different rates. For this paper, we only
use documents judged by 10 or more users. We compute
for a document the average amount of time users took to
judge its relevance. For documents in phase 2, we counted
as a judgment both the saving of a document as relevant and
also the choice to not save a viewed document. We used only
the first time a user viewed a document. For example, if a
user takes t1 seconds to view a document and does nothing,
but later takes t2 seconds to revisit the document and save
it as relevant, we will only use t1 in our calculations. In
particular, for duplicate documents, we only use the time to
judge the first copy of the document.

Our user study [2] used 8 topics from the 2005 TREC Ro-
bust track, which used the AQUAINT collection of 1,033,461
newswire documents.

3. RESULTS AND DISCUSSION
Figure 1 shows the experimental data for phase 1 and 2

and a linear fit to each set of data. The fit model with
standard errors for phase 1 is:

T (w) = 0.024 ± 0.004w + 21 ± 4 (3)

11



0 500 1000 1500 2000 2500 3000 3500

0
50

10
0

15
0

Phase 1

Document Length (Words)

A
ve

ra
ge

 T
im

e 
to

 J
ud

ge
 (

S
ec

on
ds

)

Topics
310
336
362
367

383
426
427
436

0 500 1000 1500 2000 2500 3000 3500

0
50

10
0

15
0

Phase 2

Document Length (Words)

A
ve

ra
ge

 T
im

e 
to

 J
ud

ge
 (

S
ec

on
ds

)

Topics
310
336
362
367

383
426
427
436

Figure 1: The average time to judge relevance vs. document length. Each point is a document and is the
average of 10 or more users’ time to judge the document. Each plot represents a different phase of the user
study as explained in Section 2.

The adjusted R-squared for the phase 1 model is 0.26, i.e.
26% of the variance in the average time to judge a document
in phase 1 is explained by the model. For phase 2, the fitted
model is:

T (w) = 0.021 ± 0.002w + 9 ± 2 (4)

and has an adjusted R-squared of 0.45. Interestingly, phase
2 is the more realistic interface for search, and here we are
better able model the time to judge relevance.

For each phase, the number of seconds per word is ap-
proximately the same. A scan rate of 0.024 seconds per
word is equivalent to 2500 words per minute (wpm). The
average rate at which people can scan a text looking for a
word is 600 wpm [1]. There are several possible reasons for
our measured scan rate being more than 4 times the rate of
conventional scanning.

Firstly, users are scanning documents with query term
highlighting and are not performing a true lexical scan of
600 wpm. We expect users to be able to find areas of in-
terest in documents at a rate faster than possible without
highlighting. Secondly, users do not always need to view
the full length of the document to make their decision. For
example, Figure 1 shows for phase 1 a long document of
greater than 3000 words that is judged in an average of
15 seconds. On examination of this document, it is clear
that the document is non-relevant given its title and first
sentences. Finally, some users appear to read more than
others. In other words, users employ different strategies to
comprehending documents, and our model does not capture
this difference between users.

The constant amount of time required for judging a docu-
ment varies greatly between the two phases. For phase 1, the
constant is 21 seconds and for phase 2 it drops to 9 seconds.
These times are similar to the times we measured for users
to judge summaries in phase 1 and phase 2. In phase 1, users
on average judged a summary in 15.5 seconds. In phase 2,
users spent 9.1 seconds viewing the summaries before taking
some action. Thus, it seems reasonable to hypothesize that
users read in detail about as much material as a query-biased

document summary. Our summaries were 2 sentences with
a combined maximum length of 50 words.

Why should users take longer to judge documents in phase
1? In phase 1, users are forced to make relevance decisions
for a given document. In phase 2, users only explicitly save
relevant documents after making a decision to view the full
document based on the document summaries.

4. CONCLUSION
We modeled the average time to judge document relevance

as a function of document length. Using data from a pre-
viously conducted user study, we fit the model to the data
produced by the study’s two user interfaces. When fit to the
interface that required users to make a judgment, the model
explains 26% of the variance in the average time to judge.
The second interface was similar to today’s web search in-
terfaces that display 10 query-biased document summaries
and allow the user to click on a summary to view the full
document. When fit to the data from this second interface,
the model explains 45 percent of the variance. It appears
that document length does have a significant influence on
the time to judge document relevance.
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ABSTRACT
Research in Information Retrieval has traditionally focused
on serving the best results for a single query. In practice
however users often enter ill-specified queries which then
they reformulate. In this work we propose an initial exper-
iment to evaluate the effectiveness of retrieval systems over
single query reformulations. This experiment is the basis of
the TREC 2010 Session track.

1. INTRODUCTION
Research in Information Retrieval has traditionally fo-

cused on serving the best results for a single query, e.g.
the most relevant results, a single most relevant result, or
a facet-spanning set of results. In practice, no matter the
task, users often enter a sufficiently ill-specified query that
one or more reformulations are needed in order to locate a
sufficient number of what they seek. Early studies on web
search query logs showed that half of all Web users refor-
mulated their initial query: 52% of the users in 1997 Excite
data set, 45% of the users in the 2001 Excite dataset [9]. A
search engine may be able to better serve a user not by rank-
ing the most relevant results to each query in the sequence,
but by ranking results that help “point the way” to what
the user is really looking for, or by complementing results
from previous queries in the sequence with new results, or
in other currently-unanticipated ways.

The standard evaluation paradigm of controlled labora-
tory experiments is unable to assess the effectiveness of re-
trieval systems to an actual user experience of querying with
reformulations. On the other hand, interactive evaluation is
both noisy due to the high degrees of freedom of user inter-
actions, and expensive due to its low reusability and need
for many test subjects. In this work we propose an initial
experiment that can be used to evaluate the simplest form
of user contribution to the retrieval process, a single query
reformulation. This experiment is the basis of the TREC
2010 Session track.

2. EVALUATION TASKS
We call a sequence of reformulations in service of satisfying

an information need a session, and the goals of our evalu-
ation are: (G1) to test whether systems can improve their
performance for a given query by using information about

Copyright is held by the author/owner(s).
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a previous query, and (G2) to evaluate system performance
over an entire query session instead of a single query. We
limit the focus of the track to sessions of two queries.This
is partly for pragmatic reasons regarding the difficulty of
obtaining session data, and partly for reasons of experimen-
tal design and analysis: allowing longer sessions introduces
many more degrees of freedom, requiring more data from
which to base conclusions.

A set of 150 query pairs (original query, query reformula-
tion) is provided to TREC participants. For each such pair
the participants are asked to submit three ranked lists of
documents for three experimental conditions, (a) one over
the original query (RL1), (b) one over the query reformu-
lation, ignoring the original query (RL2), and (c) one over
the query reformulation taking into consideration the origi-
nal query and its search results (RL3). By using the ranked
lists (RL2) and (RL3) we evaluate the ability of systems to
utilize prior history (G1). By using the returned ranked lists
(RL1) and (RL3) we evaluate the quality of ranking function
over the entire session (G2).

3. QUERY REFORMULATIONS
There is a large volume of research regarding query re-

formulations which follows two lines of work: a descriptive
line that analyzes query logs and identifies a taxonomy of
query reformulations based on certain user actions over the
original query (e.g. [6, 1]) and a predictive line that trains
different models over query logs to predict good query refor-
mulations (e.g. [4, 3, 8, 5]). Analyses of query logs showed a
number of different types of query reformulations with three
of them being consistent across different studies (e.g. [4, 6]):
Specifications: the user enters a query, realizes the results
are too broad or that they wanted a more detailed level of
information, and reformulates a more specific query.
Drifting/Parallel Reformulation: the user entered a query,
then reformulated to another query with the same level of
specification but moved to a different aspect or facet of their
information need.
Generalizations: the user enters a query, realizes that the
results are too narrow or that they wanted a wider range of
information, and reformulated a more general query.

In the absence of query logs, Dang and Croft [2] simu-
lated query reformulations by using anchor text, which is
readily available. In this work we use a different approach.
To construct the query pairs (original query, query reformu-
lation) we start with the TREC 2009 Web Track diversity
topics. This collection consists of topics that have a “main
theme” and a series of “aspects” or “sub-topics”. The Web
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Track queries were sampled from the query log of a commer-
cial search engine and the sub-topics were constructed by a
clustering algorithm [7] run over these queries aggregating
query reformulations occuring in the same session. We used
the aspect and main theme of these collection topics in a
variety of combinations to provide a simulation of an initial
and second query. An example of part of a 2009 Web track
query is shown below.

<topic number="4" type="faceted">
<query>toilet</query>
<description> Find information on buying, installing,
and repairing toilets.
</description>
<subtopic number="1" type="inf">
What different kinds of toilets exist, and how do
they differ?

</subtopic>
...
<subtopic number="3" type="inf">
Where can I buy parts for American Standard toilets?

</subtopic>
...
<subtopic number="6" type="inf">
I’m looking for a Kohler wall-hung toilet. Where can
I buy one?

</subtopic>
</topic>

To construct specification reformulations we used the
Web Track <query> element as the original query, selected
a subtopic and considered it as the actual information need.
We then manually extracted keywords from the sub-topic
and used them as the reformulation. For instance, in the ex-
ample above we used the query “toilet” as the first query, se-
lected the information need (“I’m looking for a Kohler wall-
hung toilet. Where can I buy one?”), extracted the keyword
“Kohler wall-hung” and considered that as a reformulation.
This query pair simulates a user that is actually looking for
a Kohler wall-hung toilet, but poses a more general query
first, possibly because they don’t “know” what they need.

<topic number="1" reformtype="specification">
<query>toilet</query>
<reformulation>Kohler wall-hung toilet</reformulation>
<description>I’m looking for a Kohler wall-hung toilet.
Where can I buy one?
</description>

</topic>

To construct drifting reformulations we selected two subtopics,
used the corresponding <subtopic> elements as the descrip-
tion of two separate information needs, extracted keywords
out of the subtopic, and used these keywords respectively
as the query and query reformulation. For instance, in the
example above we selected subtopics 3 and 6 as the two infor-
mation needs. Then we extracted the keywords“parts Amer-
ican Standard” and“Kohler wall-hung toilet” and used them
as the original query and the query reformulation. This pair
simulates a user that first wants to buy toilet parts from
American Standard and then decides that they also want to
purchase Kohler wall-hungs while browsing the results.

<topic number="2" reformtype="drifting">
<query>parts American Standard</query>
<description>Where can I buy parts for
American Standard toilets?</description>
<reformulation>Kohler wall-hung toilet</reformulation>
<rdescription>I’m looking for a Kohler

wall-hung toilet. Where can I buy one?
</rdescription>

</topic>

Finally, to construct generalization reformulations we
followed one of two methods. In the first method we se-
lected one of the subtopics and we extracted as many key-
words as possible to construct an over-specified query, e.g.
from subtopic 1 of the example topic we may extract the key-
words “different kinds of toilets”, which seems to be a lexical
over-specification. We then used a subset of these keywords
to generalize the original query (e.g. “toilet”). This is meant
to simulate a user that first wants to find what types of toi-
lets exist, but lexically over-specifies the need; the retrieved
results are expected to be poor and therefore the user needs
to reformulate.

<topic number="3" reformtype="generalization">
<query>different kinds of toilets</query>
<reformulation>toilets</reformulation>
<description> What different kinds of toilets
exist, and how do they differ?</description>

</topic>

For the second method we selected one of the subtopics or
the query description from the Web Track topics as the infor-
mation need, extracted keywords from a different subtopic
that seemed related but essentially it was a mis-specification
of something very narrow, and extracted keywords from the
subtopic used as information need.

<topic number="4" reformtype="generalization">
<query>American Standard toilet</query>
<reformulation>toilet</reformulation>
<description>Find information on buying,
installing, and repairing toilets.</description>

</topic>

4. CONCLUSIONS
Simulating a user is a difficult task. A test collection and

accompanying evaluation measures already provide a rudi-
mentary simulation of such users. We have chosen to ex-
tend this by considering one more aspect of typical searchers,
their reformulation of a query.
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ABSTRACT
We explain a simulation approach based on topical facet analysis
and a graphbased exploration of query sequences  in  test collec
tions. First, major facets and their logical relationships are iden
tified  in the topics and in the corresponding relevant documents.
Secondly,  expressions  (query  terms)  in  relevant  documents  are
collected,  classified  and  annotated  by  test  persons.  Third,  term
combinations  (queries)  are  formed  systematically  so  that  one
query  corresponds  to  one  vertex  of  a  graph  G  representing  a
topic. Query formulation strategies manifest as edges  in G. Ses
sion strategies manifest as paths in G. We close by discussing the
significance of this approach for IR evaluation.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Selection process

General Terms
Measurement, Performance, Theory

Keywords
Iterative search process, sessionbased evaluation, simulation

1. INTRODUCTION
In real life searchers often utilize sequences of short queries (13
query  terms)  based  on  limited  query  modifications.    The  tradi
tional Cranfieldstyle  setting  assuming  one  query per  topic does
not  model  such  behavior.  We  suggest  modeling  search  sessions
as an iteration of querying and browsing, and studying the limits
of  short  query  sessions  through  a  query  graph  based  on  query
terms having “searcher warrant” and “literary warrant”.
We assume the following real life search behavior. The user will
issue  an  initial  query  and  inspect  some  topN  documents  re
trieved;  if  an  insufficient  number  of  relevant  documents  are
found,  the  user  will  repeatedly  launch  the  next  query  until  the
information  need  is  satisfied  or  (s)he gives up. Due  to  the costs
involved in query formulation, the user may attempt to maximize
the total benefits in relation to the costs during session by rapidly

trying out short queries.

Our  research question is: How effective are short query sessions
if we allow only limited query modifications, limited browsing of
the retrieved result, and success is defined as being able to locate
one  (highly)  relevant  document.    We propose a graphbased ap
proach to study the effectiveness of short query sessions.

2. MULTILAYERED GRAPHS
To  attain  a  “searcher  warrant”topics  are  first  analyzed  by  test
searchers who suggest the major facets and their logical relation
ships which are  justified for being used in searching.  Secondly,
to  guarantee  “literary  warrant”  the  facets  and  their  expressions
are  recognized in the  relevant documents.   This creates a search
thesaurus suggesting search facets for each  topic and reasonable
expressions  to  use  during  a  topical  search  session.  Finally,  the
expressions need to be  represented as character strings suited to
the  properties  of  the  particular  retrieval  system and  index  type
[1].  For  each  topic  we  suggest  forming  two  separate  layers:  a
concept  graph C  =  (F,M) and an  expression  level  graph G  =
(V,E) (cf.  [3]).  In C the facets and facet combinations constitute
the set of vertexes F and the abstract moves (e.g., “add a facet”)
reflect as edges M.  The nodes between the two layers are linked
in  such  a  way  that  corresponding  to  each  node  in  C  there  is  a
flock of expression level nodes (queries) in G which conform to
the same  logical  form as the particular facet node. For example,
let  us  assume  that  a  Boolean  structure  is  used.    In  that  case  a
facet node  “[A]  and  [B]”  is  related  to  expressions such “a1 and
b1” and “a1 and b2”. This structure can be traversed to system
atically  experiment  the  limits  of  various  query  modification
strategies.

3. EXPLORING THE EXPRESSION LEVEL
GRAPH
We  next  report  an  simplified experiment related  to  the idea de
scribed above.  We asked test persons to suggest search terms for
short  queries  based on  test  topics of a  test  collection (41 topics
from TREC 7 and TREC 8 ad hoc  tracks)  [2].  We did not have
facet  analysis  performed  for  the  relevant  documents  or  for  the
topics.    Therefore,  having  only  a  limited  set  of  terms  available
suggested by test persons we simply formed all 5word combina
tions  as  query  candidates  using  an  implicit  #sum  operator  of
search engine Lemur.

We  next  performed  a search for  each query  individually.  Each
query corresponds to one vertex V in a topical graph G = (V, E)
and  an  effectiveness  result  can  be  associated with  each  vertex.
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This  graph supports exploring the effectiveness of various paths
(topical  query  sessions)  defined by  the allowed  transitions  (i.e.,
edges, E) from vertex to vertex.  The effectiveness of short query
sessions can be considered in retrospect using such a graph.

The  set  of 5  query  terms A,  B,  C, D,  E produced 25 query term
combinations  (32  vertexes) which  are  arranged  into  a diamond
shaped figure (Figure 1).

{}

A B C D E

AB AC AD AE BC BD BE CD CE DE

ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE

ABCD ABCE ABDE ACDE BCDE

ABCDE

Figure 1. Query combinations  (graph vertexes) arranged by the
number of search terms.
For example,  the  search  terms AE  for  topic  #351  consist  of an
ordered  set {petroleum,  exploration,  south,  atlantic,  falkland}.
The vertex BC corresponds to the query #sum(exploration south).

4. THE EXPERIMENT
The  test collection was organized under  the retrieval system Le
mur, and the existing relevance judgments of the collection were
done  using  a  fourpoint  scale.  As  explained  above,  the  search
terms were suggested by test persons (here seven undergraduate
information  science  students)  who  had  no  interaction  with  the
search system.
Any  desired  effectiveness  values  can be computed for the graph
vertexes. Figure 2 reports P@5 results for one topic (#351). Next
the  numbers  in  the  cells  in  Figure  2  are  interpreted  from  the
point of view of binary success. We define success as finding at
least one highly relevant document within the top5, i.e., P@5>0,
and failure otherwise. We label the successful vertexes by a plus
(‘+’)  sign  and  the failed vertexes  by a  minus  (‘‘) sign, thereby
the information in Figure 2 can be expressed as follows:
#351 + ++ +++++ ++++ +



0 0 0 0 0.2

0 0 0 0.4 0 0 0.4 0 0 0

0 0 0.4 0 0.2 0.2 0 0.2 0.2 0

0 0.4 0.4 0.2 0.2

0.4

Figure  2.  Effectiveness  (P@5)  (%)  for  topic  #351  (“petroleum
exploration south atlantic falkland”) measured by stringent rele
vance threshold, for each query combination. 14 highly relevant
documents exist  for  the  topic. Legend: cells having value above

zero  indicate  success  (+)  and  zeros  indicate  failure  ()  for  any
particular query combination.
To make the diagram readable we have arranged it into groups of
5, 10, 10, 5, and 1 symbol, corresponding to query combinations
having one, two, three, four, and five query terms. By expressing
the  topical data  this way for every topic a visual map is created.
It  gives  information  regarding  the  query combinations  available
for  topical  sessions based on a specific  success  criterion  (Table
1).
#351 + ++ +++++ ++++ +

#353  + ++ + 

#355 ++++ ++++++++++ ++++++++++ +++++ +

#358  ++++ ++++ + +

#360 + +++ +++ + 

Table 1. Binary session map for five sample topics and all query
combinations.  Legend:  plus  (‘+’) or  minus  (‘‘) symbols  corre
spond  to  the  31  nonempty  vertexes  in  topical  graph,  traversed
left  to  right, and rows  traversed  from top  to  bottom. Plus  indi
cates success,  i.e., P@5 > 0 (here at stringent relevance thresh
old) and minus indicates a failure (P@5 = 0).
The binary session map for all topics (not shown) can be used to
analyze the success of various queries/query types/session types.
We observed that the first singleword query (‘A’) succeeded for
9  topics  (the  first  symbol  of  the  first  group)  out  of  38  (highly
relevant  documents exist  for 38  topics).  Assuming  that  the  user
started  the  session  this  way  and  in  case  of  failure continued  by
trying out the second singleword query (‘B’)(substitution of the
term),  it  succeeded for 6 additional topics (the second symbol of
the  first  group).  Assuming,  that  the  user  continued  instead  by
adding one  word  (‘AB’),  session  succeeded  for  10  additional
topics.  If  the session was started by trying out a twoword query
(the  first  two  words  given by  the simulated users: ‘AB’)  it  suc
ceeds for 17 topics out of 38. Threeword query session (‘ABC’)
immediately succeeds for 21 topics.

5. CONCLUSION
In real life sequences of short queries are popular, and the terms
are  selected  from  among  several  alternatives.    Such  search  ses
sions  can  be  studied  in  retrospect  by  considering  the  query
graphs. Considering  the systems effectiveness from this point of
view  may  help  us  towards  understanding  better  the  success
achievable by various adaptive querying and browsing tactics.
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ABSTRACT
Conventional information retrieval (IR) evaluation relies on
static relevance judgements in test collections. These, how-
ever, are insufficient for the evaluation of interactive IR (IIR)
systems. When users browse search results, their decisions
on whether to keep a document may be influenced by several
factors including previously seen documents. This makes
user-centred relevance judgements not only dynamic but also
dependent on previous judgements. In this paper, we pro-
pose to use a probabilistic automaton (PA) to model the
dynamics of users’ relevance judgements. Based on the ini-
tial judgement data that can be collected in a proposed user
study, the estimated PA can further simulate more dynamic
relevance judgements, which are of potential usefulness for
the evaluation of IIR systems.

Category and Subject Descriptors: H.3.3 [Information
Search and Retrieval]: Formal Model

Keywords: Interactive IR, Dynamic Relevance Judgement,
Probabilistic Automaton, Simulation

1. INTRODUCTION
Relevance judgements in TREC test collections are static.

However, in an interactive IR (IIR) environment, when users
inspect the results of a search, relevance judgements become
dynamic and dependent on each other. Consider the follow-
ing two scenarios, the first one involving two complementary
documents. Each document provides a portion of the solu-
tion but in combination they both provide a full solution to
a user’s problem. Either document in isolation is likely to be
judged partially relevant (if not irrelevant), however, when
combined, both are likely to be judged relevant. The second
scenario is related to the comparison effects between two rel-
evant documents, one being slightly more relevant than the
other. Should the less relevant one be encountered first, the
user is likely to want to keep it. When faced with the more
relevant one, however, this decision may change.

Despite the recognition for the dynamic nature of rele-
vance judgements [2], to the best of our knowledge, little
attention has been paid to their formal modelling in terms
of the judgement interference, i.e., the interference among
relevance judgements for different documents. In this pa-
per, we use the probabilistic automaton (PA) to model the
changing process of judgement scores, as the result of the
judgement interference. Specifically, the states of the PA
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Figure 1: A probabilistic automaton (PA) with three

judgement states r1, r2 and r3, and one final state rF .

can represent users’ judgement states, which correspond to
judgement scores. Thus the dynamic changes among judge-
ment scores are modelled by the transitions among the PA
states. Additionally, each symbol α in the alphabet Σ of the
PA denotes (or defines) one type of interference, and the
corresponding interference effects are reflected by the PA
states transitions, for which the transition probabilities are
represented in the transition matrix M(α). Suppose that
the judgement for a document di is interfered by the judge-
ment for another document dj . Our method is that after the
judgement for dj , a symbol α will be generated and input
to the PA, which triggers di’s judgement changed, and the
change obeys the transition probabilities in the M(α).

In this paper, we focus on the inter-document judgement
interference. Nonetheless, the proposed method can be gen-
eralised to incorporate other factors that may affect rele-
vance judgements, such as evolving information needs or
contexts, by encoding these factors into the PA alphabet.

2. DYNAMIC RELEVANCE JUDGEMENT
2.1 Modelling Judgement Interference

The probabilistic automaton (PA) is a generalisation of
Markov Chains [4]. In general, the PA can have any finite
number of states, which means that it can model the chang-
ing process of any finite number of judgement scores. For
simplicity, suppose there are three judgement scores, i.e. 1,
2 and 3, where higher score means higher relevance.

As shown in Figure 1, the PA is a 5-tuple (S, Σ, M , w,
rF ). The states (also called judgement states) r1, r2 and r3

in S correspond to the graded scores 1, 2 and 3, respectively.
The states distribution w is a row vector that represents the
probabilities of all judgement states, where the kth element
of w denotes the probability of the state rk . We neglect the
final state rF in w to make the description simpler. For each
symbol α ∈ Σ, the M(α), which is a stochastic matrix (i.e.,
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its each row sums to 1), represents transition probabilities
among judgement states.

Let states distribution wi be the initial states distribution
of a document di to represent its static judgement (e.g.,
TREC judgement). The judgement of di, as interfered by
the judgement of another document dj , can be computed as:

wα
i = wi ×M(α). (1)

where wα
i denotes the interfered judgements of di, and the

α is the symbol generated after the judgement of dj .
For example, if di’s static judgement score is 2, then the

wi = [0, 1, 0], meaning that 100% probability of the state r2.
After judging dj with the score 1, suppose the input symbol
corresponds to dj ’s judgement score, i.e., α = 1 is gener-

ated, and accordingly the M(α) =

[
0.9 0.1 0
0 0.8 0.2
0 0 1

]
, where

the M(α)k,t=Pr(rk
α−→rt) denotes the transition probability

from the state rk to rt. Based on Formula 1, the interfered
judgement result wα

i is [0, 0.8, 0.2]. This means that after
judging a less relevant dj with score 1, the user may heighten
the judgement score of di, i.e., the user has 0.8 probability
of keeping his original judgement (score 2) for di, and 0.2
probability of changing di’s score from 2 to 3.

This example may be over simplistic to assume that the
symbols correspond exactly to judgment scores. One should
consider the inter-document dependency, or other factors,
e.g. the task and context, in the alphabet encoding.

2.2 Simulating Dynamic judgements
Based on a TREC collection C, our aim is to simulate

the dynamic judgements of every di ∈ C , assuming the
users are judging a list of documents d1 · · · dn. It could be
extremely complex to consider all the possible judgement
interferences. Therefore, we design and run a user study
on the inter-document judgement interference of the repre-
sentative document pairs (di, dj), in order to obtain the
judgement transition matrices (∀α)M(α). The user study
will be discussed in the next subsection. Here we assume
that transition matrices are available and present how to
use them to simulate the dynamic judgements of di.

Suppose the judgement of each dj in the list d1 · · · dn gen-
erates an input symbol α(dj) for the PA. After the user
judged the documents d1 · · · dp, the dynamic judgements of
di at the position p (p < n), can be computed by:

w
xp

i = wi ×M(xp). (2)

where the string xp = α(d1) · · ·α(dp), and the M(xp) =∏p
j=1 M(α(dj)) is also a transition matrix. Note that the

dynamic judgement modeling is also connected to the design
of novel evaluation metrics considering user behavior [5, 3].

2.3 User Study Methodology
This proposed user study is to collect the initial judge-

ment interference data for the simulation task described in
Section 2.2. We need to study the inter-document judge-
ment interference of each document pair (di, dj), selected
from TREC collections. The selection process should con-
sider two factors between di and dj , i.e., the document de-
pendency (e.g., similarity) and judgement score difference,
which are possibly related to the judgement interference. We
plan to adopt the statistical document dependency, rather
than the document dependency measured by ourselves or

users, since we aim at using the collected interference data
on selected documents to simulate dynamic judgements for a
large number of other documents, for which it is too expen-
sive to obtain the human-measured document dependency.
We stick to use binary judgement in the initial stage, since
it can reduce the efforts and randomness of user evaluation.
The document pairs will be selected and assigned to several
categories, and under the same category, all document pairs
have the same document dependency degree and the same
judgement score difference. We let each category correspond
to each symbol α in the PA. We then study the pairwise-
document judgement interference in each category, to learn
the transition matrix M(α) for the corresponding symbol α.

For each document pair (di, dj), we need to consider
two situations, i.e., rank(di) > rank(dj) and rank(di) <
rank(dj). In the first situation, users would be presented
with di first and be asked to judge its relevance with re-
spect to an information need (represented for instance as a
request or a simulated work task [1]). Once di was judged,
users would be asked to judge dj ’s relevance. To close the
circle, users would be asked to judge di again, i.e. to recon-
sider their previous judgement. In the second situation, two
separate user groups would be involved. Users in the first
group would be asked to judge dj first and then judge the
di, while in the second group, users would be only asked to
judge the relevance of di. Collected data in both situations
could help us to study how the judgement of di can be in-
terfered by the judgement of dj . We will further investigate
the user study design under two situations in the future.

3. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed to use a probabilistic automa-

ton (PA) to model the dynamics of user-centred relevance
judgements. We then further presented how to use PA,
which can be trained through a user study, to simulate more
dynamic judgement data, potentially useful for the IIR eval-
uation. In the future, we will adopt more appropriate strate-
gies for encoding the alphabet Σ to include other factors that
affect relevance judgement. We also plan to refine the user
study methodology and carry out an extensive user study,
of the best possible quality, as we can. Our ultimate goal
is to simulate an IIR evaluation including the derivation of
the appropriate evaluation metrics.
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ABSTRACT
Computer simulations have become key to modeling human
behavior in many disciplines. They can be used to explore,
and deepen our understanding of, new algorithms and inter-
faces, especially when real-world data is too costly to obtain
or unavailable due to privacy or competitiveness reasons.

In information retrieval, simulators can be used to gener-
ate inputs from simulated users—including queries, clicks,
reformulations, and judgments—which can then be used to
develop a deeper understanding of user behavior and to eval-
uate (interactive) retrieval systems.

The trust that we put in simulators depends on their va-
lidity, which, in turn, depends on the data sources used to
inform them. In this paper we present our views on future
directions and challenges for simulation of queries and clicks
from transaction logs.

Categories and Subject Descriptors: H.3 [Information
Storage and Retrieval]: H.3.3 Information Search and
Retrieval

General Terms: Experimentation

Keywords: Simulation, Transaction Logs, Evaluation

1. INTRODUCTION
Simulation offers a source of experimental data when real-

world information is either unobtainable or too expensive
to acquire. This makes simulation a valuable solution for
evaluating information retrieval (IR) theories and systems,
especially for interactive settings.

One approach to creating simulators for IR evaluation is
to build simulation models that incorporate manually cre-
ated queries and relevance judgments, as in the Cranfield
tradition. A problem here is that it is not clear in how far
such explicit judgments reflect how users would interact with
a real IR system.

In this paper we discuss search engine transaction logs as
a source of data for building simulators for IR evaluation.
Transaction logs typically record, among other things, se-
quences of queries and result clicks issued by a user while
using a search engine [6]. The data is collected unobtru-
sively, thereby capturing the actions of users “in the wild.”
In addition, large quantities of searches and clicks can be
gathered. This makes them a rich source of information.

For privacy and competitiveness reasons transaction logs
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are rarely made publicly available. However, simulators can
be developed to generate artificial transaction log data not
linked to any real users. Such a simulator can then be re-
leased to outside parties, for example in order to test our the-
ories about searcher behavior or to evaluate the performance
of (interactive) retrieval systems. In the process of creating
such simulators, theories about search engine users could be
tested by incorporating them in the simulation models.

So far, relatively little research has been conducted into
developing simulators based on the searches in transaction
logs. Below, we will discuss future directions for such re-
search. We start by giving a brief overview of the state-of-
the-art in simulation for retrieval evaluation in Section 2.
Next, we outline possible application areas for transaction
log-based simulators, and discuss some of the challenges that
need to be addressed, in Section 3. We summarize our views
in Section 4.

2. SIMULATION FOR IR
We now sketch some recent developments in simulation for

IR purposes. In particular, we focus on the specific aspects
of user interaction that have been simulated, and on how
simulators have been validated.

A common form of data used to inform simulators in IR is
manually created sets of queries and explicit relevance judg-
ments. There are multiple scenarios where such data has
been exploited. For example, an approach for evaluating
novel interfaces for presenting search results is to create a
simulated user who clicks on relevant documents that ap-
pear on the screen [4, 10]. Another example is in simulating
queries for retrieval evaluation, for example by creating new
queries or sequences of queries from an existing query and
set of relevant documents [1, 8]. Here all simulated queries
generated from the same truth data are associated with the
same set of truth judgments.

When simulators are not informed by manually created
queries and document judgments, key challenges are to (1)
create queries, and (2) identify relevant documents for a
given query. One solution is to use document labels to
identify groups of related “relevant” documents: these docu-
ments are then considered relevant to the queries generated
from their combined text [7] (the document labels them-
selves are not used in the query generation process). An-
other solution is to address retrieval tasks where only one
document is considered relevant to a query, as in for example
known-item search. Here Azzopardi et al. [2] used document
collections in multiple European languages to simulate pairs
of queries and relevant documents, and compared them to
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sets of manually created known-item queries.
For the simulation approaches mentioned above, it is un-

clear to what extent they reflect real-world queries and re-
sult interactions. This can be addressed through the use of
transaction logs, as we discuss in the next section.

3. LOG-BASED SIMULATORS
Following on from our brief description of simulation in

IR in general, we turn to directions for research in the de-
velopment of transaction log-based simulators for IR.

The first direction for research is the realistic simulation of
queries and clicks. We ourselves investigated this task using
transaction logs from an archive search engine [5]. We vali-
dated each simulator by ranking different retrieval systems
on its output data, and comparing this to a “gold-standard”
retrieval system ranking obtained by evaluating the systems
on actual log data. We found that incorporating information
about users in the simulation model improved the simula-
tor output. Another approach to simulation of queries and
clicks was taken by Dang and Croft [3], who worked in a
web setting. Here, anchor texts were available, which they
used as simulated queries. The purpose here was to eval-
uate the effect of different query reformulation techniques.
The authors compared retrieval performance on the simu-
lated queries to retrieval performance on queries and clicks
taken from an actual search log, and found that the sim-
ulated queries showed retrieval performance similar to real
queries.

A second direction for research is the simulation of ses-
sions—sequences of queries and clicks. Retrieval evaluation
with explicitly judged queries and documents generally con-
siders each query in isolation. Transaction logs, however,
offer us a wealth of information about query modification
behavior, and there is broad interest in the IR community
about using such information for retrieval system evaluation.
What is needed here is to develop and incorporate into the
simulator insights about possible “moves” in a session, based
on different assumptions about user intent.

A key problem when designing a simulator is ensuring that
it is valid for the purpose for which that simulator is devel-
oped. Sargent [9] identifies three types of validity in the
simulation model: conceptual model validity, the validity of
the underlying assumptions, theories, and representations
of the model; model verification, the correctness of the pro-
gramming and implementation of a conceptual model; and
operational validity, the accuracy of the output data cre-
ated by a simulation model. Transaction logs, due to the
large number of interactions that they record, offer a wealth
of data for quantitatively determining operational validity.
The measure of validity will vary according to the purpose
of the simulator. For example, when generating simulated
queries and clicks for comparing retrieval systems, a valid
simulator is one that produces output data that scores dif-
ferent retrieval systems in the same way as data derived from
actual transaction logs. Here a rank correlation coefficient
such as Kendall’s τ can be used to compare the rankings of
retrieval systems on real and simulated output [5].

An open question in developing transaction log-based sim-
ulators is whether those simulators are transferable to new
domains. The data contained in a transaction log represents
the actions of a specific set of users on a specific search en-
gine. A simulator that captures general aspects of user be-
havior could successfully be applied to new collections.

4. SUMMARY
In this position paper we have discussed the potential of

transaction log data for developing and validating simulators
for IR experiments. In particular we have discussed the cre-
ation of simulators for two scenarios: generating evaluation
testbeds consisting of artificial queries and clicks; and cre-
ating simulations of session behavior in terms of sequences
of queries and clicks. We discussed some of the challenges
in creating such simulators, including the validation of sim-
ulation output. It is our view that transaction logs pose
a rich source of information for simulator development and
validation. By producing simulators that accurately repro-
duce the queries and clicks contained in transaction logs, we
will not only be able to generate data for different retrieval
tasks, but we will also obtain a better understanding of the
behavior of users “in the wild.”
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1. INTRODUCTION
Interactive information retrieval has received much atten-

tion in recent years, e.g. [7]. Furthermore, increased activ-
ity in developing interactive features in search systems used
across existing popular Web search engines suggests that in-
teractive systems are being recognised as a promising next
step in assisting information search. One of the most chal-
lenging problems with interactive systems however remains
evaluation.

We describe the general specifications of a methodology
for conducting controlled and reproducible experiments in
the context of interactive search. It was developed in the
AutoAdapt project1 focusing on search in intranets, but the
methodology is more generic than that and can be applied
to interactive Web search as well. The goal of this method-
ology is to evaluate the ability of different algorithms to
produce domain models that provide accurate suggestions
for query modifications. The AutoAdapt project investi-
gates the application of automatically constructed adaptive
domain models for providing suggestions for query modifi-
cations to the users of an intranet search engine. This goes
beyond static models such as the one employed to guide
users who search the Web site of the University of Essex2

which is based on a domain model that has been built in
advance using the documents’ markup structure [6].

Over a period of more than two years we have collected a
substantial query log corpus (more than 1 million queries)
that records all queries and query modifications submitted
to the University of Essex search engine. These logs in-
clude information about the searching session id, date, the
queries and their modifications. Query modifications de-
rive from the user selecting one of the modified queries sug-
gested by the static domain model, from the suggestions
proposed by the system which have been extracted from the
top-matching snippets, or the user defining a new query in
the provided text box. In any case, we are interested in
the queries that a user has submitted to the system after

1http://autoadaptproject.org
2http://www.essex.ac.uk
Copyright is held by the author/owner(s).
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Figure 1: Experimental Setting
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the initial query within a session or an information-seeking
dialogue (a “search mission”).

2. SIMULATED QUERY RECOMMENDA-
TION EXPERIMENTS

Here we propose a methodology for performing simulated
query recommendation experiments based on log data of the
type outlined above. The methodology can be used to per-
form both “static” and ”dynamic” experiments. In particu-
lar, we treat the log data as a collection of query modification
pairs (initial query – modified query) for building a domain
model, but also for evaluating its ability to recommend ac-
curate query modifications. Any log file that records the
user queries along with a time stamp and a session id can
be used. The log data are traversed in chronological order
and in daily batches (see fig. 1). Within each day, subse-
quent queries submitted within the same searching session
are treated as a query modification pair. For instance in the
example of figure 1, there are eight query modification pairs
within the six sessions of day n.

In the static experiments, we start with an existing do-
main model that remains unchanged during the evaluation
process. The model’s evaluation is performed on a daily ba-
sis as depicted in figure 2. It only takes place for days with
at least one query modification pair. For example, let us as-
sume that during the current day, three query modifications
have been submitted (fig. 2). For each query modification
pair, the domain model is provided with the initial query
and returns a ranked list of recommended query modifica-
tions. We take the rank of the actual modified query (i.e.,
the one in the log data) in this list, as an indication of the
domain model’s accuracy. The assumption here is that an
accurate domain model should be able to propose the most
appropriate query modification at the top of the list of rec-
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ommended modifications. This is based on the observation
that users are much more likely to click on the top results
of a ranked list than to select something further down [4],
and it seems reasonable to assume that such a preference is
valid not just for ranked lists of search results but for lists
of query modification suggestions as well. The underlying
principle of a graded scoring is inherited from DCG [3].

Figure 2: Daily Model Evaluation
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So for the total of three query modifications in the cur-
rent day, we can calculate the model’s accuracy score as
(1/r1 + 1/r2 + 1/r3)/3, where r1 to r3 are the ranks of the
actual query modifications in the list of modifications rec-
ommended by the model in each of the three cases. In the
figure’s example the models score would be 1/2+1/4+1/1 =
0.583. More generally, given a day d with Q query modifi-
cation pairs, the model’s accuracy score Sd for that day is
given by equation 1 below.

Sd = (

Q
X

i=1

1

ri

)/Q (1)

Note that in the special case where the actual query mod-
ification is not included in the list of recommended modifi-
cations then 1/r is set to zero. The above evaluation process
results in an accuracy score for each logged day for which at
least a query modification pair exists. So overall, the process
produces a series of scores for each domain model being eval-
uated. These scores allow the comparison between different
domain models. A model M1 can therefore be considered
superior over a model M2 if a statistically significant im-
provement can be measured over the given period.

In the case of dynamic experiments, the experimental pro-
cess is similar. We start with an initially empty domain
model, or an existing domain model. Like before, the model
is evaluated at the end of each daily batch of query modifi-
cations, but unlike the static experiments it uses the daily
data for updating its structure. This is essentially a con-
tinuous learning problem, where the domain model has to
continuously learn from (adapt to) temporal query modifica-
tion data. Again, we treat a model as superior over another
(possibly static one) if an improvement can be observed that
is significant.

3. DISCUSSION
The proposed methodology addresses one major weakness

of interactive information retrieval, in that it does not in-
volve users and is purely technical. However, the method-
ology cannot replace user experiments. One reason is that
we cannot assume that the selection of a query suggestion
will actually be successful in the sense that it leads to the
right documents or narrows down the search as expected. A
number of other issues remain. For example, we do not try
to identify which query modifications within a session are

actually related. We consider the entire session in this con-
text. This implies that even subsequent queries that are not
related are treated as a query modification pair, thus adding
noise to the data. Automatically identifying the boundaries
of sessions is a difficult task [2]. One of the reasons is that
a session can easily consist of a number of search goals and
search missions [5]. However, we assume that this noise does
not affect the evaluation methodology because: a) it is com-
mon for all evaluated models and b) no model can predict
an arbitrary, unrelated query modification from the initial
query. In other words, all evaluated models will perform
equally bad for such noisy query modification pairs. But
note, that the fairly simplistic fashion of constructing query
pairs can easily be replaced by a more sophisticated method
without affecting the general methodology proposed in this
paper.

Another issue is the question of how the presentation of
query suggestions might influence the users’ behaviour and
how different ways of presenting such query modifications
may affect their perceived usefulness.

4. NEXT STEPS
Our plan is to initially use the described methodology

to evaluate a number of adaptive algorithms using the log
data we have collected. We have already started conducting
experiments, following this methodology, for static domain
models as well as an adaptive model we have developed and
which has been shown to be effective in learning term asso-
ciations in a user study [1].
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[2] A. Göker and D. He. Analysing web search logs to
determine session boundaries for user-oriented learning.
In Proceedings of AH ’00, pages 319–322. Springer,
2000.

[3] K. Järvelin and J. Kekäläinen. Cumulated gain-based
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ABSTRACT 

Relevance assessment is a key aspect of information retrieval 

evaluation. For a typical web search engine, an editor will look at 

the search engine results page and judge if the results are 

relevant or not.  

For certain types of queries, those that are time sensitive, it is 

desirable to be looking at the search results as soon as the event 

is happening. Unfortunately, editors are not always available at 

the right time so it is difficult to assess relevance after the fact. 

This is, in particular, true in the case of real-time search: the 

need to be present observing the results otherwise the content 

maybe out of date. In this paper, we present the problem of 

gathering relevance assessments in the absence of temporal 

context and suggest a technique for addressing the problem. 

Categories and Subject Descriptors 

H.3.4 [Information Storage and Retrieval]: Systems and 

software — performance evaluation 

General Terms 

Measurements, performance, experimentation 

Keywords 

Real-time search, user feedback, relevance assessment. 

1. INTRODUCTION 
Situational relevance is often defined as a dynamic concept that 

depends on users’ judgments of quality of the relationship 

between information and information need at a certain point in 

time [2]. In the context of real-time search, time plays a crucial 

role.  

Micro-blogging sites like Twitter are currently being used as a 

communication channel to break out events or comment on 

current episodes. If the event is considered to be important like 

an annual entry in a calendar (Mother’s Day), a celebrity death 

(Gary Coleman), a major sports event (World Cup), or a finance 

crisis (Dow Jones), users would write at an incredible speed.  

For the user who is looking at this information, there is a 

perception that if new content (status updates from Twitter or 

Facebook, for example) appear rapidly on the page, then the 

results from the search engine have ―real-time‖ content. In other 

words, the effect is similar to observing a river: the flow is what 

makes it interesting.  

Previous research has shown that recent information is one the 

factors that that affect relevance judgments [3]. For real-time 

content, we are interested in timely (up-to-date) information. We 

can argue that another criterion for relevance evaluation is the 

temporal context of the content that gets broadcasted by the 

users. A related feature is the velocity at which the updates 

appear in the web page creating the real-time stream effect. 

Our goal is to use time data to reconstruct the situation or setting, 

for assessing relevance in the context of real-time search.  

Research questions:  

1. Does it make sense to assess relevance of real-time 

results? 

2. How can we simulate that effect in real-time search 

when people are assessing content offline? 

3. If so, how can we implement a solution? 

2. THE SLIDE-SHOW TECHNIQUE 
We simulate the interactivity of the stream flow by taking a 

number of screen captures every time interval t and replay them 

for the user. The idea is to use the slide show as an 

approximation of the stream. By adding a time-stamp, it is easy 

to see the content as it happened over time. Our approach is very 

similar in spirit to the stream-based/time-view for representing 

usage of a system [1].  

The implementation works as follows. The prototype issues a 

query to the search engine and captures a number of screenshots 

along with the timestamp during a time interval as parameter. 

Say that we would like to simulate the stream for 1 hour and 

capture a screenshot every 5 minutes. After one hour, we would 

have 12 images that are replayed in a web page so the editor can 

assess the content. 

We ask assessors to rate the slide-show content given a query, 

with the following scale: 

 Very interesting, relevant, and timely. 

 Relevant but somewhat old content. 
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 Not Relevant 

In the instructions we mention that relevance in our case means 

that the content is relevant and fresh. That is, the topic is 

discussed and has timely content. 

Figure 1 shows two screenshots for the query {Mother’s Day} 

captured on the day of the event (5/9/2010). The first one was 

captured at 7:23am and the second at 8:23am. Note that for the 

second screenshot, there is a tweet that says ―good morning …‖ 

at time-stamp 8:23am.  

In Figure 2, we show a couple of the screenshots for the France-

Uruguay World Cup game (6/11/2010). In this example, we 

started capturing the stream before the game to analyze what 

users were saying. As expected, people make predictions about 

the final score before the start of the match. Then, all the content 

is mainly about what’s going on during the game. In this 

example, our tool can be used to describe the match as it 

happened. 

 

Figure 1. Slide show for the query {Mother’s Day}. 

Figure 2. Slide show for the query {france uruguay}. 

3. EXPERIMENTATION 
To test our approach, we tried a number of examples that 

contained trending topics or highly volume queries. The goal was 

to collect feedback from the internal team and use it as proxy 

before using editors. Internal testing showed that people like the 

idea of watching the stream for two main reasons: 

1. Observe (and record) if the search engine is serving 

time-sensitive events. This has more to do with 

presenting updates that are relevant to the query in a 

timely manner.  

2. Watch how the link ranking changes over a particular 

period of time. For those queries that represent a 

breaking event, people would often share links. 

Exploring how those links appear and change over time 

in the results is also very useful. 

The internal feedback was helpful for understanding more if 

velocity plays an important role in relevance evaluation criteria. 

People like the notion of activity or dynamic data change in real 

time. Of course, that is true for events that have a high load of 

content.  

Other user feedback included a feature to replay the content at 

different speeds. Very much like fast forward or rewind, the 

internal team found it useful to debug certain behavior by 

pointing to a specific time-stamp 

4. CONCLUSIONS  
We presented a technique for simulating a stream of real-time 

results and make it available via a web page so human editors 

can assess the relevance giving the temporal context. Temporal 

context and velocity are important factors that can influence 

relevance. 

The prototype was deployed internally and provided insights on 

how people perceived relevance for real-time updates.  

People see the value of assessing real-time results. However, it is 

not clear what the best way is to test and/or evaluate this type of 

retrieval. We plan to continue refining our technique focusing on 

usage performance and metrics. 
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ABSTRACT
A user can explore a result document in various ways. In this
study we seek means to simulate a user browsing a result
document. The simulation starts when the user accesses a result
document and ends when the user leaves it. The outcome of a
simulated strategy depends on two facts: Did the user find
relevant information from the document, and how much effort the
user wasted while exploring the document?

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval – search process.

General Terms
Design.

Keywords
Focussed retrieval, simulated interaction.

1. DOCUMENT BROWSING
In many cases the text document as a whole is not needed to
satisfy the user’s information need. Instead, the relevant parts
embedded within the document need to be sought by the user.
Focused retrieval systems aim to provide a better access to the
relevant document parts. In any case, finding the relevant parts
requires browsing within the document’s content and clearly there
are numerous ways to do so. In addition the user may stop
exploring the document basically at any point.
The idea of this study is to form a general browsing model and
define the alternatives the user has in finding the relevant
information when exploring a single document. Based on the
model, the user interaction with the document content can be
simulated. Eventually, this study aims to contribute to the in
context tasks of INEX [2], where results are grouped per article.
The flow diagram in Figure 1 represents the user’s browsing
model within a document. First, the user accesses a document and
starts to browse. The browsing may simply lead either to reading
the document from the beginning or some other point. For
example, the user may utilize an interface providing e.g. guiding
gadgets to reach the expected best entry point. Nevertheless, any
browsing strategy will eventually lead to reading of some text
passage (or e.g. picture, if sought) and determining its relevance.
After assessing the passage’s relevance the user decides either to
read another passage or move to the next document (or e.g.

perform a new search). If the passage seems to completely fulfill
the users information needs, he or she leaves the document. On
the other hand the user may be bored and discover that there is no
(further) relevant material to be read. In case the user is still
willing to continue, he or she faces again the alternatives in how
to proceed browsing the document.

Figure 1. A flow diagram of a user’s browsing within a
document

2. USER SIMULATION
Next, we will present our consideration of simulating the user
within the presented model. The simulation starts when the user
accesses a result document and ends when the user leaves it.  At
this stage we do not offer any exact specification for the
simulation, or metrics to measure it. Instead, we define which
simulated user attributes affects the costs the user wastes when
exploring the document. Accordingly, in Figure 1 the user
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attributes (i.e. decisions) to be simulated are marked as diamonds
and the costs to be calculated as rectangles.

2.1 Simulated user parameters
Selecting browsing strategy. Right after the document access
and later, after assessing a passage1 and agreeing to continue with
the current document, the user decides how to proceed to the next
passage to be assessed. Depending on the user’s location and the
available navigational gadgets, the user has a finite set of
meaningful strategies to browse on.

Relevance. The relevance of a read passage is dependent on the
user’s valuations. However, in simulations, a recall base having
the relevant text assessed beforehand [3] could be used.
Principally, the degree of relevance may vary. If graded relevance
is used, different relevance interpretations are available.
Willingness to continue. In the event of a non-relevant passage
the willingness to continue is related to the concept of tolerance-
to-irrelevance (T2I) [4], where after the user exceeds some limit
of reading irrelevant material, he or she gets bored and leaves the
current document. The T2I may vary according to the user profile
or user interface (e.g. screen size [1]).
Enough. After reading relevant material, the user may assume that
there is still relevant material in the current document and wants
to continue exploring. This depends at least on the relation of the
document characteristics and the topic type. Namely, in fact
finding it is enough to find the first relevant passage and stop
browsing, whereas in e.g. information gathering the browsing may
continue.

2.2 Calculating costs
Browsing strategy. Simply reading on a document requires no
browsing costs (instead assessing costs), but using e.g.
navigational gadgets or performing a keyword finding requires
some effort, amount of which depends on the nature of the
selected strategy.

Assessing a passage.  A comprehensive reading of a passage
requires effort, which is related to the length of the passage and
also its relevance.

Quit. After seen enough, the user quits browsing the document.
The outcome of a simulated strategy depends on two factors:
Success: Did the user find relevant material from the document
and how much?
Cost: How much effort the user wasted while exploring the
document?
The amount of costs varies according to the simulated user
parameters and they consist of executing a browsing strategy plus
assessing the relevance of the consequential passage.
When it comes to the success, a non-relevant document should
not be rewarded, but even in the event of a relevant document, the
relevant content is not always reached, partially or at all. This is
because the user may stop reading the current document because
of satisfaction or T2I. The opposite case is that when all the
relevant content is read, the user is still seeking for more.

1 In this study the passage is not predefined, but it seems
reasonable that a passage should have a meaningful length
(literally).

3. DISCUSSION
A search process is a ternary relationship between the user, the
retrieval system and the user interface, which affects the browsing
alternatives. Therefore, the user decision driven process described
in this study is neither completely coincidental nor completely
deterministic and under some circumstances the alternatives can
be controlled. For example a small display restricts the number of
browsing alternatives; with such a device it is not meaningful or
even possible to use a flip through browsing strategy for a long
document.
Accordingly, in our previous study [1], we introduced the metrics
called localizing effort (LE) and character precision/recall (ChPR)
and justified our approach with a small screen scenario. For those
metrics, we considered T2I and reading order to be the modeled
user parameters. However, the user simulation was implicit and
simplified: the T2I was bond to the screen size and two generic
browsing strategies were introduced. The baseline (default)
browsing strategy was simply reading the document consecutively
from the beginning to the breaking condition, which was either
T2I or the end of the document. This strategy was compared to the
focused strategy, where the retrieved passages were read first in
document order.
Because of the space limitations, the ChPR and LE metrics are not
presented here in detail. In any case, while the metrics do not
assume any specific reading order of the documents, they can be
developed and adjusted to serve the varying simulated browsing
scenarios based on the model presented in this study. In addition
the lacking satisfaction attribute (Enough) as a breaking condition
can apparently easily, as was T2I, to be included to those metrics.
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ABSTRACT
In  this  paper we  propose using query and browsingbased  inter
action simulations  to  resolve some of  the discrepancies between
the  traditional  Cranfieldstyle  IR  evaluation  experiments  and
type of searching common in real life. We describe our approach
to  perform  simulations  (shortquery  sequences  based  on  proto
typical modifications) in test collections and suggest constructing
and utilizing databases containing a facet analysis to aid express
ing topical session strategies in simulations.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Selection process

General Terms
Measurement, Performance, Theory

Keywords
Iterative search process, sessionbased evaluation, simulation

1. INTRODUCTION
Valid study designs should  incorporate major factors of the phe
nomenon  explained.  In  traditional  test  collectionbased  experi
ments  the  user  is not  explicitly  modeled, and only  one  query  is
constructed,  typically  using  a  subset  of  terms  available  in  se
lected fields of a  test  topic  (e.g.,  title, description)  thus describ
ing  a  static  and welldefined  topic.  In  real  life,  on  the  contrary,
different  kinds  of  searchers  and  searching  situations  exist,  and
the  information  needs  may be  illdefined, dynamic and  difficult
to  express  [4].  Real searchers often prefer using very short que
ries  (only  12  keys)  [6,14];  try  more  than one query per topic  if
needed;  cope  by  making  minor  query  modifications;  browse  as
little as possible (not past the first 10 documents); and stop soon
after  finding  few  relevant  documents  [6,  7,  12,  14,  15].  Also
entirely  different  wordings  may  be used  in  real  life even by ex
perts  encountering an  identical  search  task. To resolve such dif
ferences  traditional  test  collectionbased  IR  experiments  should
be extended towards real life.  In this paper we suggest an exten
sion by utilizing (i) query and browsingbased interaction simula
tions, and (ii) traditional/extended test collections.

2. QUERY AND BROWSINGBASED
SIMULATIONS
Simulation  consists  of  experimentation  using  a  model  which
represents relevant features of the real world in a simplified form
[1].  We  assume  a  model  of  real  life  searching  where  the simu
lated  user  will  launch  an  initial  query;  the  IR  system  returns  a
ranked  list  of  documents;  and  the user will browse  some of  the
documents retrieved. At some rank point regarding any particular
query  the  user  will  stop  browsing  and  instead  launch  another
query (followed by browsing), or give up the session.
We  focus  on  users  who  prefer  short  queries  [6,  14,  16];  revise
their  queries  by  using  few  termlevel  moves  [17];  use multiple
query  iterations  [4,11];  select  different  wordings,  and  avoid ex
tensive  browsing  [3].  Our  research  question  was  to  study  how
effective are sequences of very short queries combined with im
patient  browsing,  compared  to  the  traditional  scenario  of  using
only  one  longer  query and patient browsing. To study  this  issue
we performed a simulation in [8] based on a user model.
We  defined  a  user  model  M=<R,  B,  SS>  where  R  denotes  the
requirement  for  document  relevance  (stringent  or  liberal  rele
vance  threshold), B denotes  the user’s willingness to browse (at
most  B  top  documents)  and  SS  denotes  a  set  of session  strate
gies. This simplified model explicates the independent variables
we  wanted  to  vary;  in  addition  there  are  also  other  attributes
which  could be  included (e.g.,  the  typical  size of  the query, and
the source of query terms). We restrict our attention to impatient
users – preferring short queries (in most cases 13 words), toler
ating limited browsing (10 documents per query, i.e., B=10), and
quitting  after  finding one  relevant  document  assuming  liberal
(R=1)  and  stringent  (R=3)  relevance  thresholds.  We used  three
session strategies  (S1S3)  in  the  experiments. Each  strategy de
termines a specific way to construct the “next query” in case the
previous  one  failed.  Terminological  moves  observed  in  the  em
pirical  query  session  data  by Lykke et al.  [10] were used to de
fine the following strategies (the ki stand for search terms):
S1: Sequence of oneword queries (k1>k2>k3>..)

S2: Incremental extension (k1 > k1 k2 > k1 k2 k3 >..)
S3: Varying the third word (k1 k2 k3 > k1 k2 k4 >..)
Having  these  strategies  formulated  we  turned  toward  a  TREC
test collection and asked two groups of test persons (students and
staff members of our institution) to suggest search terms for short
queries based  on  the  test  topics.  These  terms were used  to con
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struct  up  to  five  queries  for  each  topical  session.  The  baseline
strategy S4 was one verbose TRECstyle query, in which case at
most top50 documents were examined by the simulated user, in
chunks of 10.  The short query sessions turned out to be surpris
ingly effective. The short queries were inferior if only one query
per  topic  is  assumed,  but  they  made  sense  as  sequences.    For
example, S1 was successful  (i.e., P@10>0)  in more than half of
the topics after only three singleword queries were tried out [8].
We only studied a  limited number of prototypical session strate
gies (S1S3) while in real life further strategies may be used and
different  types  of  terminological moves may be  mixed.  Another
limitation in the simulation was that we used a limited number of
search  terms.  Therefore  it  would  be  desirable  to  (i)  recognize
further  session  strategies  and  (ii)  explore  their  effectiveness
based on a larger set of terms.  We will describe this issue next.

3. EXTENDING TEST COLLECTIONS
Constructing queries by using only the  terms in  the fields of the
topic descriptions of test collections is inherently limited.  In real
life different query sequences are expected.  The intention of [8]
was  to  expand  test  collectionbased  evaluation  toward  multiple
query  sessions.    However,  the  idea  can  be  extended  further.
First,  the  topic  descriptions  can  be  the  target  of  intellectual
analysis  by  test  searchers  in  a  (simulated)  task  context  [5]  who
suggests various query approaches and provide searcher warrant.
Secondly,  to guarantee terminological and conceptual exhaustiv
ity  and literary  warrant,  a  facet  analysis  can  be  performed  to
relevant documents so that the facets and their linguistic expres
sions in relevant documents are recognized. In fact, this has been
performed by a group of UTA researchers for one test collection.
The end result is a structural description of the concepts, concep
tual relations, and their expressions in relevant documents. Such
a  description  covers  the  possible  “terminological  worlds”  rea
sonably  available  for  the  simulated  searcher.  The  data  can  be
used  in  simulations  to  systematically  study  the  effectiveness  of
various session strategies (e.g., how successful is it to move from
expressing  the  most  specific  facet  “[A]”  to  expressing  pairwise
facets  “[A]  and  [B]”  using  available  expressions a1,  a2, b1,  … ).
The  effectiveness  of  searcher  warrant  and  literary  warrant  que
ries and of their  intersection queries may also be studied.  In [9]
we discuss a graphbased method to explore short query sessions.

4. CONCLUSION
Figuring out good query terms, combinations of terms, and iden
tifying  which  moves  are  effective  between  differently  behaving
queries  is an important  research task which cannot be answered
if  queries  are  not considered  as sequences.  We  suggest  that  the
effectiveness  of  interactive  searching  could  be  studied  in  test
collections by simulating users having variying behavior proper
ties  (e.g.,  different  preferences  regarding  how  to  construct que
ries,  how  to  browse,  what  kind of search result  is  required, and
what kind of limitations the simulated searcher sets regarding the
interactive  searching  process  itself,  e.g.,  the  number  of  itera
tions).  This approach may help resolving the disparity of the real
life  searching  observed  and  some  implicit  assumptions  of  the
traditional test collectionbased evaluation.
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ABSTRACT
This paper briefly describes an approach to IR evaluation
by simulation of visual information retrieval. The approach
to simulation described here is an extension to the labora-
tory model of IR evaluation, permitting also the evaluation
of usability aspects of a visualization-based IR-system nor-
mally not supported by the original model. The core idea
is the modeling of a 3D scene as a linear ranked list, and in
addition paying attention to spatial locations of documents.
Users are modeled through scenarios of navigation in the
scene, with test collection queries that represent user needs.

Keywords
Information retrieval, Visualization, Evaluation, User simu-
lation

1. INTRODUCTION
Within the Uexküll approach [4], a corpus of documents

is organized as a multidimensional vector space (with di-
mensionality K) consisting of spatial representations of all
documents and index terms. This is brought about by Multi-
dimensional statisitcs (with LSI as an example). The vector
space is rotated [3] so that the coordinate axes (dimensions)
are interpretable. Simply stated, interpretability means that
documents and terms that have high valued coordinates
along an axis, are pertinent to this axis, and the higher the
value the greater the pertinence. Such a vector space we
term a data organization.

In a retrieval situation a user is presented with a list of
all K dimensions, each represented by a meaningful name.
These can be seen as constituting concepts. The user chooses
the three dimensions that best represent his information
need. A three dimensional (3D) scene, with the chosen di-
mensions as axes, is extracted. The scene contains spatial
representations (droplets) of the terms and the documents
that the system finds relevant to the information need. As
for the entire space, each one of the dimensions (axes) in
the scene also represents a constituting concept, and, ide-
ally, documents pertinent to a concept will have large coor-
dinate values along the axis representing this concept, the
larger the coordinate value, the greater the pertinence. This
opens for navigation in the directions of concepts. Uexküll
supports two levels of navigation:
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level 1 navigating within a scene: moving in the scene in
meaningful directions, viewing and selecting documents
encountered on ones way,

level 2 changing scenes: selecting different combinations of
dimensions, downloading new scenes in which level 1
navigation may be pursued.

Choosing among concepts the names of which are provided
by the system, and subsequently navigating in the scene,
frees the user from typing keywords that may or may not
match the vocabulary of the system.

Our approach, described below, attempts to mimic users’
pursuit of these navigation levels so as to measure the po-
tential performance of different data organizations.

As the scope of this paper prohibits detailed presentation
of models and results, we refer the interested reader to [4]
for results as well as details of measures and models.

2. EVALUATION BY USER SIMULATION

2.1 The main idea
For the evaluation we are transforming a 3D layout (in

which documents do not have any inherent order) that rep-
resents a retrieval choice made by a user, into a linear ranked
list, where documents’ RSVs (retrieval status values) are
derived from their extensions along the axes. In line with
traditional IR evaluation, we seek to measure the quality
of the resulting ranking. As an extension to the traditional
approach we also wish to measure the organization’s support
for the relevant documents to stand out in the visualization,
having useful visual separation from the non-relevant ones.

Our data organizations are multidimensional transforma-
tions, possibly rotated, of a term document matrix. The
quality of an organization depends on the different steps in
the transformation: the decomposition (the statistical re-
duction methods), the dimensionality of the resulting space,
and the rotation algorithm applied. Different combinations
of these components will render organizations with various
properties. The simulation based evaluation attempts to
find out the following about each data organization:

• to what extent it makes relevant documents appear
further out on axes than non-relevant documents;

• how clearly it separates relevant documents from non-
relevant ones, so that the relevant documents are not
shaded or obscured.

The main idea here is the evaluation of downloaded scenes
as best match systems, using a test collection with a set of
queries, each having a ”recall base” of documents judged rel-
evant. Here, traditional measures of partial match IR play
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a central role. Into this evaluation we wish to incorporate
some aspects of the user interaction, doing so through spe-
cially devised measures.

2.2 Simulating users through scenarios
As already indicated, our simulation approach is meant

to extend the scope of the laboratory model, characterizing
some of the parameters affecting the interaction with a vi-
sualization based retrieval system. The user simulations are
based on letting topics from the test collection mimic ”infor-
mation needs”, and retrieving documents in pursuit of such
a need. User simulation refers to the following process:

1. Representing user needs by queries (topics). Each query
has a recall base.

2. Decomposing the query into its constituent terms and
finding the centroid of all vectors representing the terms
in the multidimensional data organization.

3. Generating a 3D representation that draws on the three
axes on which the centroid has the largest coordinate
values.

4. Using a model to transform this 3D representation into
a unidimensional configuration that mimics a ranked
list of retrieved documents.

5. Evaluating this ranked list against the recall base of
the query, using both traditional and novel measures.

6. Repeatedly substituting axes in scenes to represent
each of the terms of the query - mimic level 2 navi-
gation (see Section 1).

We developed two scenarios: simulation scenario 1 is sim-
ple, mimicing an instantaneous interaction with a retrieved
scene, corresponding to steps 1 - 5 above, and simulation
scenario 2 which is more elaborate, incorporating also step
6, thereby mimicing a process where the user navigates along
axes and shifts scene.

2.3 Models and measures
To pursue step 4 above, two different models for trans-

forming the scene into a ranked list were attempted [4]. Such
a model provides us with a combined axis that represents all
three axes in the scene, along which each document is rep-
resented by a loading (coordinate value). For step 5, we
used traditional ranked list measures as well as the specially
devised Separation Rewarded Exposure (SRE) and Separated
Rewarded Precision (SRP). Both are summary measures cal-
culated for each relevant judged document, and averaged to
obtain a query score. Though the detailed mathematics of
the measures are beyond the scope of this position paper,
a summary is provided below. For each relevant document,
ri, SRE equals an exposure component (the fraction of the
non-relevant documents along the combined axis that are
ranked lower than ri) multiplied by a visual separation re-
ward, sri = fri(1−fn) where fri is the relative loading of ri

along the combined axis and fn is the average loading of the
nonrelevant documents. SRP combines, for each relevant
judged document, a precision component and a multiplica-
tive visual separation reward that, this time, takes all doc-
uments ranked below ri (not only nonrelevant as for SRE)
into account.

SRE and SRP aim at predicting the actual usability of a
data organization that scores high by the ranked list mea-
sures above. SRE attempts to model a user in search of very
few (possibly known) documents, terminating the search
upon finding a relevant document without regarding other

(possibly relevant) documents. SRP looks at each relevant
document as a part of a ranked list, and rewards ”isolation”
above neighboring documents, relevant or non-relevant. In-
spired by [1, p. 15] The measures are also an attempt at
gauging how well the data organizations behind an Uexküll-
based system serve two types of users. SRE represents the
”casual” user, in need of a factual answer or a single known
item, and SRP represents the more ”thorough” user, e.g.
performing a literature study.

3. CURRENT STATE
As already mentioned, the goal of this paper has not been

to present details, and this goes also for results. The ef-
fort described here is work in progress. The results so far
demonstrate the superiority of rotated organizations in rank-
ing documents correctly along axes, which, being in harmony
with what could be expected, serves as a temporary valida-
tion of the approach.

The measures described here are still short of emphasiz-
ing differences between different data organizations in sup-
porting different kinds of users, so here, additional effort is
required regarding measure development.

So far we have been experimenting with dichotomous rele-
vance judgements. Experiments with graded relevance judg-
ments will be a necessary step to see how well the simula-
tion approach brings out differences between highly relevant
and moderately relevant documents. Here graded relevance
judgments will be invaluable (see e.g. [2]).

4. CONCLUSION
The goal of this paper has been to present a novel eval-

uation approach to the visualization and navigation within
multidimensional data organizations. The evaluation uses
a model of a 3D scene, represented as a linear ranked list,
combined with user simulations. In this way the evaluation
can draw on the traditional laboratory model, augmenting it
with some aspects of usability. We have used the evaluation
method to demonstrate the superiority of rotated SVD or-
ganizations over non rotated in rendering axes interpretable
for purposes of visualization / navigation, indicating also the
effect of dimensionality. Tests with real users will be nec-
essary for a comprehensive evaluation of an Uexküll-based
system. We believe, however, that the presented evaluation
approach may be handy in rendering user tests of such sys-
tems (and possibly also system based on similar approaches)
less resource demanding and more focused.
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ABSTRACT
Visualization by projection or automatic structuring is one
means to ease access to document collections, be it for explo-
ration or organization. Of even greater help would be a pre-
sentation that adapts to the user’s individual way of struc-
turing, which would be intuitively understandable. Mean-
while, several approaches have been proposed that try to
support a user in this interactive organization and retrieval
task. However, the evaluation of such approaches is still
cumbersome and is usually done by expensive user stud-
ies. Therefore, we propose a framework for evaluation that
simulates different kinds of structuring behavior of users, in
order to evaluate the quality of the underlying adaptation
algorithms.

Categories and Subject Descriptors
H.3.3 [Information Systems]: Information Search and Re-
trieval

General Terms
Algorithms, Measurement, Performance, Design, Reliability,
Experimentation, Human Factors

Keywords
User Adaptivity, Evaluation, Information Organization, In-
formation Retrieval, Information Exploration

1. INTRODUCTION
In many domains users are interested in information that

they cannot clearly specify, e.g. by some keywords, and
therefore they would prefer to use methods that support
interactive organization or exploration of the information
collections of interest. For example, a journalist might be
researching the background of his current article or someone
might look for new music that fits his taste. In such every-
day exploratory search scenarios, usually large data collec-
tions are accessed. Visualization by projection, e.g. using
dimensionality reduction methods, or – flat or hierarchical
– structuring are means to ease these tasks. These meth-
ods are especially beneficial, if the visualization reflects the
user’s personal interests and thus is more intuitively under-
standable.

Copyright is held by the author/owner(s).
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However, except for the user’s own collections, personal-
ized structuring is not generally available. Meanwhile, sev-
eral approaches have been proposed to tackle this problem,
see for example [1, 3, 4, 5]. Unfortunately, the evaluation
of the performance of the different methods is still a quite
challenging task, which is usually done by time consuming
and expensive user studies. Besides the problems of design-
ing and evaluating a user study appropriately, it is difficult
to compare the outcome of different studies for different in-
terfaces, since very often the goals of the study, the study
design and the selected user groups differ quite significantly.

In the following, we propose a framework to tackle these
evaluation tasks at least for a subset of interfaces: We focus
on approaches that combine the visualization of the aggre-
gated or pre-structured content of a collection with a method
to interactively change the class/tag assignment and/or the
location of the object in the visual interface.

2. SCENARIO
Assume we have a user-adaptive retrieval system that is

able to automatically structure a document collection, e.g.,
using a self-organizing map or a (hierarchical) clustering
algorithm. The task of the user is to organize the collec-
tion such that it reflects his personal organization criteria.
Therefore, first an initially unpersonalized structure is cre-
ated which provides an overview of the collection. The user
can then interact with this representation, e.g., search and
access objects and move objects in the visualization that he
feels should be located elsewhere. From this user interac-
tion, an individual representation should be learned – e.g.,
by metric learning or learning of a simple feature weighting
scheme for similarity computation [2, 3] – that represents the
user’s organization preferences. The process is assumed to
be continuous, i.e. the collection visualization is iteratively
adapted until it meets the user’s structuring preferences.

2.1 Evaluation Approach
In order to evaluate such a setting, we have to simulate the

way a user is selecting and moving objects. Furthermore, we
have to define a target structure or projection – the ”ground
truth” – that we would like to obtain. One way to do so is
to use a structure or projection that would be automatically
derived by a (hierarchical or flat) clustering or projection
process and to add ”noise” features to the objects that dis-
turb the structuring algorithm1. As a result of the added

1 We have to ensure that the ”noise” features induce a ran-
dom structure in the collection that is not ignored as noise
by the adaptation algorithm. See [6] for detailed discussion.
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noise, the structuring of the objects differs from the ground
truth which represents the simulated user’s point of view.
Changing the amount of noise (e.g. the number of noise
features) controls the difference between the initial and the
desired structuring and thus the difficulty of the adaptation
task. The adaptation process can be described as follows:

modi fy o b j e c t s by add ing random f e a t u r e s
compute v i s u a l i z a t i o n on mod i f i e d o b j e c t s
r epeat

s e l e c t an o b j e c t o to be moved
s e l e c t new p o s i t i o n c ( p l a c e or c l u s t e r )
move o to c

u n t i l o needs or cou ld not be moved

Iteratively, the user selects an object and moves it to the
best position according to his ground truth similarity mea-
sure (i.e. ignoring the artificial noise features). The adapta-
tion algorithm then updates the feature weights. This pro-
cess is repeated until the selected object could not be moved
because it is already at the desired position or due to pos-
sible limitations of the adaptation algorithm. Ideally, this
should force the adaption process to finally ignore the arti-
ficially added noise features. This could later be analyzed,
together with the quality of the finally obtained visualiza-
tion, for which the one obtained without the noise features
is the ”gold standard”. What remains to be done is to make
sure that the simulated user behaves like a real user. Since
we usually have to consider different kinds of user behavior,
we have to simulate different prototypical users by changing
selection and moving strategies.

2.2 Example
In the following, we assume a classification scenario, e.g.,

objects are assigned to categories (cells) obtained by a self-
organizing map, which is interactively visualized. Different
selection strategies can be applied for user specific selection
of changing the assignment of objects to clusters or tags:

1. Greedy selection of cell and object: First, the cell with
the lowest average pairwise (ground truth) similarity
of the contained objects is chosen for further investi-
gation. Within this cell, the object with the lowest av-
erage pairwise (ground truth) similarity with all other
objects in the same cell is selected to be moved.

2. Greedy selection of cell and random selection of object:
The cell is chosen as in the previous scenario. However,
an arbitrary object is selected from this cell.

3. Random selection of cell and greedy selection of object:
Here, the cell is chosen randomly whereas the object
to be moved is selected from this cell by the greedy
selection approach used in scenario 1.

4. Random selection of cell and random selection of ob-
ject: In this scenario, both, the cell and the object to
be moved from the cell, are selected randomly.

Note that scenario 3 appears to be the one that comes clos-
est to the real use case where a user does not look into all
cells before picking an object to be moved but within a spe-
cific cell tends to select the object that fits least into the cell
according to his preferences. An overview of the different
selection strategies is given in Table 1. We successfully per-
formed a first experimental evaluation of such a strategy for
the evaluation of an interactive retrieval system that makes

Table 1: Overview of cell selection strategies.

cell selection

greedy random

ob
je

ct
 

se
le

ct
io

n

greedy scenario 1 scenario 3

random scenario 2 scenario 4

use of a growing self-organizing map for structuring a text
document collection [6]. A second evaluation was done for a
prototypical music retrieval system [7]. Both studies could
prove the usefulness of the proposed approach.

3. DISCUSSION
We proposed a framework for evaluation of user adaptive

systems for information organization that simulates different
kind of structuring behavior of users, in order to evaluate
the quality of the adaption algorithm. Even though the
proposed framework is quite general, it leaves a lot room
for improvement. For example, the so far proposed user
strategies for object selection are only object for crisp object
classification and do not yet explicitly consider visualizations
where the distances between objects in the projection are
relevant.
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