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1 INTRODUCTION

Aerial swarms have the potential to change how we conduct disaster management. In search and rescue operations,
they can be deployed to locate and identify casualties faster than a single drone or manual search by human teams.
Aerial swarms can be used to deliver life-saving supplies to remote and difficult-to-reach areas simultaneously
in the aftermath of a natural disaster. Therefore, aerial swarms have the potential to be an essential part of the
human response team. Such operations will consist of human-swarm teams working together to achieve mission
success. However, a major challenge with deploying aerial swarms is the issue of resource allocation. In practical
operations, the human swarm team will have only a limited number of unmanned aerial vehicles (UAVs) available
to deploy in their mission. Therefore, knowing exactly how many UAVs are needed for the mission to succeed
at any point in time is crucial. This ensures the efficient distribution of the limited resources to where they are
needed in advance or the early re-tasking of some resources during the mission in real-time as events unfold or
as the mission conditions change.

Studies in human-swarm interaction (HSI) have identified essential prerequisites for the successful operation
of aerial swarms [16]. For systems relying on human supervision and intervention, a critical requirement for the
smooth operation of the swarm is the efficient timing and selection of relevant data provided to the operator. [23]
proposed a predictive formal modelling (PFM) technique to estimate the mission success at runtime. PFM can be
used to inform the swarm operator about the crucial information required to make appropriate decisions in order
for the mission to be successful. In this paper, we integrate PFM into the Human And Robot Interactive Swarm
(HARIS) simulator [25] to provide human swarm operators with real-time mission and swarm status updates,
along with predictions of mission success. The goal is to assess the usability, impact on workload, and impact on
performance as a result of the added information provided by the PEM feature via a user study. We previously
showed that PFM increased performance without affecting workload or the system’s usability through a user
study with 60 participants [2]. We extended our previous research by recruiting another 120 participants and
introduced an alternative prediction model, the bounded random prediction model (BRPM) to further test and
validate our findings and to understand the impact of PFM on human-swarm interaction. We conducted more
experiments focusing on two new comparisons. Firstly, BRPM was compared with the No-PFM condition using
60 participants. Secondly, we compared the BRPM condition against the PEM condition with the remaining 60
participants.

The next section of this paper discusses relevant related works in human-swarm interaction, swarm verification,
probabilistic model checking, and multi-agent pickup and delivery. The system model section presents the two
prediction models PFM and BRPM. The methodology section describes our user study and consists of subsections
focused on the study scenario, task, and procedure. The next section after this is the result and analysis section.
The results are presented in three parts: the result of Experiment 1, Experiment 2a, and Experiment 2b. This is
followed by a discussion of the major findings and then the conclusion.

2 RELATED WORK
2.1 Human-Swarm Interaction

The combined factors of the limited ability of autonomous robots to perform complex organisational tasks within
a swarm, and the moral and multifaceted decisions that must be made during a search and rescue operation
make it appealing to pursue a human-in-the-loop system; one that has a human (or humans) continuously
involved with the swarm. This can take multiple forms such as direct supervisory control via tasking agents [29];
control of leader agent that others follow [53]; abstract influence via beacons placed in the environment [29].
Including a human in the decision-making process of an autonomous collective often improves performance
and speed [17]. In most cases, the intention is to reduce the perceived complexity of the swarm via interface
data or external information such that the human can perceive the swarm as a single entity, thus their cognitive
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workload (which typically scales with the number of agents) is controlled. This would allow a single human to
control a large number of robots in a manner that would otherwise be impractical, offering the advantage of
human decision-making and moral oversight at every level of the operation [30].

In one related study, Abioye et al. [3] investigated how swarm operators’ performance is affected when the
user interface presents low-quality data compared to high-quality data due to communication issues. The study
showed no significant difference in the two conditions in terms of the operator’s performance, however, the
operator’s trust was significantly higher in the high-quality data condition. Schneiders et al. [48] indicated the
demand for studying non-dyadic human-in-the-loop system configurations, such as that presented in this work.
Hunt et al. [25] proposed a method of dynamic re-tasking and triage based on operator feedback as well as the
HARIS simulator, a browser-based platform that was specifically designed for human-in-the-loop multi-agent
and swarm robotics experimentation. HARIS is a successor of HutSim [45] which was designed with a specific
focus on usability by consulting with industry experts to model not only their typical command structure but
also make it operable as a digital twin with multiple operators and real-life or simulated UAVs'[49]. Building on
its predecessor, HARIS was further tailored to its use case derived from interviews with drone pilots [44] and
swarm experts [42] to make the platform as usable and realistic as possible while maximising the ease of use
for multiple human operators [49], making this simulator a useful tool for the investigations on human-swarm
simulations. We extend the existing work by investigating the effect of providing the operator with the estimated
completion time and cost based on a predictive formal model.

In addition, several studies discussed the role of calibrated trust for safe and effective human-swarm partnerships.
For instance, in [28], the researchers pointed out a few incidents where undertrust of the operators towards the
autonomous systems and how they led to catastrophes. On the contrary, over-trust can lead users to favour robots
over human intuition or recommendation which can also be dangerous [9, 46]. These results call for designing
human-swarm interfaces with a calibrated trust goal in mind [41]. Another important factor in human-swarm
interaction is measuring operator workload. The NASA TLX [24] is a common tool used to assess workload
in human-swarm interaction [12] and in human-robot interaction research [55]. The NASA TLX method of
measuring workload agrees with other objective methods such as EEG [40]. Therefore, the NASA TLX was used
in this study to measure workload.

2.2 Swarm Verification

Formal methods, e.g. model checking, have been applied in previous studies to verify swarm systems, such as the
satisfaction of emergent behaviours [32], the analysis of security requirements in unbounded swarms [10] and
the reasoning about fault tolerance in probabilistic systems [37]. However, none of these approaches can give
guarantees after deployment. A close approach to ours is runtime monitoring [5], where pre-constructed monitors
are used to analyse the system execution traces that are generated at runtime against formal specifications [20].
These monitors can evolve with system dynamics, such as the size and topology, but cannot reason about swarm-
level specifications, like the human-swarm interactions, where finite observations are not sufficient. Instead, Gu
et al. [23] propose a framework to integrate runtime modelling [8], that has been deployed in system reasoning
for unforeseen situations during execution [7], with formal methods and focus on formal runtime modelling.
Quantitative formal models can provide predictions, and this has been used at design time, e.g. for predicting
failures and service availability of components [14]. In this work, we improve the accuracy and efficiency of
an existing model [23] and implement PFM at runtime, to predict the feasibility of human-swarm missions (i.e.
estimated completion time) and evaluate its effect on calibrating the trust of human operators.
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2.3 Probabilistic Model Checking

Similar to [23], our swarm scenarios are modeled as (labelled) continuous-time Markov chains (CTMCs) which
are analysed through probabilistic model checking. A CTMC is a triple: C = (S, R, L), where S is a finite set of
states with a designated initial state; R : S X § — Ry is a rate matrix and consists of a set of non-negative
real numbers; and L : S — 247 is a labelling function and assigns to each state in S a set of L(s) of (A)tomic
(P)roposition (AP) that are valid in the state, e.g. s > {failure}. The transition rate matrix R assigns rates to each
pair of states in a CTMC and represents the likelihood of transition between these two states in real time. A
transition can only occur between s and s” if R(s,s”) > 0 and, by default, the probability of this transition being
triggered within ¢ time units satisfies an exponential distribution and equals to 1 — e R($)°¢,

We build our CTMC models using the PRISM modelling language [33] that provides a model checker to
quantify all possible system behaviours, e.g. querying the probability a system will succeed. Such properties are
specified in Continuous Stochastic Logic (CSL) [4]. CSL is a temporal logic with probabilistic operators including
the eventually F ¢ temporal operator that specifies, for all paths, we eventually reach a state where ¢ is true.
In PRISM, properties can be quantified through an operator -, [ ¥ ]. It determines the likelihood that a path
exists where ¥ is true. As suggested in [23], for large swarm models, statistical model checking (SMC) [54] can
effectively sample the model space through repeated simulation resulting in a timely performance without a
significant cost to accuracy. SMC is supported by the built-in discrete-event simulator in PRISM.

2.4 Multi-Agent Pickup and Delivery

An important emerging application of multi-agent systems research is that of package delivery — using au-
tonomous robots such as UAVs to transport packages from a local warehouse to their final destination (the “last
mile”) [6]. Such a scenario can be formulated either offline, where the task and agent sets are known from the
outset [36], or online where the new agents, or more typically new tasks, are added at runtime and the swarm must
accommodate and re-plan on-the-fly [15]. Developments in this area include careful design of the environment
such as the interior of the warehouse in which these agents operate [47] as well as dynamic transfer of packages
between agents [38]. Other works have included hybrid human-robot teams in warehouses, the “cobot” model,
where robots must carefully work around humans without causing accidents [22]. Autonomy of agent behaviour
is common in almost all works in package delivery, making it an appropriate usecase for a human operator
monitoring the swarm and having a more abstract influence on the mission than they might in other tasks.

In this work we model a package delivery problem where the operator monitors a small swarm of agents which
must perform 40 delivery tasks. The agents autonomously allocate themselves, collect packages from the hub
where they start, and deliver them to the task locations. Each agent can only carry one package at a time, and
agents each have a battery which decays and causes them to return to the hub to recharge if critically depleted.
The operator can observe the mission and can alter the size of the swarm by adding or removing drones using
two buttons. When the user clicks to add a drone, a new drone appears at the hub and allocates itself. When the
user clicks to remove a drone, the next drone to reach the hub is removed. The mission is successfully completed
when every package has been delivered.

3 SYSTEM-MODEL
3.1 Predictive Formal Model

We adapt the mission feasibility model of [23] to determine the probability of success for a set of delivery tasks
and a group of UAVs. The model uses Continuous-Time Markov Chains (CTMC), and is built using the PRISM
modelling language. Key elements of the model include:

e The 2D environment is discretised into 8 spatial regions, with UAVs always in a specific region.
e UAVs move through regions to their task location, and then follow a similar route back to the hub.
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e Each UAV’s battery level is discretised into 5 values: full, high, mid, low and critical. UAVs with critical
batteries need to be recharged at the hub before re-joining the group.

o All parameters, including UAV movement rate, battery draining rates outside the hub and the recharging
rate in the hub, are aligned with the HARIS simulator parameters.

Figure 1 illustrates the different elements of the final CTMC!. When a UAV is assigned a task, it moves upwards
through regions towards the task location. On the way back, it rotates and moves downwards through regions
(see Figure 1a). While UAVs are outside the hub, their battery drains from full — high — mid — low — critical.
A UAV with critical battery needs to return to the hub to recharge (see Figure 1b). The runtime implementation
allows the initial states, including the initial locations and battery levels, to be the current states of UAVs. In other
words, the Markov process can start from any state and transitions will follow the same manner.

We have tailored the original model to fit our user study. The background failure in each region is removed to
relieve participants’ stress from the unexpected loss of UAVs. We conducted pre-studies and found the distribution
of the UAV dynamics in real-time is not exponential (as a CTMC assumes). For a more realistic model, we use the
Erlang distribution and implement the Erlang-k law [19] to represent a smooth transition delay in CTMCs. It is
obtained by reforming the state transition to a series of k-step transitions with the exponential rate X, where
t is the transition time. As suggested in [13], we use k = 4, as illustrated in Figure 1c, for a good compromise
between an accurate approximation and the computational overhead introduced by this technique.

(b)

/—\\ /—\\ /—\\
s ip 1= 21y iy + Ay iz I S
\\f/ \\’/ \N//

(©

Fig. 1. Partial CTMC: (a) the UAV movement is modelled as transitions between regions rp,, where n € [0, 8] and rg is the
hub, with corresponding movement rates A" and the rotation rate 1”; (b) the battery drainage is synchronised with draining

A
rates A4 outside the hub.and the charging rate A€ in the hub; (c) for each transition s — s in (a) and (b), intermediate states
i k—1 are introduced to implement the Erlang-k law with transition rates k - A. In this case, we use k = 4.

We use the following time-bounded property to predict mission feasibility:
Py [F=" all delivered | (1)

It calculates (=») the probability () that all delivery tasks are accomplished eventually (F) within time T. We apply
SMC to approximate the probability through repeated simulation of the mission feasibility model. A previous
study has shown that SMC can achieve a timely prediction without a significant cost to accuracy [23].

The final CTMC combines and synchronises these elements to create a single state space with appropriate transition rates.
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We integrate our (meta) model with HARIS to perform modelling at runtime as shown in Figure 2. This follows
a similar process to [23], but with the Sim2PRISM middleware directly embedded in HARIS. As the simulation
runs, HARIS constructs the model instantiations directly and, in parallel, calls PRISM to run the analysis. Instead
of showing the probability of success directly, which might be difficult for participants to interpret, we consider
the feasibility over different time intervals (i.e. T in Eq. 1) and give an estimated completion time as the time
when the probability of success reaches 0.99, as shown below.

tpred = tcurrent + Tp=0.99 (2)

where tp,¢q is the completion time predicted by the PFM model; tcyrrens is the current time; Tp—.99 is the exact
time delay from the current time when the probability of success reaches 0.99. Additionally, we implement
what-if scenarios and follow the same calculation to give the participants extra information on the effect of
adding/removing a UAV before making a decision.

3.2 Bounded Random Predictive Model

The introduction of an assistive interface component may result in a placebo effect, where the user’s belief in the
efficacy of the assistive tool increases their confidence, trust, or possibly their performance [31]. The prevalence
of this effect in interactive interfaces is well established [52]. In our previous work, we compared only PFM
and no PFM (2], and so we developed a Bounded Random Predictive Model (BRPM) to compare the impact of
inaccurate and misleading predictions on the objective performance and subjective experience of the human user,
when compared with PFM. This method does not use formal modelling and instead randomly predicts, giving
similar-looking results that are erroneous. This allows us to test the impacts of a “good” model compared to
a “dummy” one, and delineate the effects of PFM versus the effects of any indicator’s presence. The equation
describing the BRPM model is given below:

tpred = teurrent + Trand>  Trand € [200’ 400] (3)

The predicted completion time ¢,,.4 of the BRPM is a random time T,,,q uniformly sampled from interval
[200,400] seconds and added to the current time #,ren;. This means that each time the model is used to predict
the completion time, a different random ¢4 is chosen, and added to the tcyrrens When it is called. This means
that adding and removing drones, or new updates being triggered by time has a completely random effect on the
prediction, so the user does not typically see the estimated completion time reduce when a drone is added, or
vice versa. BPRM always predicts some time (minimum 200 seconds) into the future, and never sooner. Even if
there is only one task remaining, the model will erroneously predict several minutes until completion.

This provides initially believable results to the user that are commensurate with the actual model. As the
experiment goes on, BRPM estimates erratically into the future. The expectation is that users will believe this
prediction, causing them to potentially add unnecessary drones or remove required ones. After a short while it
will become increasingly clear to an attentive user that their actions are having no effect on the predictions, and
that the predicted finish time is creeping into the future. At this point, if the users are over-trusting the model,
they will be likely to fail, as they believe the incorrect prediction. However, if the users are cautiously using the
model but paying attention to its updates and the situation on the map, then they will likely lose trust in the
prediction and ignore it.

4 METHODOLOGY

We conducted three within-subject user studies, each with 60 participants as shown in Table 1 and Table 2.
The participants in each experiment were divided into two counterbalanced groups, A and B, to eliminate the
learning effect. We recruited a total of 180 participants (113 female, 65 male, 2 non-binary, average age: 35.9, all
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participants were above 18 years old). All participants were recruited through Prolific?®. 63% of participants had
at least a bachelor’s degree, 71% reported average or above computer expertise, and 31% were familiar with UAV
or swarm robotics (although only 3% reported first-hand experience). As the tutorial, the scenarios, as well as the
questionnaires were presented in English, all participants were recruited from the US and the UK. Participants

were rewarded with £9 Prolific credits. The average study duration was 33.6 minutes.

Table 1. First experiment with two counter-balanced groups.

Experiment | Group | Scenario 1 Scenario 2 #
. A No Prediction (No-PFM) | Formal Prediction (PFM) | 30
B Formal Prediction (PFM) | No Prediction (No-PFM) | 30

Table 2. Second experiment to further investigate findings in the first experiment by introducing BRPM.

Experiment | Group | Scenario 1 Scenario 2 #
24 A No Prediction (No-PFM) Bounded Random (BRPM) | 30
B Bounded Random (BRPM) | No Prediction (No-PFM) 30
- A Bounded Random (BRPM) | Formal Prediction (PFM) 30
B Formal Prediction (PFM) Bounded Random (BRPM) | 30

4.1

Simulation Environment

We modelled a swarm of drones and their control system'using the HARIS platform. This is a webapp-based
simulator which models large numbers of agents in a Google Maps environment. The simulation engine runs
on a server which is accessed by the user through a standard web browser. The user’s interface is updated and
their commands are sent using REST API; the user’s view and control are both handled in real-time. Drones in
this configuration of the simulator perform a simple behaviour based on centralised best-first task service (any
free drone is allocated to the closest task), with tasks being represented by points on the map [25]. This platform
allowed quick integration of the modelling as well as logging of the user actions and the ability to perform our
study online through the cloud. Each drone’s movement is tied to the real-time simulation loop and is based on a
simple physics engine, so the velocities, turn speeds, and battery decay are analogous to real robots.

4.2 Scenarios and Interface

To investigate the impact of predictive formal modelling (or its absence), we developed three distinct conditions:
PFM, no-PFM, and BRPM. While the task was the same regardless of the condition experienced, the information
regarding the completion of the mission which was provided to the swarm operator varied. The No-PFM scenario,
acting as a baseline, displayed the interface as presented in Figure 2a. This included the map (left), as well as crucial
mission information pertaining the ‘mission cost’, ‘current expenditure’, ‘time remaining’, ‘mission progress’,
‘upkeep cost’, ‘points earned’, and ‘score’. Additionally, the interface provided the participant with the possibility
to add and remove drones (minimum and maximum active drones: 3-10). Contrasting this, the interface used for
the PFM and BRPM condition included information on the ‘estimated completion time’ as well as the extra cost

2Prolfic: https://www.prolific.com
3We received ethics approval from the University of Southampton’s ethics committee (confirmation number: ERGO/FEPS/85523).
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incurred and time gained for adding or removing an extra drone. The estimated completion time was highlighted
in green, yellow, or red depending on if the estimated time was below, near, or beyond the six-minute target (see
circle in upper right corner, Figure 2b). The estimated cost incurred in pounds (£) and time gained in seconds (s) for
adding or removing a drone is displayed in the “add or remove agent” button at the bottom right of the interface.
The difference between the PFM and BRPM conditions was the accuracy of the estimated completion time. In the
PFM scenario, the participant was provided with an accurate estimation, while the presented completion time in
the Bounded Random (BRPM) condition was a misleading but believable value.

T e p—
-

(a) No-PFM Interface. (b). Interface for PFM and BRPM.

Fig. 2. Interfaces used for the three conditions. In contrast to the No-PFM (Figure 2a), the PFM and BRPM (Figure 2b)
presented the participant with an estimated completion time (upper right corner) as well as the impact on the price (£) and
time (sec) when adding or removing drones.

The formula for the upkeep at time ¢ seconds is given as:
U(ny) = 0.1n% + 1.3 (4)

where n; is the number of agents at time ¢ seconds. The total mission cost is the sum of the per second upkeep
cost for the duration of the mission, and it is given as:

T
Total Cost = Z U(n;); T <360s (5)

t=1

where T is the scenario simulation completion time, with T < 360s (6 minutes) — the maximum simulation
time allowed. The upkeep per-second cost is based on a square of number which is offset by a constant to make it
difficult for a participant to predict the cost of adding or removing a UAV, especially for the No-PFM condition
without the predictive model. The cost of adding or removing an agent is computed by replacing ‘n,” with ‘n; + 1’
or ‘n; — 1’ in the upkeep formula (Equation 4). This is then displayed on the add or remove button appropriately.

The time gain/loss value shown in the add or remove agent button is calculated using exactly the same
procedure in Equation 2 (PFM) and Equation 3 (BRPM), but the state input into the formal model assumes that a
drone is added or removed for the add or remove button respectively. This is the same as asking the model “if I
add/remove an agent now, and run the model on the new swarm, what will the result be?”. Therefore, in addition
to computing for the current state, we also compute for two possible future situations, one in which a drone was
added and another in which a drone was removed, and display the result appropriately on the add or remove
agent button.

ACM Trans. Hum.-Robot Interact.
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4.3 Study task

The study task in each of the three experiments was based on a drone delivery mission. The participants were
required to complete 40 package deliveries within 6 minutes with a budget of £2000 using between 3 - 10 drones.
The participants playing the role of the swarm operator managed the mission by adding or removing agents. The
more UAVs they added, the faster they completed the mission, but they incurred a higher mission cost. The reverse
was also applicable in that the more UAVs they removed from the mission, the longer the mission completion
time, and the less the overall mission cost. The final mission cost was a cumulative sum of the upkeep cost per
second. We implemented a non-linear per-second upkeep cost function that makes the upkeep per-second cost
higher each time a new UAV is added. The non-linearity was chosen to reduce the participant’s ability to predict
the cost of adding or removing a UAV, especially for the No-PFM condition without the predictive model. It also
makes it more costly for the participant to try to make up for their mistakes by adding lots of drones near the
end (i.e. it is better to keep at ~7 drones than to keep 5 drones for a while and then increase to 10 drones).

4.4 Procedure

Following recruitment, participants were presented with the participant information sheet and consent form, after
which they completed a brief demographics survey which collected data on gender, age group, education level,
self-rated computer expertise, as well as self-rated UAV or Swarm robotics knowledge. Subsequently, participants
were asked to watch a short study briefing video and asked to answer three questions to test their preliminary
understanding of the task. To ensure that participants understood the study task, two of these three had to be
answered correctly in order to proceed with the study. Participants were required to perform a short tutorial
scenario which allowed them to experiment with all the provided functionality and experience the interface prior
to the actual data collection. The tutorial scenario demonstrated the PEM interface. Participants then proceeded
to their first scenario. Following its completion, they completed the post-task survey which included the 6-item
NASA-TLX [24], the 10-item System Usability Scale (SUS) [11]; the 12-item Trust in Automated Systems [26], and
the 9-item system acceptance [51] questionnaire*. They continued with the second scenario, followed by the same
set of questionnaires. Finally, participants were asked to.complete a short survey in relation to their preferred
scenario condition, before returning to Prolific. These questions were related to (a) the perceived accuracy of the
time estimation feature provided (for the PEM and BRPM condition), (b) their preferred scenario, (c) a selection
of reasons for perceived success during task completion, (d) the primary reason for their success, and (e) a binary
selection if they used the estimated completion time. Each participant’s performance was measured and recorded
in real-time during the scenario tasks as HARIS generated log files. Finally, a free text input field allowed for final
comments.

The survey questionnaires and HARIS simulator were dockerised and deployed online® on an AWS EC2
c5.4 x large (32GB RAM, 16 vCPUs) instance running the Ubuntu 22.04 operating system. The dockerisation
was necessary for a scalable deployment due to the high computing resource requirement of the prediction
model in the simulator. The research dataset, which includes the complete listing of participant survey questions,
anonymised participants’ questionnaire responses, and their HARIS simulator performance data from each of the
three experiments, has been published in [1] for broader public access and availability.

5 RESULTS AND ANALYSIS
This section presents the results from all three experiments. Prior to the data analysis, we confirmed that the

dataset of each experiment met the prerequisites necessary for conducting one-way ANOVA testing. Additionally,

4Trust and acceptability questionnaire data was not presented or analysed because it failed the Likert scale test for reliability (Cronbach’s
alpha < 0.7)
5Online HARIS simulator: https://uos-haris.online
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Fig. 3. Comparing the mean performance over time for Experiment 1. The shaded region around the mean shows the standard
deviation.

we performed a G*Power analysis to verify that our sample size of each experiment aligns with the required
criteria. Specifically, we have 60 participants in each experiment, with an assumed effect size of 0.2 and a
significance level of 0.05. The G*Power analysis helps to confirm that our studies were adequately powered to
detect the expected effects.

To compare the impact of the models on the performance of the human-swarm teaming, we evaluated four
dependent variables in each of the three experiments. Specifically, we investigated a) the *Time Completion'
referring to the mission completion time i.e., the time taken to complete 40 delivery tasks; b) the *No. of
Agents' used which refers to the mean number of agents deployed by each participant to complete the delivery
task; c) the number of *Completed Tasks', we considered a delivery task to be successfully completed when
the UAV reaches the target coordinate before returning to the hub to collect parcels for the next delivery; and d)
the “Cost per Task' which was computed as a ratio of the mean total cost incurred over the mean number of
tasks completed per study scenario.

5.1 Experiment 1

The result® of the participants’ performance over time is presented in Figure 3. Figure 3a shows the mean mission
cost of each scenario over time. The No-PFM scenario incurred a lower cost over time than the PFM scenario.
Figure 3b shows the mean number of agents used over time. Although the PFM group used more agents than the
No-PFM group in the first three-quarters of the experiment, the No-PFM group finished with more agents than
the PFM group. Since the No-PFM condition did not have the estimated completion time displayed, it is possible
that they realised very late that they may not finish, and therefore started adding more agents towards the end.
This might indicate that participants in the No-PFM condition found it more difficult to balance the number of
agents with the two constraints defined. Figure 3¢ compares the mean number of completed tasks over time and
shows that participants completed more tasks on average over time in their PFM scenario compared to their
No-PFM scenario.

Given that the participants were asked to optimise for two objectives — finish within 6 minutes and not exceed a
£2000 budget — further analysis was conducted to determine how many participants succeeded at both objectives.
Figure 4 shows a plot of the mission cost against completion time for the Experiment 1 participants who completed

6The main results in this subsection were previously presented in [2]. Part of this has been repeated for a more comprehensive result
presentation and for better readability. In addition, the presentation has been revised and a new time-cost performance and equivalence
analysis have been added.
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Fig. 4. Plot of mission cost against completion time showing £2000 cost line and its 10% bounded region from £1800 - £2200
for all completed PFM and No-PFM conditions in Experiment 1. The legend shows the number of completions within £2000,
the bounded region completions, the total number of completions within time, and the total number of participants in each
condition.

the 40 deliveries within the 6-minute mission time’. From the figure, only 29 of the 60 (48.3%) participants finished
in the No-PFM condition compared to the PFM condition where 46 of the 60 (76.7%) participants finished. However,
the number of participants who finished within the £2000 budget was 3 out of 60 (5%) for the No-PFM and 4 out of
60 (6.7%) for the PFM. In other words, the total number of finishes was 7 for the 120 participant scenarios (5.8%).
This shows that the budget was too strict and barely attainable. Therefore, an expanded analysis was conducted
that considers participants who finished within 10% of the original £2000 budget. The Purple rectangle in Figure
4 shows the 10% bounded completion regions from £1800 - £2200. From the result, 54 of the 120 participant
scenarios (45%) finished within the 10% cost completion bound. Of these, 19 of the finishes were for the No-PFM
condition and 35 were for the PFM condition. This shows that the PFM model resulted in a lower cost-time
performance.

For workload, participants had a mean of 4.77 (SD = 1.50) in the PFM and a mean of 4.74 (SD = 1.56) in the
No-PFM scenarios. One-way ANOVA for workload revealed no significant main effect (F(1, 118) = 0.009, p =
0.924). While our results showed no statistically significant difference in workload between the PFM and No-PFM
conditions (p = 0.924), this finding does not confirm equivalence. Hence, we used equivalent testing to assess
the equivalence of workload between the PFM (M = 4.77, SD = 1.50) and No-PFM conditions (M = 4.74, SD =
1.56). The mean workload difference was within the confidence interval of [ -0.32, -0.281]. Given our predefined
equivalence margin of +0.5, as established by previous research [34], these results confirm that the PFM and
No-PFM conditions are statistically equivalent in terms of mental workload, indicating that the introduction of
the PFM doesnot significantly increase cognitive demand on participants. In line with the guidelines [11, 18],
interfaces with a usability testing value of 68 or above are considered good. Mean SUS scores for PFM and No-PFM
scenarios were 70.75 (SD = 17.52) and 74.38 (SD = 15.15). This shows that the usability of both systems was good.
One-way ANOVA yielded no significant effect on usability (F(1, 118) = 1.470, p = 0.228). This suggests that the
PFM feature did not make the system more or less usable than without it.

"Note that the simulator would normally cut-off participants once the 6-minute mission time is reached, the data of any participant not
automatically cut-off by the simulator were manually filtered out for the plot in Figure 4.
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Table 3. Descriptive statistics and one-way ANOVA results for Experiment 1. Significance levels: * p < 0.05, ** p < 0.01

Variable Scenario | Mean | Std. | Fvalue | p value
Time Completion | No-PFM | 329s 36.93 | 5.363 | 0.022*
PFM 314s 34.77
No. of Agents No-PFM | 5.79 1.06 3.074 | 0.082
PFM 6.10 0.86
Completed Tasks | No-PFM | 38.80 1.71 7.255 | 0.008™*
PFM 39.55 1.30
Cost per Task No-PFM | £52.85 | 7.31 0.001 | 0.988
PFM £52.83 | 3.80

As depicted in Table 3, the PFM condition led to enhanced task completion rates and reduced time require-
ments when compared to the No-PFM scenario where no prediction was presented to participants. Specifically,
participants, on average, completed 39.55 tasks (SD No. of Tasks = 1.30) within 314 seconds (SD Time Completion
= 34.77) in the PFM condition. This performance contrasted with the No-PFM condition, where participants
completed an average of 38.80 tasks (SD No. of Tasks = 1.71) in 329 seconds (SD Time Completion = 36.93). An
ANOVA test was conducted and showed that this difference was significant both in terms of Time Completion
[F(1,59) = 5.363, p = 0.022*] and No. of Completed Tasks [F(1,59) = 7.255, p = 0.008*]. Moreover, our findings
indicate that employing PFM prediction did not influence the utilisation of additional agents or the associated
task cost in the context of human-swarm collaboration when compared to scenarios without prediction (No-PFM).
In the PFM condition, participants, on average, employed 6.10-agents (SD No. of Agents = 0.86) at an average cost
of £52.83 (SD Cost = 3.80) per task. Conversely, in the No-PFM condition, participants used an average of 5.79
agents (SD No. of Agents = 1.06) at a cost of £52.85 (SD-Cost = 7.31) per task. An ANOVA test was conducted and
showed that this difference between PFM and No-PEM was not significantly different for No. of Agents [F(1,59) =
3.074, p = 0.082] and Cost per task [F(1,59) = 0.988].

The significant results in relation to mission completion times were also reflected in the anecdotal open-ended
statements made by participants, we received 20 open-ended statements from the 60 participants (33%) following
both conditions®. Participants indicated the perceived usefulness of the features provided in the PFM condition
as, e.g., expressed by P55:

‘T found the presence of the estimated completion time feature [PFM] helped me decide whether to add or
remove agents, whereas in the first scenario [No-PFM] I was trying to estimate it myself based on the remaining
time and the percentage completion of the task.” — P55
indicating the usefulness of the additional information provided to complete the task successfully. A similar
sentiment was presented by P45 who describes the use of the PFM feature as a guiding mark for optimising the
addition and removal of drones.
‘T used the estimated time to allow me to hover around the 6-minute mark, adding and taking away planes
where necessary” — P45

5.2 Experiment 2A

This section presents the outcomes of Experiment 2A and investigates the impact of the Bounded Random (BRPM)
condition when compared to the No-PFM baseline. Figure 5 shows the mean performance plot over time for
Experiment 2A with the shaded region around the mean representing the standard deviation. Figure 5a shows

8The free text input was not required (as described in the Procedure section), and the comments presented below are therefore based on a
small number of open-ended responses. These should therefore only be taken as anecdotal and not conclusive evidence.
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Fig. 5. Comparing the mean performance over time for Experiment 2A. The shaded region around the mean shows the
standard deviation.

that the mean mission cost over time for the No-PFM condition was generally lower than in the BRPM condition.
Figure 5b shows the plot of the mean number of agents over time. This showed that more agents were used
over time in the BRPM scenario than in the No-PFM scenario. The sharp rise near the 300s mark for the BRPM
could be because the participants thought they would fail the mission due to the bounded random prediction
suggesting failure even when it was clear they would succeed. This was followed by a sharp fall, perhaps when the
participants realised they could not trust the BRPM prediction. Figure 5¢ shows the mean number of completed
tasks over time for the No-PFM and BRPM scenarios. This showed that the BRPM scenario completed more tasks
over time than the No-PFM scenario.

Figure 6 shows a plot of the mission cost against completion time for the Experiment 2A participants who
completed the 40 deliveries within the 6-minute mission time. From the figure, 25 of the 60 (41.7%) participants
finished in the No-PFM condition compared to the BRPM condition where 46 of the 60 (76.7%) participants
finished. However, the number of participants who finished within the £2000 budget was 4 out of 60 (6.7%) for
the No-PFM condition and 6 out of 60 (10%) for the BRPM condition. In other words, the total number of finishes
was 10 for the 120 participant scenarios (8.3%). For the extended bounded completion region (10% of the original
£2000 budget extending to £2200), the Purple rectangle region in Figure 6, 44 of the 120 participant scenarios
(36.7%) finished within the 10% cost completion bound. Of these, 19 of the finishes were for the No-PFM condition
and 25 were for the BRPM condition. This shows that the BRPM model resulted in a lower cost-time performance
than the No-PFM model. However, when compared to the PFM in Section 5.1, the PFM model resulted in a 1.4
times lower cost-time performance than the BRPM model, based on the PFM to BRPM completion ratio of 35:25
given the similar No-PEM baseline performance.

For workload, participants had a mean of 5.03 (SD = 1.67) in the BRPM scenario and a mean of 4.78 (SD = 1.44)
in the No-PFM scenario. One-way ANOVA for workload revealed no significant main effect (F(1, 118) = 0.810,
p = 0.370. While our results showed no statistically significant difference in workload between the BRPM and
No-PFM conditions (p = 0.370), this finding does not confirm equivalence. Hence, we used equivalent testing to
assess the equivalence of workload between the BRPM (M = 5.03, SD = 1.67) and No-PFM conditions (M = 4.78, SD
= 1.44). The mean workload difference was within the confidence interval of [ -0.27, -0.33]. Given our predefined
equivalence margin of 0.5, as established by previous research [34], these results confirm that the BRPM and
No-PFM conditions are statistically equivalent in terms of mental workload, indicating that the introduction of
the BRPM does not significantly increase cognitive demand on participants. Regarding usability, the mean SUS
scores for BRPM and No-PFM scenarios were 65.50 (SD = 20.53) and 71.00 (SD = 19.28). Therefore, the BRPM
negatively affected the usability of the interface since the SUS score was below the threshold value of 68 whereas
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Fig. 6. Plot of mission cost against completion time showing £2000 cost line and its 10% bounded region from £1800 - £2200
for all completed No-PFM and BRPM conditions in Experiment 2A. The legend shows the number of completions within
£2000, the bounded region completions, the total number of completions within time; and the total number of participants in
each condition.

the No-PFM was above this value. However, One-way ANOVA yielded no significant effect on usability (F(1,
118) = 2.288, p = 0.133).

As illustrated in Table 4, the BRPM condition resulted in a significant reduction in task completion time and
a noteworthy increase in the overall number of tasks among participants. However, compared to the No-PFM
scenario, where no predictions were provided to participants, the BRPM condition led to a significant increase in
task cost and the number of agents assigned to each task. On average, participants completed 39.61 tasks (SD No.
of Tasks = 0.78) within 302 seconds (SD Time Completion = 46.44) in the BRPM condition. In contrast, in the
No-PFM condition, participants completed an average of 38.50 tasks (SD No. of Tasks = 2.04) in 333 seconds (SD
Time Completion = 34.08). An ANOVA test indicated that this difference was significant for both Time Completion
[F(1,59) = 17.827, p = 0.0001] and No. of Completed Tasks [F(1,59) = 15.699, p = 0.001]. Furthermore, our findings
reveal that the utilization of the BRPM prediction significantly influences the involvement of additional agents
or the associated task cost in the context of human-swarm collaboration when compared to scenarios without
prediction (No-PFM). In the BRPM condition, participants, on average, engaged 6.45 agents (SD No. of Agents =
1.23) at an average cost of £54.40 (SD Cost = 5.90) per task. Conversely, in the No-PFM condition, participants
used an-average of 5.57 agents (SD No. of Agents = 0.85) at a cost of £51.46 (SD Cost = 3.63) per task. ANOVA
tests demonstrated significant differences between BRPM and No-PFM for No. of Agents [F(1,59) = 20.566, p =
0.001] and Cost per task [F(1,59) = 10.810, p = 0.001].

Finally, when comparing the responses to free-text form to Experiment 1, it becomes apparent that participants
in Experiment 2A report a greater frustration towards the estimated completion time presented to them. Both
Experiment 1 and 2A experienced the No-PFM condition, making the primary difference the experimental
condition experienced: PFM in Experiment 1 and BRPM in Experiment 2A. In Experiment 1 only one of the 20
open-ended statements (5%) commented that “the estimated time to complete was kind of off”. In contrast, in
Experiment 2A, five participants (25%) of the 20 open-ended statements raised concerns about the perceived
inaccuracy of the estimated time presented to them, indicating a lower willingness to rely on the information
provided. For instance P80 expressed their frustration by stating that:
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Table 4. Descriptive statistics and one-way ANOVA results for Experiment 2A. Significance levels are indicated as ***
p <0.001

Variable Scenario | Mean | Std. | Fvalue | p value
Time Completion | No-PFM | 333s 34.08 | 17.827 | 0.001***
BRPM 302s 46.44
No. of Agents No-PFM | 5.57 0.85 20.566 | 0.001***
BRPM 6.45 1.23
Completed Tasks | No-PFM | 38.50 2.04 | 15.699 | 0.001***
BRPM 39.61 0.78
Cost per Task No-PFM | £51.46 | 3.63 | 10.810 | 0.001***
BRPM £54.40 | 5.90

“it made no sense that in the very first scenario [BRPM], the time went from however many mins to zero time
left in just a few seconds?” — P80

5.3 Experiment 2B

Experiment 2B compared the result of the BRPM condition with the proposed PFM method. By comparing
the effects of random and accurate PFM on human-swarm performance, this experiment addresses the specific
question of prediction quality. It helps distinguish whether the performance improvements observed in Experiment
1 (accurate prediction) are attributed to the presence of any PFM or specifically to accurate PFM. This comparison
provides insights into the importance of PFM reliability in optimizing human-swarm collaboration.

Figure 7 shows the mean performance plot over time for Experiment 2B with the shaded region around the
mean representing the standard deviation. Figure 7a shows that the mean mission cost over time for the BRPM
condition was slightly higher around the middle of the experiment. Figure 7b shows the plot of the mean number
of agents over time. This showed that more agents were used at the beginning by the BRPM scenario than by the
PFM scenario. The BRPM scenario also finished with more number of agents than the PFM scenario. Figure 7c
shows the mean number of completed tasks over time for the PFM and BRPM scenarios. This showed that the
participants completed slightly more tasks around the middle of the experiments in the BRPM scenario than in
the PFM scenario.

Figure 8 shows a plot of the mission cost against completion time for the Experiment 2B participants who
completed the 40 deliveries within the 6-minute mission time. From the figure, 46 of the 60 (76.7%) participants
finished in the PFM condition and 49 of the 60 (81.7%) participants finished in the BRPM condition. However,
the number of participants who finished within the £2000 budget was 4 out of 60 (6.7%) for the PFM condition
and 3 out of 60 (5%) for the BRPM condition. The total number of finishes within the £2000 budget was 7 for the
120 participant scenarios (5.8%). For the extended bounded completion region (10% of the original £2000 budget
extending to £2200), the Purple rectangle region in Figure 8, 56 of the 120 participant scenarios (46.7%) finished
within the 10% cost completion bound. Out of these, 30 of the finishes were for the PFM condition and 26 were
for the BRPM condition. This shows that the PFM model resulted in a slightly lower cost-time performance than
the BRPM model. In other words, the PFM model resulted in a 1.2 times lower cost-time performance than the
BRPM model. Although the direct comparison resulted in 1.2 times lower cost-time performance and the indirect
comparison (in Section 5.2) showed 1.4 times lower cost-time performance for the PFM over the BRPM, both
results agree that PFM generally results in a lower cost-time performance.

For workload, participants had a mean of 5.00 (SD = 1.73) in the BRPM scenario and a mean of 5.19 (SD = 1.52)
in the PFM scenario. One-way ANOVA for workload revealed no significant main effect (F(1, 118) = 0.380, p =
0.539. While our results showed no statistically significant difference in workload between the PFM and No-PFM
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Fig. 7. Comparing the mean performance over time for Experiment 2B. The shaded region around the mean shows the
standard deviation.

Table 5. Descriptive statistics and one-way ANOVA results for Experiment 2B. Significance levels are indicated as: * p < 0.05

Variable Scenario | Mean | Std. | Fvalue | p value
Time Completion BRPM | 297s 48.42 | 3.305 | 0.072
PFM 313s 43.75
No. of Agents BRPM | 6.68 1.18 3.960 | 0.049*
PFM 6.29 0.99
Completed Tasks BRPM | 39.53 1.21 0.551 | 0.459
PFM 39.67 0.68
Cost per Task BRPM | £55.47 | 4.59 | 4.591 | 0.034"
PFM £53.51 | 538

conditions (p = 0.539), this finding does not confirm equivalence. Hence, we used equivalent testing to assess
workload equivalence between the BRPM (M = 5.00, SD = 1.73) and PFM conditions (M = 5.19, SD = 1.52). The
mean workload difference was within the confidence interval of [ -0.37, -0.34]. Given our predefined equivalence
margin of +0.5, as established by previous research [34], these results confirm that the BRPM and PFM conditions
are statistically equivalent in terms of mental workload. This suggests that there was no significant change in
participants’ workload between the BRPM and PFM scenarios. Regarding usability, the mean SUS scores for
BRPM and PFM scenarios were 67.21 (SD = 21.22) and 69.33 (SD = 20.98). Therefore, both the BRPM and PFM
interface usability were good since both interfaces had SUS scores above the threshold value of 68. One-way
ANOVA yieldedno significant effect on usability (F(1, 118) = 0.304, p = 0.582). This means there was no significant
difference between the two interfaces in terms of their usability.

As shown in Table 5, the Predictive Formal Model (PFM) condition exhibited a noteworthy decrease in cost per
task and the number of agents per task compared to the BRPM condition. However, no significant differences
were found between time completion and the number of completed tasks when comparing PFM and BRPM
conditions.

On average, participants incurred a cost of £55.47 (SD Cost = £4.59) per task in the BRPM condition, whereas
they spent £53.51 (SD Cost = £5.38) in the PFM condition. ANOVA tests validated this observation, revealing
significant differences between BRPM and PFM [F(1,59) = 4.591, p = 0.034]. The number of agents utilised by
participants in each task decreased from 6.68 (SD No. of Agents = 1.18) in the BRPM to 6.29 (SD No. of Agents =
0.99) in the PFM condition. This difference was significant based on the one-way ANOVA test [F(1,59) = 3.960,
p = 0.049]. Participants’ open-ended statements, 23 of the 60 participants chose to provide a comment (38.3%),
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Fig. 8. Plot of mission cost against completion time showing £2000 cost line and its 10% bounded region from £1800 - £2200
for all completed PFM and BRPM conditions in Experiment 2B. The legend shows the number of completions within £2000,
the bounded region completions, the total number of completions within time, and the total number of participants in each
condition.

further document the difficulty of balancing the amount of UAVs needed given the inaccuracies of the estimated
completion time feature as expressed by P138:

“On the first one [PFM], I tried to add and reduce agents often to try and keep it even. On the second one
[BRPM] I tried a different approach and didn’t add any at first because I had lots of time. However, my
estimated time went up faster than I thought this time and I struggled to get it back down. It was a good study
though.” — P138

While the findings for the time completion between the two conditions are not significant, participants
perceived ability to complete the task within the cost constraint was reported. For instance, P172 reported that
they were more capable of completing the task within the time without exceeding the cost in the second attempt
(PFM). This aligns with the costs per task being significantly lower (see Table 5).

“T went over the cost on my first attempt [BRPM] but felt the estimated time was off, I did better on the second
attempt [PFM]...” — P172

6 DISCUSSION

The major contribution of this work was demonstrating the fact that predictive formal modelling at runtime
increased mission performance without affecting the swarm operator’s workload through a series of human-swarm
interaction experiments. This has implication in resource allocation, planning missions, adaptively responding to
changing mission conditions, and managing mission assets.

6.1 Importance and Impact on Predictive Accuracy

Through the integration of predictive formal modelling at runtime, the swarm operator is equipped with an early
warning system for critical mission failure. The swarm operator can re-task agents from where they are excess to
where they are needed long before a failure becomes impossible to avert. This could mean more lives being saved
in a search and rescue mission or more medical and life-saving supplies being delivered to remotely inaccessible
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areas in the event of a natural disaster. In the PFM scenarios, agents can be re-tasked without losing time to areas
where they are needed unlike in no-PFM scenarios where the operator only gets to know last minute.

In real world applications such as firefighting and disaster relief, the problem of assigning drones becomes
much broader. The type of scenario we model might only be one section of a large and continually changing
environment. Although we place the constraint of cost on our participants, there may be a higher-level commander
who requires the operator to complete this mission with minimal resources so that more drones can be reassigned
to other areas. Having a good understanding of expected conditions on the horizon may allow future disaster
response teams to distribute their limited resources more efficiently by eliminating redundancy and optimising
the most important and necessary tasks.

It is also interesting to observe that inaccurate predictive information can also improve the operator’s per-
formance to a certain extent. As shown in Experiment 2A, given a random prediction, participants completed
more tasks in a shorter time in the BRPM scenario compared with their performance in the No-PFM scenario.
Such observation may indicate that the simplicity of the scenario we considered makes the accurate PFM not
needed as operators are capable of assessing the situation with a simple hint that they are going to-accomplish
the mission in the next few minutes. This is also confirmed by the usability check between the PFM and the
No-PFM scenario in Experiment 1 where participants did not find the PFM feature more usable: However, we also
noticed that accurate information becomes more needed in severe situations. For example, as the experiment was
approaching the finishing point, participants tended to examine the accuracy of the estimated completion time
and adjusted the number of agents accordingly. This happened when participants found the BRPM prediction
was not accurate and dramatically removed agents. A similar turning poeint can also be observed in Experiment 1
where participants in the No-PFM scenario realised very late that they might not finish all tasks on time and
tried to add more agents. From these observations, future work can focus on implementations in more complex
and high-risk scenarios, such as the real-world applications mentioned above, where it is beyond the operator’s
cognitive ability to understand the current situation. In such cases, we expect the accurate PFM to become more
crucial for operators to make appropriate decisions.

There was a clear difference in the reported accuracy of the estimated time feature between the PFM and
BRPM conditions when we compared the participants” open-ended comments in Experiment 1 (No-PFM/PFM)
and Experiment 2A (No-PFM/BPRM). Numerous participants (~26%) commented on the lack of accuracy of the
estimated time in the BRPM, which led to them failing to complete the mission within the given constraints
and trusting the system less: The PFM had far fewer negative mentions about the estimated completion time
feature (~5%). Furthermore, not only were the PFM participants less sceptical about the time estimation feature,
but around (~15%) of the PFM participants in Experiment 1 explicitly highlighted it as a beneficial feature and
attributed their success to it.

6.2 Explainability of Algorithmic Decisions

Recent research [21, 35, 39, 50] is increasingly focusing on the value of algorithmic explainability. This becomes
increasingly relevant when humans have to rely on algorithmic decisions. Especially when calibrating trust, i.e.,
preventing overtrust, providing an explanation on why an algorithm makes a specific choice has proven useful.

Leichtmann et al. [35] conducted an online study to examine how participants in high-risk scenarios perform
when assisted by an Al system that either provides or withholds explanations for its recommendations. When
the Al offered explanations for its decisions, its participants’ trust in the system was calibrated, preventing blind
overtrust. Since overtrust negatively affected task performance, the calibrated trust resulting from the explanations
ultimately improved participants’ performance. While the context investigated by [35] (i.e. classification of safe
and poisonous mushrooms) is quite different from multi drone management, it stands to reason that the same
lesson might apply in this high-risk scenario. In its current form, the research presented in this paper evaluates
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how three different models (No-PFM, PFM, and RPM) perform when compared to each other. However, in addition
to the system provided information about time and cost removed/added when changing the number of drones
(see Section 4), user performance, and ultimately reliance on the system, might be further improved by providing
a rationale, thereby emphasising explainability of the recommendations.

Furthermore, [39] demonstrated that users develop more appropriate levels of trust in algorithmic decision-
making when the algorithm provides ‘honest’ explanations for its decisions. Similarly, a recent study by Suffian [50]
not only emphasised the importance of explanations but highlighted the particular value of those when containing
actionable information. Relating this literature to the present studies, would could envision a scenario in, e.g., the
PFM condition in which the system employs one or both of the following strategies. To emphasise the calibration of
overtrust, the system could present the user with information about the confidence in its predictions. For instance,
instead of simply displaying “Estimated Completion Time: 03:16” (see Figure 2b), the system could provide a
measure of algorithmic confidence, e.g., “Estimated Completion Time: 03:16. Estimate confidence: [Low/Med/High
or 25%/50%/75%/X%]”. This would allow users to make informed decisions wether the system perceives the current
number of deployed drones appropriate, and how confident the system is in this classification.

Taking this a step further, as suggested by Suffian [50], the PFM condition could also offer actionable explana-
tions to help users achieve their goal of parcel delivery within the time and resource limits: For instance, the
system could expand on the current suggestion (“Estimated Completion Time: 03:16”, see Figure 2b) by adding a
recommendation such as “You are currently using more drones than necessary. I suggest reducing the number to
minimise mission costs.” This approach would aid users in optimising decision-making while calibrating their
trust in the system, preventing both over- and undertrust.

6.3 Future Work and Limitations

To simplify the model, this work considered a homogeneous swarm of UAVs; in real-world applications, this is
often not the case as different types of agents with differing capabilities are often utilised. Future works could
extend the model to consider the case of heterogeneous swarms, for example, a scenario with both aerial and
ground robot swarms, each consisting of agents with differing speeds or carrying capacities. This may amplify
the utility of PFM, as the mission state becomes harder to comprehend and the outcome more difficult to predict.
We also overlooked the confounding effects of adding an additional interface feature to the PFM condition. This
being the inclusion of the price increase incurred by adding or removing a drone, which was present on the add
and remove agent buttons in the PFM condition but not in the no PFM condition. Another simplification made
was to assume that agents would not experience random failure; in the real world drones inevitably crash or lose
contact with operators and this should be factored into estimations made by the model in order to increase the
ecological validity, and real-world comparability of the studies. An extended model could consider this possibility,
as in [23] and ensure that the user tunes the number of drones to this consideration (i.e. having a spare to replace
the drone we expect to fail). Failure rates may also change according to location, battery life, age of the drone, or
weight of packages and this too could be considered by the model. If the operator was penalised for agent failure
then they may be able to avoid this by using the model to anticipate and preserve their UAVs. It also worth noting
that the failure of a drone is likely to substantially impact the operator [27], so early warning or reassurance that
this is to be expected may provide further benefits to the human user.

Additionally, a key assumption made in this work is the agents have perfect communication with the hub
(and each other). Connectivity is a key issue in urban areas, particularly for aerial vehicles. Any perturbation in
connectivity would make it impossible to accurately model the swarm and hence reduce the usefulness of PFM.
To align with the uncertainty in communication and other uncertainties, such as weather variability and dynamic
obstacles, our predictive formal model could be more probabilistic. For example, the status of individual drones,
including their failures and successes, would be updated in a probabilistic manner and only confirmed when in
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range of the base station or other drones. In terms of the reasoning process, more advanced properties, not just
the overall success rate of the mission, can be considered, for example, multi-objective properties to evaluate the
trade-off between the cost and the time limit; safety properties to highlight the drones that are more likely to fail
or lose connection; optimisation properties to compute an optimal strategy for operators. To support these, the
underlying formal models have to go beyond CTMCs and take the form of, for instance, (Partially Observable)
Markov Decision Processes [43], which are typically used in planning under uncertainties. Another assumption
we made is that PFM predictions calculated from SMC approximations are accurate and will not bring substantial
impact on users’ performance. Because the add or remove button relies on the model’s accuracy, this may slightly
impact the accuracy of the time prediction suggested to the user for adding or removing a UAV. A future study
could provide an option of using the exact model checking approach allowing users to decide whether to wait for
a longer period to obtain the exact prediction. The user study design focused on the recruitment of participants
who were not experienced swarm operators and had to be trained to use the HARIS platform. A future study
could focus on how the performance of expert swarm operators, e.g. with at least 5 years of experience, is affected
by predictive formal modelling at runtime. Also, software agents were used in the HARIS simulation in this
study. Digital twins of real UAVs can also be integrated into the HARIS platform, so in a future work we could
investigate how the swarm operator’s response changes when their decisions have a real-world impact, or when
they are comparing the PFM with robots they can physically see. This would also have the benefit of making our
system ready to be deployed in practical real-world applications.

This research focused on evaluating the model driving the time estimation feature (PFM or BRPM) via a user
study, however, there is an opportunity for further research on (a) other types of prediction models and (b) how
the time estimation is presented to the operator (user interface design). In the case of the model, how does poor
estimation affect the operator’s trust in the system? Can trust be recovered if lost due to wrong prediction? In
terms of the user interface, how would different ways of expressing uncertainty about completion times affect
the usability or workload? Could the time estimation be presented in a way that is explainable to the operator, for
example, an explanation of how the time estimate was constructed or the level of uncertainty of the prediction?
Another future direction is to explore the impact of PFM on the performance, behaviour, or coordination of a
decentralised multi-agent system or robot swarm.

7 CONCLUSION

In this paper, we built on previous works in human-swarm interaction by deploying predictive formal modelling
(PFM) at runtime and conducted two user studies to determine the effect on usability, workload, and performance.
We recruited 180 participants to perform the role of an aerial swarm operator facilitating the delivery of parcels
to target locations in a simulation environment. The role required the participants to add or remove agents as
needed to complete the mission within the given time and budget. We showed that predictive formal modelling
at runtime increased the performance of the human swarm team without affecting the operators’ workload or
the systems’ usability. We discussed the implication of this in resource allocation and managing mission assets
where the swarm operator could respond to the early warning for critical mission failure by re-tasking agents
from where they are excess to where they are needed long before a failure becomes impossible to avert. Finally,
we proposed areas for future research which included modelling random agent failures to determine their effect
on the human-swarm interaction, exploring PFM deployment in heterogeneous swarms, investigating the impact
of PFM on multi-agent coordination, and field-testing in a real-world environment.
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