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Influence on technology: What influence 

has the Committee had on the design and operationalisation of 

WMP AI policing projects?  

 

 

 

 



  

Human rights issues: What human rights 

related issues were identified by the Committee and how were 

these issues dealt with in the design and operationalisation of 

AI tools? 

 

 

 

 

 



  

Vulnerable groups and data: How, if at 

all, are the interests, views and concerns of vulnerable groups 

incorporated within the ethical review process? 

 

 

 

 

 

 

 



  

Challenges of ethical review: What 

issues and challenges have Committee members and police 

representatives encountered in the committee review 

process? 

 

 

 

 

 



  

Potential of other models to improve the 

Committee process: In what ways 

framework (Janjeva, Calder and Oswald 2023) and matrix 

evaluation model (Oswald, Chambers and Paul 2023) improve 

the development of Responsible AI in policing?  

 

Research challenges: What challenges 

emerge from the research which would need to be addressed 

in larger research projects investigating embedded ethics 

processes?  

 

 

 

 



  

 

 

 

  



  

 

 

 

 

 



  

 

 

Building a culture of Responsible AI in policing depends on time, resource, commitment, 

knowledge and collaborative communication. It is important for police authorities to be aware 

of the potential issues that may be raised by independent oversight bodies, so they can plan and 

prepare for those conversations, while those involved in the oversight must be aware of the 

operational purposes and objectives of AI projects. This requires an openness to both teach and 

learn from other groups, and investment of time and resource in relationship-building. 

 

 



  

 

 

 

 

 



  

 

 

 

 

 

 



  

 

 

 

 

 

 

  

 

 

  

 

 

In addition, the representation of community voices was limited, primarily coming from advocacy 

groups that promote social inclusion and equality. This may have limited an intersectional 

approach to the research (see: Challenges to the intersectional research approach section in 

the main report). For future studies, we recommend including perspectives from general 

community groups. 



  

The number of systems included in the technical observations was limited. Access to a greater 

spread of AI systems would have provided us with a better sense of how police officers and other 

users interact with AI systems in use in a policing context, what information is communicated via 

such systems about their reliability, capabilities and limitations, and what training if any is 

provided about the systems. 

 


